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Abstract
In this article, we compute numerical solutions of time-fractional coupled viscous Burgers’
equations using meshfree spectral method. Radial basis functions (RBFs) and spectral col-
location approach are used for approximation of the spatial part. Temporal fractional part
is approximated via finite differences and quadrature rule. Approximation quality and effi-
ciency of the method are assessed using discrete E2, E∞ and Erms error norms. Varying the
number of nodal points M and time step-size �t , convergence in space and time is numer-
ically studied. The stability of the current method is also discussed, which is an important
part of this paper.

Keywords Coupled Burgers’ equations · Meshfree spectral method · Radial basis
functions · Caputo fractional derivative · Shape parameter

Mathematics Subject Classification 65M70

1 Introduction

Fractional partial differential equations (FPDEs) canmodel various dynamical systems effec-
tively as contrary to integer order PDEs, because fractional derivatives have memory (non-
local) property (West et al. 2003; Hilfer 1995; Podlubny 1999; Mainardi 1997). The impor-
tance of investigating FPDEs having time-fractional derivatives lies in their infinitesimal gen-
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erating nature of time evolution processes when considering long time scale limit. Enhance-
ments in various concepts, such as equilibrium, stability states and evolution in long time
limit, have been observed with the notion of time-fractional PDEs (Hilfer 1995, 2000; Fujita
1990). As FPDEs appear always as a challenging task in terms of finding analytical solutions,
numerical methods are needed for obtaining their approximate solutions. Various methods in
literature have been proposed for solutions of FPDEs. For example, Adomian decomposition
method (ADM) (Chen 2008), generalized differential transform method (gDTM) (Liu and
Huo 2011) and homotopy perturbation transform method (HPTM) (Hayat et al. 2013) have
been used for approximate solutions of fractional Burgers’ equations. RBFs-based approxi-
mationmethodswere used to solve fractionalBlack–Scholesmodels (Haq andHussain 2018),
fractional KdV equations (Hussain et al. 2019) and fractional diffusion equations (Chen et al.
2010). In Mardani et al. (2018), the authors proposed moving least square approximation
method for solution of fractional advection–diffusion equation with variable coefficients.

In this paper, we propose an efficient and accurate meshfree method using radial basis
functions (RBFs) and spectral collocation approach for numerical solutions of the following
time-fractional coupled viscous Burgers’ equations of fractional order 0 < α ≤ 1 [taken
from Hayat et al. (2013)]:

∂αY1
∂tα

− ∂2Y1
∂s2

− εY1
∂Y1
∂s

+ ε1
∂ (Y1Y2)

∂s
= Z1(s, t), (1.1)

∂αY2
∂tα

− ∂2Y2
∂s2

− εY2
∂Y2
∂s

+ ε2
∂ (Y1Y2)

∂s
= Z2(s, t), (1.2)

with initial conditions

Y1(s, 0) = φ1(s), Y2(s, 0) = φ2(s), s ∈ [
γ1, γ2

]
, (1.3)

and boundary conditions

Y1(γ1, t) = χ1(t), Y1(γ2, t) = χ2(t), and Y2(γ1, t) = χ3(t),

Y2(γ2, t) = χ4(t), t ∈ (0, tmax] . (1.4)

Here, the fractional derivative is considered in Caputo sense due to its good nature of
modeling a real-world phenomenon and treatment of initial conditions in the formulation
of the problem-like integer case (Mainardi 1997; Caputo 1967). In the above equations,
Yr = Yr (s, t), (r = 1, 2), s and t represent space and time variables, tmax is final time and
Zr (s, t) are known functions. The constants ε, ε1, and ε2 represent system parameters such
as Peclet number, Stokes velocity of particles due to gravity and the Brownian diffusivity
(Nee and Duan 1998).

Coupled Burgers’ equations have applications in many areas of engineering and physical
sciences. For instance, they have been used to model sedimentation or evolution of scaled
volume concentrations of two kinds of particles in fluid suspensions or colloids under the
gravitational effect (Esipov 1995). Burgers’ equations attracted attention of many researchers
due to its applications in gas dynamics, heat conduction, elasticity, shockwaves, shallowwater
waves, wave propagation in acoustics and most importantly as a test problem in validation of
various numerical methods. Coupled Burgers’ equations of integer order have been solved
usingHaarwavelet collocationmethod (Kumar and Pandit 2014) and recently by fourth-order
finite difference method (Bhatt and Khaliq 2016).

Various numerical methods are available in literature for solution of PDEs, such as finite
difference method, finite element method and finite volume method. These methods were the
pioneer, but due to high computational cost of mesh generation their use became limited. To
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cope with this cost, RBFs-based meshfree methods gain importance over the aforementioned
methods because of their meshfree nature, simplicity in understanding, ease of implemen-
tation and spectral accuracy. Meshfree methods work for arbitrary provided scattered nodes
that represent (but not discretizing) the interior and boundary of the problem domain. RBFs
approximated method was developed by Kansa (1990) in solutions of various PDEs and later
on used by researchers to solve other engineering and physical science problems, see e.g.,
(Karkowski 2013; Golbabai et al. 2014; Liew et al. 2017; Haq and Hussain 2018; Hussain
et al. 2019; Chen et al. 2010).

However, high condition number of the system matrix arising from collocation creates
severe issue which limits its use in practical applications. To deal with this issue and high
cost of numerical integration in local form, a new technique based on point interpolation
and spectral collocation approach was introduced (Liu and Gu 2005; Shivanian 2015). This
approach utilized spectral method to construct differentiation matrices explicitly. For these
matrices, meshfree shape functions were used, so named asmeshfree spectral point interpola-
tionmethod (MSRPIM). The shape functionswere obtained viaRBFs and point interpolation.
These functions also possess Kronecker delta function propertywhichmakes implementation
of the essential boundary conditions easy. This approach is quite different from the Kansa and
provides accurate results with a well-conditioned system matrix (Shivanian 2015; Hussain
et al. 2019).

In this study, our aim is to apply MSRPIM to numerically solve time-fractional coupled
viscous Burgers’ equations. Rest of the paper is arranged as follows. in Sect. 2, we describe
the proposed solution methodology for the considered problem. Section 3 is devoted to the
currentmethod’s stability.Convergence of the technique is given inSect. 4,whereas numerical
results are presented in Sect. 5. Finally the paper ends with a concise conclusion in Sect. 6.

2 Proposed solutionmethodology

In this part, a brief outline of the proposed meshfree method is considered. Let Y n
r (s) =

Yr (s, tn), (r = 1, 2), where {tn = n × �t}Nn=0 and �t = tmax/N (N ∈ N) is time-step
length. We approximate the temporal part at the (n + 1)th time level by the formula (Chen
et al. 2010):

∂αYn+1
r (s)

∂tα
=

{
δα

∑n
m=0 λα(m)

(
Yn+1−m
r (s) − Yn−m

r (s)
) + O (

�t2−α
)
, 0 < α < 1, n ≥ 0,

Yn+1
r (s)−Yn

r (s)
�t + O (�t) , α = 1, n ≥ 0,

where r = 1, 2, δα = (�t)−α /�(2 − α), λα(m) = (m + 1)1−α − (m)1−α .
With the aid of the above relation and waiving the error term, Eqs. (1.1) and (1.2) in

semi-discrete implicit form become

δα

n∑

m=0

λα(m)
[
Yn+1−m
1 (s) − Yn−m

1 (s)
]

− ∂2Yn+1
1 (s)

∂s2
− εYn+1

1 (s)
∂Yn+1

1 (s)

∂s

= −ε1

[
Yn
1 (s)

∂Yn
2 (s)

∂s
+ Yn

2 (s)
∂Yn

1 (s)

∂s

]
+ Zn+1

1 (s), (2.1)

δα

n∑

m=0

λα(m)
[
Yn+1−m
2 (s) − Yn−m

2 (s)
]

− ∂2Yn+1
2 (s)

∂s2
− εYn+1

2 (s)
∂Yn+1

2 (s)

∂s

= −ε2

[
Yn
1 (s)

∂Yn
2 (s)

∂s
+ Yn

2
∂Yn

1 (s)

∂s

]
+ Zn+1

2 (s). (2.2)
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Linearizing the nonlinear terms in the above equations as follows:

Yn+1
r (s)

∂Yn+1
r (s)

∂s
= Yn

r (s)
∂Yn+1

r (s)

∂s
+ Yn+1

r (s)
∂Yn

r (s)

∂s
− Yn

r (s)
∂Yn

r (s)

∂s
, (r = 1, 2)

and then using in Eqs. (2.1) and (2.2), we get

δαY
n+1
1 (s) − ∂2Yn+1

1 (s)

∂s2
− ε

[

Yn
1 (s)

∂Yn+1
1 (s)

∂s
+ Yn+1

1 (s)
∂Yn

1 (s)

∂s

]

= δαY
n
1 (s) − εYn

1 (s)
∂Yn

1 (s)

∂s

−ε1

{
Yn
1 (s)

∂Yn
2 (s)

∂s
+ Yn

2 (s)
∂Yn

1 (s)

∂s

}
− Bn

1 (s) + Zn+1
1 (s), (2.3)

δαY
n+1
2 (s) − ∂2Yn+1

2 (s)

∂s2
− ε

[

Yn
2 (s)

∂Yn+1
2 (s)

∂s
+ Yn+1

2 (s)
∂Yn

2 (s)

∂s

]

= δαY
n
2 (s) − εYn

2 (s)
∂Yn

2 (s)

∂s

−ε2

{
Yn
1 (s)

∂Yn
2 (s)

∂s
+ Yn

2 (s)
∂Yn

1 (s)

∂s

}
− Bn

2 (s) + Zn+1
2 (s), (2.4)

where Bn
r (s) = δα

∑n
m=1 λα(m)

[
Yn+1−m
r (s) − Yn−m

r (s)
]
and Bn

r (s) = 0, whenever n =
0, (r = 1, 2). It is remarked that Eqs. (2.3) and (2.4) are the time-discrete version of Eqs. (1.1)
and (1.2).

Now, we approximate the spatial part using meshfree shape functions. According to the
point interpolation method (PIM), let Yr (s), (r = 1, 2) be smooth functions approximated
at the point s as:

Y1 (s) =
M∑

j=1

μ j f
(∥∥s − s j

∥∥) + μM+1

=
M∑

j=1

μi f j (s) + μM+1, (2.5)

and

Y2 (s) =
M∑

j=1

ν j g
(∥∥s − s j

∥∥) + νM+1 =
M∑

j=1

ν j g j (s) + νM+1. (2.6)

The matrix–vector form of the above equations is:

Y1 = f�1 ⇒ �1 = f−1Y1,

Y2 = g�1 ⇒ �2 = g−1Y2,

where r = 1, 2, Yr = [Yr ,1, . . . , Yr ,M , 0]T, Yr , j = Yr (s j ), �1 = [μ1, . . . , μM+1]T, �2 =
[ν1, . . . , νM+1]T are vectors of expansion coefficients, f j (s), g j (s) are given RBFs with ‖·‖
as Euclidean norm. Distinct collocation points always result in non-singularity of f and g
(Micchelli 1986). For the matrices f and g, the entries are

f =
[{ fi j }1≤i, j≤M 0

0T 1

]
, g =

[{gi j }1≤i, j≤M 0
0T 1

]
.
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where 0T = [0, . . . , 0]M×1. So we can write Eqs. (2.5) and (2.6) in the form:

Y1 (s) = Y1 =
M∑

j=1

ϑ j (s) Y1, j , Y2 (s) = �Y2 =
M∑

j=1

ψ j (s) Y2, j . (2.7)

The shape functions ϑ j , ψ j possess Kronecker delta function property

ϑ j (si ) = δϑ
i j =

⎧
⎨

⎩

1, i = j,

0, i �= j,
and ψ j (si ) = δ

ψ
i j =

⎧
⎨

⎩

1, i = j,

0, i �= j .
(2.8)

The shape functions also satisfy the following property:

M∑

j=1

ϑ j (s) = 1, and
M∑

j=1

ψ j (s) = 1,

where it is not necessary that 0 ≤ ϑ j (s), ψ j (s) ≤ 1 (Liu and Gu 2005).
Similarly, the spatial derivatives at point s are evaluated as:

∂ lY1(s)

∂sl
=

M∑

j=1

∂ lϑ j (s)

∂sl
Y1, j =

M∑

j=1


(l)
j (s)Y1, j ,

∂ lY2(s)

∂sl
=

M∑

j=1

∂ lψ j (s)

∂sl
Y1, j =

M∑

j=1

�
(l)
i (s)Y2, j , (2.9)

where (l)(s), �(l)(s) are the explicit differentiation matrices of lth order derivative.
Incorporating Eqs. (2.5)–(2.9) into Eqs. (2.3) and (2.4) and after simplifications, there

comes

M∑

j=1

[
δαϑ j (s) − 

(2)
j (s) − ε

{
an1 (s)(1)

j (s) + bn1(s)ϑ j (s)
}]

Yn+1
1, j = Hn+1

1 (s)

+
M∑

j=1

[
δαϑ j (s) − εbn1(s)ϑ j (s) − ε1

{
bn2(s)ϑ j (s) + an2 (s)(1)

j (s)
}]

Yn
1, j , (2.10)

M∑

j=1

[
δαψ j (s) − �

(2)
j (s) − ε

{
an2 (s)�(1)

j (s) + bn2(s)ψ j (s)
}]

Yn+1
2, j = Hn+1

2 (s)

+
M∑

j=1

[
δαψ j (s) − εbn2(s)ψ j (s) − ε2

{
bn1(s)ψ j (s) + an1 (s)�(1)

j (s)
}]

Yn
2, j . (2.11)

where

Hn+1
r (s) = Zn+1

r (s) − Bn
r (s), anr (s) = Yn

r (s), bnr (s) = ∂Yn
r (s)

∂s
, (r = 1, 2).

Now, collocate Eqs. (2.10) and (2.11) at M collocation points {si = γ1 + (i − 1)h}Mi=1 such
that s1 = γ1 and sM = γ2 and h is the distance between two mesh points. Utilizing boundary
conditions together with Eq. (2.7), we have

APn+1 = BPn + Qn+1, and CSn+1 = DSn + Rn+1, (2.12)
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where Pn = [Yn
1 (s1), . . . , Yn

1 (sM )]T, Sn = [Yn
2 (s1), . . . , Yn

2 (sM )]T. Entries of the matrices
A, B, C, D for all j ≥ 1 are listed as:

Ai j =

⎧
⎪⎨

⎪⎩

[
δα − εbn1(si )

] ∗ δϑ
i j − 

(2)
i j − ε

{
an1 (si ) ∗ 

(1)
i j

}
, i = 2, . . . , M − 1

δϑ
i j , i = 1, M

,

Bi j =

⎧
⎪⎨

⎪⎩

[
δα − εbn1(si ) − ε1bn2(si )

] ∗ δϑ
i j − ε1

{
an2 (si ) ∗ 

(1)
i j

}
, i = 2, . . . , M − 1

0, i = 1, M

,

Ci j =

⎧
⎪⎨

⎪⎩

[
δα − εbn2(si )

] ∗ δ
ψ
i j − �

(2)
i j − ε

{
an2 (si ) ∗ �

(1)
i j

}
, i = 2, . . . , M − 1

δ
ψ
i j , i = 1, M

,

Di j =

⎧
⎪⎨

⎪⎩

[
δα − εbn2(si ) − ε2bn1(si )

] ∗ δ
ψ
i j − ε2

{
an1 (si ) ∗ �

(1)
i j

}
, i = 2, . . . , M − 1

0, i = 1, M

,

where ∗ denotes element-wise multiplication of vector and matrix and

Qn+1 =
⎧
⎨

⎩

Hn+1
1 (si ), i = 2, . . . , M − 1

Gn+1
1 , i = 1, M

,

Rn+1 =
⎧
⎨

⎩

Hn+1
2 (si ), i = 2, . . . , M − 1

Gn+1
2 , i = 1, M .

.

Here,

Gn+1
1 = [χ1(tn+1), 0, . . . , 0, χ2(tn+1)]T, Gn+1

2 = [χ3(tn+1), 0, . . . , 0, χ4(tn+1)]T.
Equation (2.12) is an iterative process that advances the solution from time t = tn to the next
time t = tn+1. The iteration is started via the initial solution

P0 =
[
φ1(si )}Mi=1

]T
, S0 =

[
φ2(si )}Mi=1

]T
.

3 Stability analysis

To analyze stability of the proposed method, assume that A−1 and C−1 exist. Now, consider
for n ≥ 0 the equation

Pn+1 = A−1BPn + A−1Qn+1 and Sn+1 = C−1DSn + C−1Rn+1. (3.1)

Define e as error vector of difference between exact andnumerical solution.Then accordingly,

en+1
P = UenP, en+1

S = VenS, (3.2)

where en+1
P and en+1

S are error vectors corresponding to vectors P and S. It follows from
Eq. (3.2) that the method produces convergent solution if for matrices U = A−1B and
V = C−1D, one has the stability criterion
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‖U‖ ≤ 1 and ‖V‖ ≤ 1.

These matrices are called amplification matrices and ‖U‖ = ρ(U), ‖V‖ = ρ(V) in case
when these matrices are normal. However, the inequalities ρ(U) ≤ ‖U‖ and ρ(V) ≤ ‖V‖
always hold true, where ρ denotes spectral radius of a matrix. The elements of these matrices
mainly depend on the ratio:

hk

�t
,

where k is the order of highest spatial derivative in a given PDE. Thus to keep this ratio
constant, for h to be small enough, one must have �t → 0. Hence, for given values of
h (or M) and �t , we shall computationally establish the stability criterion of the proposed
method in case of parameter base RBFs. It will be shown in Sect. 5 that there always exists
an interval of shape parameters in which stable and accurate computation can be achieved,
and where the solution converges.

4 Convergence analysis

In this section, we analyze the convergence of the proposed method. To achieve our goal, we
use the idea of Mardani et al. (2018).

First, recall that in time discretization formula (first equation in Sect. 2) the truncation
error is ofO(�t2−α). For error estimations in functions and their derivatives using RBFs, let
D
k be multi-indexed differential operator defined by

D
k = ∂ |k|

(∂s1)k1 . . . (∂sq)kq
, |k| = k1 + k2 + · · · + kq , q ∈ N.

AssumeNϕ (�) to be the native space of RBFs and Y ∈ Nϕ (�). Also, let � ∈ N and |k| ≤ �,

then according to Fasshauer (2007), we have
∣∣∣DkY ∗(s) − D

kY (s)
∣∣∣ ≤ Ch�−|k| ∣∣Y ∗(s)

∣∣Nϕ(�)
, k ∈ N ∪ {0} ,

where Y ∗ is exact and Y is an approximate function, and C is a constant depending on �.
Similarly, for ϕ ∈ C2k(� × �), the following holds: (Fasshauer 2007)

|Y ∗(s) − IY (s)| ≤ C1hk
√
Cϕ(s)||Y ∗(s)||Nϕ(�),

where IY (s) is interpolating function, and h ≤ h0 and C1, h0 are positive constants indepen-
dent of s, Y , ϕ. Here, Cϕ(s) is a function that depends onDk and h . For instance, if ϕ(s) = s
and ϕ(s) = s2 log s, the approximation order is O(h) and O(h2), respectively. Based on the
above discussion, we can say that the proposed scheme is affected by temporal and spatial
approximation errors of O(�t2−α) and O(h℘), respectively.

Now without loss of generality, let us assume that the numerical scheme (3.1) is℘th order
accurate in space. Then for exact solution vectors P∗, S∗, we have for n ≥ 0

(P∗)n+1 = A−1B(P∗)n + A−1Qn+1 + O (
�t2−α

) + O (
h℘

)
,

and

(S∗)n+1 = C−1D(S∗)n + C−1Rn+1 + O (
�t2−α

) + O (
h℘

)
,

provided h,�t → 0.
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For error vectors eP, eS we can write

en+1
P = UenP + O (

�t2−α + h℘
)
,

en+1
S = VenS + O (

�t2−α + h℘
)
.

Therefore, the proposed scheme (3.1) is convergent if it satisfies Lax–Richtmyer criterion

‖U‖ ≤ 1, ‖V‖ ≤ 1.

If we assume that the initial conditions and solutions of problem (1.1) and (1.2) are of enough
smoothness then for n ≥ 0,

∥
∥
∥en+1

P

∥
∥
∥ ≤ ‖U‖ ∥

∥enP
∥
∥ + C∗ (

�t2−α + h℘
)
, h,�t → 0,

and
∥
∥
∥en+1

S

∥
∥
∥ ≤ ‖V‖ ∥

∥enS
∥
∥ + C∗

(
�t2−α + h℘

)
, h,�t → 0,

where C∗ and C∗ are positive generic constants.
Now as e0 = 0 and en = 0 at boundaries, application of mathematical induction yields

∥∥∥en+1
P

∥∥∥ ≤ (
1 + ‖U‖ + · · · + ‖U‖n−1) C∗ (

�t2−α + h℘
)
,

∥∥∥en+1
S

∥∥∥ ≤ (
1 + ‖V‖ + · · · + ‖V‖n−1) C∗

(
�t2−α + h℘

)
.

Implying that
∥∥∥en+1

P

∥∥∥ ≤ nC∗ (
�t2−α + h℘

)
, and

∥∥∥en+1
S

∥∥∥ ≤ nC∗
(
�t2−α + h℘

)
, ∀n ≥ 0.

This proves the convergence of the proposed method.

5 Computational results

Here, the method implementation for the viscous Burgers’ equations considered in Sect. 1
is demonstrated. The approximation quality and efficiency of the method are measured in
terms of discrete error norms:

E2:=
∥∥Y ∗

r − Yr
∥∥
2 =

√√√√h
M∑

i=1

(
Y ∗
r − Yr

)2
, E∞:= ∥∥Y ∗

r − Yr
∥∥∞ = max

1≤i≤M

∣∣Y ∗
r − Yr

∣∣

and

Erms =
√√√√(1/M)

M∑

l=1

(
Y ∗
r − Yr

)2
.

Here, Y ∗
r , Yr (r = 1, 2) denote the exact and computed solutions, respectively.

In this work, the following RBFs are used:

1. Multi quadric (MQ):

fi j =
√

ξ2i j + κ2
1 , gi j =

√
ξ2i j + κ2

2 .
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2. Inverse quadric (IQ):

fi j =
(
ξ2i j + κ2

1

)−1
, gi j =

(
ξ2i j + κ2

2

)−1
.

3. Gaussian (Gs):

fi j = exp
(
−κ1(ξ

2
i j )

)
, gi j = exp

(
−κ2(ξ

2
i j )

)
,

where {ξi j = ∥
∥si − s j

∥
∥}Mi, j=1 and κ1,2 ∈ R

+ are shape parameters. The accuracy and numer-
ical stability of the discussed method mainly depend on this parameter (Liu and Gu 2005).
Thus for approximation quality and numerical stability of the method, it is sufficient to find
values of κ’s for which the method remains stable and produces a convergent solution. To do
so, we let

κr = cr × h, (r = 1, 2),

where c1,2’s are positive real numbers.
In Figs. 1 and 2, the stability condition of the proposed method is shown for MQ and

IQ RBFs by taking h = 0.1, �t = 0.01, M = 10, α = 0.5 against c1 and c2. From the
displayed figures, it is clear that the present method produces convergent solution as long
as the spectral radius is less than unity. One thing from these figures can be deduced that
over the stability intervals, all the error curves drop down to a minimum where the best
value of ci s occur. After that the curves start to rise and show constant behavior. Also, error
curves start fluctuating when the stability criterion is violated. Moreover MQ has a smaller
stability interval in contrast to IQ RBF in both cases. The spectral radius is less than unity
for 1 < c1,2 < 20 in case of MQ and 1 < c1,2 < 25 in case of IQ RBF.
Computer simulations are performed in the spatial interval [0, 1] and time interval [0, tmax]
for all test examples unless mentioned otherwise.

Problem 1 Consider the time-fractional Burgers’ equations (1.1), (1.2) with ε = 2 and
ε1 = ε2 = 1. The exact solution is

Yr (s, t) = sin(s)Mα,1
(−tα

)
, (r = 1, 2),

where Ma,b (·) is the generalized Mittag–Leffler function defined as:

Ma,b (z) =
∞∑

k=0

zk

� (ka + b)
, M1,1 (z) = exp(z), ∀z ∈ C, a, b ∈ R. (5.1)

The initial conditions are Yr (s, 0) = sin(s) (r = 1, 2), whereas the boundary conditions
are extracted from the exact solution. By setting M = 10, �t = 0.01, the values of shape
parameters are obtained asMQ: c1,2 = 15.6 and IQ: c1,2 = 10 for α = 0.2, 0.5, 0.7, 0.9. The
proposed method is examined up to tmax = 2 and the obtained results are recorded in Table 1
at various time levels. As the problem is symmetric and so is the solution, the error norms
are the same for both the solution vectors Y1, Y2 and hence tabulated once. By examining
Table 1, one can see that MQ and IQ RBFs produce almost the same accurate results. For
different values of nodal points M and step-size�t, the computed maximum error norms are
summarized in Table 2 when α = 0.5. This table shows that high accuracy is attainable by
increasing M and decreasing �t values indicating convergence of the technique. Moreover,
for α = 0.7 at tmax = 1, Table 3 shows error rates (E.R.) in time computed via the formula:

E.R. = E∞(�ti )

E∞(�ti+1)
,

123



6 Page 10 of 21 M. Hussain et al.

Table 1 Error norms at indicated times and RBFs for various αs corresponding to Problem 1

α Time t MQ IQ

E∞ E2 Erms E∞ E2 Erms

0.2 0.1 1.232e−03 8.891e−04 8.478e−04 1.229e−03 8.907e−04 8.493e−04

0.5 2.613e−04 1.887e−04 1.799e−04 2.621e−04 1.908e−04 1.819e−04

1.0 1.302e−04 9.401e−05 8.964e−05 1.321e−04 9.656e−05 9.206e−05

1.5 8.602e−05 6.210e−05 5.921e−05 8.818e−05 6.500e−05 6.197e−05

2.0 6.391e−05 4.614e−05 4.399e−05 6.618e−05 4.936e−05 4.706e−05

0.5 0.1 4.144e−03 2.984e−03 2.845e−03 4.139e−03 2.985e−03 2.846e−03

0.5 1.208e−03 8.707e−04 8.302e−04 1.204e−03 8.722e−04 8.316e−04

1.0 5.972e−04 4.307e−04 4.107e−04 5.949e−04 4.322e−04 4.121e−04

1.5 3.785e−04 2.730e−04 2.603e−04 3.766e−04 2.744e−04 2.616e−04

2.0 2.688e−04 1.939e−04 1.849e−04 2.680e−04 1.952e−04 1.862e−04

0.7 0.1 4.893e−03 3.518e−03 3.354e−03 4.887e−03 3.518e−03 3.354e−03

0.5 2.253e−03 1.624e−03 1.549e−03 2.249e−03 1.626e−03 1.550e−03

1.0 1.143e−03 8.244e−04 7.860e−04 1.141e−03 8.256e−04 7.872e−04

1.5 6.965e−04 5.023e−04 4.790e−04 6.947e−04 5.034e−04 4.799e−04

2.0 4.687e−04 3.380e−04 3.223e−04 4.673e−04 3.390e−04 3.232e−04

0.9 0.1 2.569e−03 1.841e−03 1.755e−03 2.562e−03 1.841e−03 1.755e−03

0.5 2.330e−03 1.682e−03 1.604e−03 2.327e−03 1.684e−03 1.605e−03

1.0 1.233e−03 8.899e−04 8.485e−04 1.231e−03 8.912e−04 8.497e−04

1.5 7.078e−04 5.107e−04 4.869e−04 7.064e−04 5.116e−04 4.878e−04

2.0 4.331e−04 3.124e−04 2.979e−04 4.321e−04 3.131e−04 2.985e−04

Table 2 Maximum error norms for different values of M and �t at tmax = 1 corresponding to Problem 1

α �t MQ IQ

M = 10 M = 20 M = 25 M = 10 M = 20 M = 25

0.5 0.1 2.947e−03 2.965e−03 2.966e−03 2.943e−03 2.960e−03 2.961e−03

0.05 1.776e−03 1.786e−03 1.787e−03 1.772e−03 1.782e−03 1.782e−03

0.01 5.986e−04 6.010e−04 6.014e−04 5.949e−04 5.968e−04 5.963e−04

where E∞(�ti ) is themaximumobserved error at time-step�ti . The stability of the proposed
method is demonstrated for α = 0.5 and depicted in Fig. 1 for MQ and IQ RBFs for given
M = 10 and �t = 0.01. Next, a large spatial domain [0, 10] is taken to check the efficiency
of the method and computer simulation is performed up to tmax = 10. The outcomes are
displayed in Table 4 depicting the performance of the method. Various error norms for
α = 0.9 using MQ and IQ RBFs with c1,2 = 10, M = 100, �t = 0.01 are reported there.
It is observed that even for large time, accuracy is well maintained as earlier observed and
both RBFs produced error norms of the same magnitude.

Problem 2 Consider the time-fractional Burgers’ equations (1.1) and (1.2) with ε = 2 and
ε1 = ε2 = 1. The exact solution is

Yr (s, t) = cos(s)Mα,1
(−tα

)
, (r = 1, 2).
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Table 3 Error norms and error rates in Problem 1 for different values of �t at tmax = 1, M = 10

α �t MQ IQ

E∞ Erms E.R. E∞ Erms E.R.

0.7 0.1 3.732e−03 2.576e−03 – 3.728e−03 2.575e−03 –

0.05 2.378e−03 1.640e−03 1.5693 2.374e−03 1.640e−03 1.5703

0.01 1.234e−03 8.497e−04 1.2970 1.231e−03 8.497e−04 1.2985

0 5 10 15 20 25 30

100

c1,2−−IQ

ρ

α=0.5, t=0.1

ρ(U)
ρ(V)

(a) Spectral radius

0 5 10 15 20 25 30
10−3

10−2

10−1

100

101

c1,2−−IQ

E
rr

or
s

α=0.5, t=0.1

E∞(Y1)

E∞(Y2)

Erms(Y1)

Erms(Y2)

(b) Error norms

0 5 10 15 20 25 30

100

c1,2−−MQ

ρ

α=0.5, t=0.1

ρ(U)
ρ(V)

(c) Spectral radius

0 5 10 15 20 25 30
10−3

10−2

10−1

100

101

102

c1,2−−MQ

E
rr

or
s

α=0.5, t=0.1

E∞(Y1)

E∞(Y2)

Erms(Y1)

Erms(Y2)

(d) Error norms

Fig. 1 Spectral radii and error norms corresponding to Problem 1 when M = 10,�t = 0.01, α = 0.5 using
IQ and MQ RBFs

where Ma,b (·) is the Mintag–Leffler function. The initial conditions are Yr (s, 0) =
cos(s) (r = 1, 2), whereas the boundary conditions are taken from the exact solution. By
setting M = 10, �t = 0.01, the values of c1,2s are obtained as MQ: c1,2 = 15.6 and IQ:
c1,2 = 10 for α = 0.2, 0.5, 0.7, 0.9. The proposed method is examined when tmax = 2 and
error norms are recorded in Table 5 at various time levels. Again as the problem is symmetric
and so is the solution, the error norms are same for both the solution vectors Y1, Y2 and hence
tabulated once. By examining Table 5, once again MQ and IQ RBFs give almost the same
accurate results. For α = 0.5 in Table 6, maximum error norms are reported by varying the
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Table 4 Error norms at indicated times and RBFs for α = 0.9 and s ∈ [0, 10] in Problem 1

RBFs Time t Y1 Y2
E∞ E2 Erms E∞ E2 Erms

MQ 1.0 1.446e−02 3.112e−02 9.793e−03 1.446e−02 3.112e−02 9.793e−03

3.0 7.490e−03 1.422e−02 4.475e−03 7.490e−03 1.422e−02 4.475e−03

5.0 3.310e−03 5.599e−03 1.762e−03 3.310e−03 5.599e−03 1.762e−03

7.0 1.692e−03 2.743e−03 8.631e−04 1.692e−03 2.743e−03 8.631e−04

10.0 8.273e−04 1.442e−03 4.538e−04 8.273e−04 1.442e−03 4.538e−04

IQ 1.0 1.446e−02 3.114e−02 9.797e−03 1.446e−02 3.114e−02 9.797e−03

3.0 7.496e−03 1.423e−02 4.478e−03 7.496e−03 1.423e−02 4.478e−03

5.0 3.313e−03 5.605e−03 1.764e−03 3.313e−03 5.605e−03 1.764e−03

7.0 1.695e−03 2.749e−03 8.650e−04 1.695e−03 2.749e−03 8.650e−04

10.0 8.295e−04 1.448e−03 4.556e−04 8.295e−04 1.448e−03 4.556e−04

number of nodal points M and time-step size �t . Again as previously observed, good accu-
racy is attainable with the decrement in �t and increment in M showing that the technique
is convergent. Similarly, Table 7 shows E.R. along with E∞ and Erms error norms when
α = 0.7. The stability of the method is demonstrated for α = 0.5 and presented in Fig. 2 for
IQ and MQ RBFs. To validate the effectiveness of the proposed method, once again compu-
tation is done in space interval [0, 10]. Simulation is carried out up to tmax = 10 using MQ
and IQ RBFs. The obtained results are shown in Table 8 for α = 0.7,�t = 0.01, M = 100.
From this table, it is clear that for large time, accuracy is maintained as observed earlier.

Problem 3 Now consider the non-symmetric time-fractional Burgers’ equations as:

∂αY1
∂tα

+ ∂2Y1
∂s2

− 2Y1
∂Y1
∂s

− ∂ (Y1Y2)

∂s
= Z1(s, t),

∂αY2
∂tα

− ∂2Y2
∂s2

+ 2Y2
∂Y2
∂s

+ ∂ (Y1Y2)

∂s
= Z2(s, t),

where

Zr (s, t) = (−1)r+1t1−αM1,2−α(t) sin(s) + (−1)r exp(t) sin(s), (r = 1, 2).

The initial conditions are

Yr (s, 0) = (−1)r+1 sin(s), (r = 1, 2),

whereas the boundary conditions are set according to the exact solution Yr (s, t) =
(−1)r+1 sin(s) exp(t), (r = 1, 2). This problem is solved for α = 0.2, 0.6 using IQ:
c1,2 = 2.01 and Gs: c1,2 = 389 RBFs with �t = 0.05 and M = 10. It is noted that the
error norms are the same for both the components and thus summarized once in Table 9. At
different time levels for (s, t) ∈ [0, 1]×[0, 1], the table shows reasonable accuracy. Table 10
presents variation of maximum error norms obtained while varying M ∈ {10, 20, 25} and
�t ∈ {0.1, 0.05, 0.01} at t = 0.5 using MQ RBF. From the table, it is clear that the pro-
posed method is convergent. Figure 3 shows the absolute errors and solution profiles when
α = 0.2, 0.6. The obtained results indicate reasonable accuracy achieved by the proposed
method.
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Table 5 Error norms at indicated times and RBFs for various αs corresponding to Problem 2

α Time t MQ IQ

E∞ E2 Erms E∞ E2 Erms

0.2 0.1 3.659e−04 2.564e−04 2.444e−04 3.674e−04 2.601e−04 2.480e−04

0.5 1.405e−04 1.016e−04 9.683e−05 1.432e−04 1.064e−04 1.014e−04

1.0 8.005e−05 5.815e−05 5.544e−05 8.409e−05 6.305e−05 6.012e−05

1.5 5.645e−05 4.110e−05 3.919e−05 6.099e−05 4.605e−05 4.391e−05

2.0 4.375e−05 3.190e−05 3.041e−05 4.845e−05 3.689e−05 3.517e−05

0.5 0.1 2.804e−03 2.040e−03 1.945e−03 2.806e−03 2.045e−03 1.950e−03

0.5 1.264e−03 9.244e−04 8.814e−04 1.269e−03 9.294e−04 8.861e−04

1.0 6.979e−04 5.096e−04 4.859e−04 7.030e−04 5.139e−04 4.900e−04

1.5 4.677e−04 3.412e−04 3.253e−04 4.723e−04 3.452e−04 3.291e−04

2.0 3.445e−04 2.512e−04 2.395e−04 3.486e−04 2.548e−04 2.430e−04

0.7 0.1 3.404e−03 2.474e−03 2.359e−03 3.406e−03 2.479e−03 2.363e−03

0.5 2.630e−03 1.920e−03 1.831e−03 2.636e−03 1.925e−03 1.835e−03

1.0 1.512e−03 1.102e−03 1.051e−03 1.517e−03 1.106e−03 1.054e−03

1.5 9.821e−04 7.152e−04 6.819e−04 9.860e−04 7.185e−04 6.850e−04

2.0 6.879e−04 5.008e−04 4.775e−04 6.912e−04 5.036e−04 4.801e−04

0.9 0.1 6.816e−04 4.196e−04 4.001e−04 6.779e−04 4.193e−04 3.998e−04

0.5 2.104e−03 1.539e−03 1.468e−03 2.111e−03 1.545e−03 1.473e−03

1.0 1.449e−03 1.057e−03 1.007e−03 1.454e−03 1.060e−03 1.011e−03

1.5 9.558e−04 6.958e−04 6.634e−04 9.591e−04 6.986e−04 6.661e−04

2.0 6.357e−04 4.625e−04 4.410e−04 6.381e−04 4.645e−04 4.429e−04

Table 6 Maximum error norms for different values of M and �t when t = 1 corresponding to Problem 2

α �t MQ IQ

M = 10 M = 20 M = 25 M = 10 M = 20 M = 25

0.5 0.1 1.320e−03 1.320e−03 1.320e−03 1.322e−03 1.314e−03 1.313e−03

0.05 1.265e−03 1.273e−03 1.274e−03 1.267e−03 1.268e−03 1.267e−03

0.01 6.979e−04 7.011e−04 7.008e−04 7.030e−04 6.961e−04 6.950e−04

Table 7 Error norms and error rates in Problem 2 for different values of �t at t = 1, M = 10

α �t MQ IQ

E∞ Erms E.R. E∞ Erms E.R.

0.7 0.1 1.289e−03 8.633e−04 – 1.291e−03 8.655e−04 –

0.05 1.843e−03 1.282e−03 0.6994 1.844e−03 1.285e−03 0.7001

0.01 1.512e−03 1.051e−03 1.2189 1.517e−03 1.054e−03 1.2155
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Table 8 Error norms at indicated times and RBFs for α = 0.7 and s ∈ [0, 10] in Problem 2

RBFs Time t Y1 Y2
E∞ E2 Erms E∞ E2 Erms

MQ 1.0 1.516e−02 2.816e−02 8.860e−03 1.516e−02 2.816e−02 8.860e−03

3.0 7.243e−03 1.342e−02 4.223e−03 7.243e−03 1.342e−02 4.223e−03

5.0 4.225e−03 7.872e−03 2.477e−03 4.225e−03 7.872e−03 2.477e−03

7.0 2.771e−03 5.178e−03 1.629e−03 2.771e−03 5.178e−03 1.629e−03

10.0 1.682e−03 3.138e−03 9.873e−04 1.682e−03 3.138e−03 9.873e−04

IQ 1.0 1.516e−02 2.816e−02 8.861e−03 1.516e−02 2.816e−02 8.861e−03

3.0 7.244e−03 1.342e−02 4.223e−03 7.244e−03 1.342e−02 4.223e−03

5.0 4.226e−03 7.873e−03 2.477e−03 4.226e−03 7.873e−03 2.477e−03

7.0 2.772e−03 5.179e−03 1.630e−03 2.772e−03 5.179e−03 1.630e−03

10.0 1.683e−03 3.138e−03 9.875e−04 1.683e−03 3.138e−03 9.875e−04
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Fig. 2 Spectral radii and error norms corresponding to Problem 2 when M = 10,�t = 0.01, α = 0.5 using
IQ and MQ RBFs
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Table 9 Error norms at indicated times and RBFs for various αs corresponding to Problem 3

α Time t Gs IQ

E∞ E2 Erms E∞ E2 Erms

0.2 0.1 3.893e−02 1.589e−02 1.515e−02 6.374e−02 4.451e−02 4.244e−02

0.5 5.261e−02 3.722e−02 3.549e−02 6.535e−02 4.602e−02 4.388e−02

1.0 7.865e−02 5.603e−02 5.342e−02 9.825e−02 6.951e−02 6.628e−02

0.6 0.1 3.893e−02 1.589e−02 1.515e−02 2.873e−02 1.250e−02 1.192e−02

0.5 4.095e−02 2.555e−02 2.437e−02 4.488e−02 3.223e−02 3.073e−02

1.0 6.303e−02 4.638e−02 4.422e−02 8.106e−02 5.816e−02 5.545e−02

Table 10 Maximum error norms
for different values of M and �t
at t = 0.5 corresponding to
Problem 3

α �t IQ

M = 10 M = 20 M = 25

0.4 0.1 8.286e−02 8.242e−02 8.235e−02

0.05 5.997e−02 5.961e−02 5.947e−02

0.01 3.647e−02 3.591e−02 3.589e−02

0
0.2

0.4
0.6

0.8
1

0

0.5

1
0

0.02

0.04

0.06

0.08

x

Absolute error for α=0.2 using Gs RBF

t

ab
so

lu
te

 e
rr

or

Blue: Y1, Red: Y2

(a) Absolute errors

0
0.2

0.4
0.6

0.8
1

0

0.5

1
0

0.02

0.04

0.06

0.08

0.1

s

Absolute  error for α=0.6 using Gs RBF

t

ab
so

lu
te

 e
rr

or

Blue: Y1, Red: Y2

(b) Absolute errors

0
0.2

0.4
0.6

0.8
1

0

0.5

1
−3

−2

−1

0

1

2

3

s

Solutions for α=0.6

t

Y 1,
2

Blue: Y1, Red: Y2

(c) Solution profiles

Fig. 3 Space-time solution profiles and absolute errors corresponding to Problem 3
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Table 11 Comparison of reaction dominated case at indicated nodes usingMQRBF corresponding to Problem
4

Yr s Current: t = 0.1, M = 40 DQM (Mittal and Jiwari 2016): t = 0.1, M = 101

�t = 0.01 �t = 0.001 Exact �t = 0.01 �t = 0.001 Exact

Y1 π /20 1.96437 1.96437 1.96437 1.96327 1.96437 1.96437

π /10 1.89151 1.89151 1.89151 1.89046 1.89151 1.89151

π /8 1.83746 1.83746 1.83745 1.83643 1.88375 1.88375

π /5 1.60901 1.60902 1.60901 1.60812 1.60907 1.60907

π /4 1.40633 1.40633 1.40633 1.40555 1.40633 1.40633

3π /10 1.16902 1.16902 1.16901 1.16837 1.16902 1.16902

2π /5 0.61459 0.61459 0.61458 0.61425 0.61459 0.61459

9π /20 0.31112 0.31113 0.31112 0.31095 0.31112 0.31112

Y2 π /20 0.08879 0.08879 0.08879 0.08878 0.08879 0.08879

π /10 0.08550 0.08550 0.08550 0.08549 0.08550 0.08550

π /8 0.08305 0.08306 0.08306 0.08305 0.08305 0.08305

π /5 0.07273 0.07273 0.07273 0.07272 0.07273 0.07273

π /4 0.06356 0.06357 0.06357 0.06356 0.06357 0.06357

3π /10 0.05284 0.05284 0.05284 0.05284 0.05284 0.05284

2π /5 0.02778 0.02778 0.02778 0.02778 0.02778 0.02778

9π /20 0.01406 0.01406 0.01406 0.01406 0.01406 0.01406

Table 12 Comparison of diffusion dominated case at indicated nodes usingMQRBFcorresponding toProblem
4

Yr s t = 0.01 t = 0.1

Current:
M = 40

(Mittal and
Jiwari 2016):
M = 101

Exact Current:
M = 40

(Mittal and
Jiwari 2016):
M = 101

Exact

Y1 π /20 1.95465 1.95437 1.95465 1.77765 1.77687 1.77761

π /10 1.88216 1.88195 1.88215 1.71175 1.71125 1.71168

π /8 1.82838 1.82817 1.82837 1.66284 1.66245 1.66277

π /5 1.60106 1.58242 1.60105 1.45612 1.45593 1.45604

π /4 1.39938 1.39922 1.39937 1.27270 1.27258 1.27263

3π /10 1.16324 1.16311 1.16323 1.05794 1.05786 1.05788

2π /5 0.61155 0.61148 0.61155 0.55619 0.55616 0.55616

9π /20 0.30959 0.30955 0.30959 0.28156 0.28154 0.28155

Y2 π /20 0.08800 0.08799 0.08800 0.08035 0.08032 0.08035

π /10 0.08474 0.08473 0.08473 0.07737 0.07735 0.07737

π /8 0.08231 0.82305 0.08231 0.07516 0.07562 0.07516

π /5 0.07208 0.07207 0.07208 0.06582 0.06581 0.06582

π /4 0.06300 0.06299 0.06300 0.05753 0.05752 0.05753

3π /10 0.05237 0.05236 0.05237 0.04782 0.04782 0.04782

2π /5 0.02753 0.02753 0.02753 0.02514 0.02514 0.02514

9π /20 0.01394 0.01394 0.01394 0.01273 0.01273 0.01273
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Table 13 Error norms in Problem 4 using MQ, IQ and Gs RBFs at different time levels for α = 0.9

Yr Time t MQ IQ Gs

E∞ Erms E∞ Erms E∞ Erms

Reaction domination

Y1 0.01 7.597e−04 5.037e−04 7.597e−04 5.037e−04 7.597e−04 5.037e−04

0.1 4.011e−03 2.663e−03 4.010e−03 2.663e−03 4.012e−03 2.664e−03

Y2 0.01 6.725e−06 4.458e−06 6.726e−06 4.458e−06 6.725e−06 4.458e−06

0.1 3.588e−05 2.383e−05 3.588e−05 2.383e−05 4.012e−03 2.664e−03

Diffusion domination

Y1 0.01 1.293e−02 8.784e−03 1.292e−02 8.777e−03 1.295e−02 8.795e−03

0.1 4.491e−02 3.118e−02 4.490e−02 3.117e−02 4.491e−02 3.117e−02

Y2 0.01 5.576e−04 3.788e−04 5.572e−04 3.785e−04 5.585e−04 3.793e−04

0.1 1.948e−03 1.353e−03 1.948e−03 1.352e−03 1.948e−03 1.352e−03

Problem 4 Now, we consider the following coupled time-fractional PDEs (Mittal and Jiwari
2016):

∂αY1
∂tα

− ε
∂2Y1
∂s2

+ ε1Y1 − Y2 = Z1(s, t),

∂αY2
∂tα

− ε
∂2Y2
∂s2

+ ε2Y2 = Z2(s, t),

where Zr (s, t), (r = 1, 2) are adjusted so that the equations satisfy the solution given by:

Y1(s, t) = [
exp(−(ε + ε1)t) + exp(−(ε + ε2)t)

]
cos(s),

Y2(s, t) = (ε1 − ε2) exp(−(ε + ε2)t) cos(s).

The initial and boundary conditions are extracted from the exact solution. With the help of
the proposed method, this problem is solved for two sets of parameters: ε = 0.001, ε1 =
0.1, ε2 = 0.01 (reaction dominated case) and ε = 1, ε1 = 0.1, ε2 = 0.01 (diffusion domi-
nated case), when α = 1 and M = 20, �t = 0.01, 0.001. In Tables 11 and 12, the computed
solutions arematchedwith the exact solution aswell aswith those reported inMittal and Jiwari
(2016). For comparison purpose, we have set (s, t) ∈ [0, π/2] × [0, 0.1]. From these tables,
one can clearly see that the current approach produces more accurate solutions than (Mittal
and Jiwari 2016) with less number of nodal points and time steps. Moreover, in Table 13,
error norms are reported for the reaction and diffusion dominated cases at tmax = 0.1 when
α = 0.9 and s ∈ [0, π]. For convergence of the method, we present variation of maximum
error norms achieved via varying M ∈ {10, 20, 25} and �t ∈ {0.05, 0.01, 0.001} at t = 0.1
using MQ RBF in Table 14. Solution behavior is pictured in Fig. 4 at tmax = 0.1 for the
reaction and diffusion domination when α = 0.9.

Problem 5 Finally, we consider the time-fractional Burgers’ equations (1.1) and (1.2) with
ε = 20 and ε1 = ε2 = 1. The initial conditions are

Y1(s, 0) =
⎧
⎨

⎩

sin(2πs), 0 ≤ s ≤ 0.5,

0, 0.5 < s ≤ 1,
Y2(s, 0) =

⎧
⎨

⎩

0, 0 ≤ s ≤ 0.5,

− sin(2πs), 0.5 < s ≤ 1,
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Fig. 4 Solution profiles for α = 0.9 corresponding to Problem 4

Table 15 Maximum error norm in Problem 5 using MQ RBF for α = 1 and Y1

Methods Time/�t 0.025 0.025/2 0.025/4 0.025/8 0.025/16

Current t = 0.1 2.812e−02 8.678e−03 4.488e−03 2.345e−03 1.208e−03

Spectral radius
ρ(U)

t = 0.1 0.738066220 0.870540653 0.933911973 0.966388005 0.983022942

ETDRK4-P13
(Bhatt and
Khaliq 2016)

t = 0.1 1.959e−02 1.136e−03 1.046e−04 6.742e−06 3.546e−07

Krogstad-P22
(Bhatt and
Khaliq 2016)

t = 0.1 1.771e−01 2.392e−02 1.036e−02 5.841e−03 2.704e−03

whereas the boundary conditions are set to zero. Computer simulation is run up to tmax = 0.1
for α = 0.6, 0.9, 1 by setting M = 500 and �t = 0.025. Since the exact solution in not
known, the maximum error is calculated using the formula (Bhatt and Khaliq 2016):

max |Y1(�t) − Y1(�t/2)|,

by varying �t . The obtained results are recorded in Table 15 for α = 1 in comparison with
those of Bhatt and Khaliq (2016) at tmax = 0.1. From the table, one can easily notice that
the current approach is better than Krogstad-P22, while less accurate than ETDRK4-P13.
The spectral radii are also provided in Table 15 showing the method’s stability for all the
given time step sizes. Table 16 presents the variation of maximum error norms at t = 0.1 and
α = 1 obtained via varying M ∈ {5, 10, 20, 40, 80, 160} using �t = 0.025. The maximum
error in space is computed using

max |Yr (M) − Yr (2M)|, r = 1, 2.

The tabulated data show that increasing M gives convergence toward a true solution. Finally,
Fig. 5 gives the solution behavior at various time levels for α = 0.6 and α = 0.9, when
M = 40, �t = 0.025/32.
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Table 16 Maximum error norm in Problem 5 using MQ RBF for α = 1 at t = 0.1

Yr /M 5 10 20 40 80

Y1 0.5877852 0.0247560 0.0066056 0.0031192 0.0008849

ρ(U) 9.912e−01 9.913e−01 9.914e−01 9.914e−01 9.914e−01

Y2 0.0884657 0.0204560 0.0062191 0.0030350 0.0008665

ρ(V) 9.917e−01 9.920e−01 9.921e−01 9.921e−01 9.921e−01
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Fig. 5 Solution profiles correspond to Problem 5

6 Conclusion

In this article, the application of meshfree spectral interpolation method for the numerical
solutions of a family of time-fractional viscous Burgers’ equations has been successfully
demonstrated. Numerically computed solutions have been matched with exact solutions as
well as to earlier works, showing a good agreement. For various αs, the obtained solutions’
accuracy is highly satisfactory. Also, the stability of the proposed method fully justified the
shape parameter-dependent RBFs. The reported results show the potential applicability of
the proposed algorithm for obtaining accurate solutions of various potential time-dependent
PDEs and FPDEs arising in engineering and applied sciences.
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