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Abstract Collocation with biquadratic C1-splines for a singularly perturbed reaction-
diffusion problem in two dimensions is studied. A second-order supremum norm a posteriori
error bound is derived for the collocation method on an arbitrary mesh. Numerical results
are presented that support our theoretical estimate.
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1 Introduction

Consider the linear 2D reaction-diffusion problem of finding u ∈ C(Ω̄) ∩ C2(Ω) such that

Lu:= − ε2�u + ru = f in Ω:=(0, 1)2, u = 0 on ∂Ω, (1)

where ε ∈ (0, 1], f, r ∈ C(Ω) and r ≥ �2 in Ω with some positive constant �. Under
these conditions, problem (1) possesses a unique solution (Roos et al. 2008). If the parameter
ε is small, then the problem becomes singularly perturbed and its solution exhibits sharp
boundary layers of width O (ε ln(1/ε)) along the boundary of Ω .
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A posteriori maximum-norm error bounds 4731

There are various techniques to discretise problems like (1): finite differences, finite vol-
umes, finite element methods of different flavours and collocation methods. In the present
paper, we shall focus on the latter. For collocation methods, much fewer results are available
in the literature for the singularly perturbed regime.

We discretise (1) on arbitrary tensor product meshes by seeking a biquadratic C1-spline
that satisfies the boundary conditions and differential equation (1) in certain points. For
problems that are not singularly perturbed, i.e., when ε = 1, it is well-known that the best
choice of the collocation points for collocation with biquadraticC1-splines are the midpoints
of the partition, see (Christara 1994). Our main interest is in computable a posteriori error
bounds for the collocation method in the maximum norm. This norm is sufficiently strong to
capture the layers present in the solution of (1).

There is a vast literature dealing with a posteriori error estimation for classical, i.e., not
singularly perturbed problems; see, e.g., the monographs (Ainsworth and Oden 2000) and
(Verfürth 2013). Most results are for L2-type norms typical for finite element methods. In
contrast, we shall be concerned with the maximum norm. The crucial issue when analysing
methods for singularly perturbed problems is to carefully monitor any dependence of con-
stants on the perturbation parameter ε. There are very few papers that address this issue
satisfactorily.Kopteva (2008) considers central differencing on tensor-productmeshes for (1),
while its three-dimensional equivalent was analysed by Chadha and Kopteva (2011). Dem-
low (Kopteva 2015) and (Demlow and Kopteva 2016) consider finite element discretisations
of (1).

In the present paper, we generalise the technique developed in Linß et al. (2012), Linß and
Radojev (2016) for collocation methods in one dimension to the two dimensional reaction-
diffusion problem (1). In doing so, we employ bounds for the Green’s function associated
with the differential operator L that were derived in Kopteva (2008).

The paper is organised as follows. In Section 2, we summarise properties of the solution
of (1) and of the Green’s function associated with the differential operator L. In Section 3,
we describe the collocation with biquadraticC1-splines and derived a posteriori error bounds
for the method. There our main result (Theorem 1) is given and proven. Section 4 contains
results of numerical experiments that illustrate our theoretical findings. We finish the paper
with some concluding remarks in Sect. 5.

Notation. Throughout the paper, C will denote a generic positive constant that is indepen-
dent of the mesh and perturbation parameter ε.

For any set D and any function v : D → R, we use the L∞ and L1 norms

‖v‖∞,D := ess sup
x∈D

|v(x)| and ‖v‖1,D :=
∫
D

|v| (x) dx .

If D = Ω then we drop the subscript Ω from the notation. Furthermore, for functions
v ∈ W 1,1(Ω) we set |v|1,1 := ‖vx‖1 + ∥∥vy

∥∥
1.

2 Analytical properties of the boundary-value problem

In this section, we summarise fundamental results for the differential operator L and for the
layer-behaviour of the solution of (1). Bounds for the L1-norm of the Green’s function and
its derivatives are fundamental in our a posteriori error analysis in §3.2.
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2.1 The Green’s function

Let G = G(x, y; ξ, η) denote the Green’s function associated with the differential operatorL.
For fixed (x, y) ∈ Ω , it solves as a function Γ :=G(x, y; ·, ·) of its third and fourth argument
the boundary-value problem

LΓ = −ε2�Γ + rΓ = δ(x − ·)δ(y − ·) in Ω, Γ = 0 on ∂Ω,

where δ(·) is the one-dimensional Dirac δ-distribution.
With the help of the Green’s function, any function w ∈ W 2,1(Ω) that vanishes on the

boundary ∂Ω can be represented as

w(x, y) =
∫

Ω

(Lw
)
(ξ, η)Γ (ξ, η) dξ dη, (x, y) ∈ Ω. (2)

We shall use this representation withw replaced by the difference between the exact solution
and its numerical approximation when deriving our a posteriori error bound in §3.2. To this
end,we shall avail of the following L1-normbounds forΓ and its first-order partial derivatives
from Kopteva (2008): there exist constants C1,C2 ∈ R that are independent of ε such that

‖Γ ‖1 ≤ C1 and |Γ |1,1 ≤ C2ε
−1 . (3)

2.2 Layer structure

The solution of (1) exhibits exponential layers along the boundaries of the domain Ω . They
essentially behave like e−�d(x,∂Ω)/ε, where d(x, ∂Ω) is the Euclidean distance of the point
x = (x, y) from the boundary ∂Ω .

More precisely, we have the following bounds for the solution u and its partial derivatives:
∣∣∣∣∂

ku

∂xk
(x, y)

∣∣∣∣ ≤ C
{
1 + ε−ke−�x/ε + ε−ke−�(1−x)/ε

}
, k = 0, 1, . . . , kmax,

with analogous bound for ∂ku
∂yk

. The maximal order kmax depends on the smoothness of the
data and certain compatibility conditions, see (Kellogg et al. 2008) for details.

3 Collocation with biquadratic C1-splines

3.1 Construction of the approximation

We shall seek an approximation to the solution of (1) in form of a biquadratic C1-spline that
satisfies the differential equation in certain points.

Let

Δx : 0 = x0 < x1 < . . . < xN = 1 and Δy : 0 = y0 < y1 < . . . < yM = 1,

be two arbitrary partitions of the interval [0, 1] with mesh sizes hi :=xi − xi−1, i = 1, . . . , N
and k j :=y j − y j−1, j = 1, . . . , M , respectively. Furthermore, let Ωi j :=(xi−1, xi ) ×
(y j−1, y j ) and Δ:=Δx × Δy . We set

xi−σ := σ xi−1 + (1 − σ)xi , i = 1, . . . , N , σ ∈ [0, 1],
y j−κ := κy j−1 + (1 − κ)y j , j = 1, . . . , M, κ ∈ [0, 1].

For any function ϕ ∈ C(Ω̄), we use the notation ϕi−σ, j−κ :=ϕ
(
xi−σ , y j−κ

)
.
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A posteriori maximum-norm error bounds 4733

We denote by P2,Δx and P2,Δy the spaces of piecewise quadratic polynomials with respect
to the partitionsΔx andΔy , respectively, and by P2,Δ:=P2,Δx ⊗P2,Δy the space of piecewise
biquadratic polynomials with respect to the partition Δ. With this notation, we can introduce
our ansatz space for the discretisation of (1):

S1
2,Δ,0:=

{
v ∈ C1(Ω̄) ∩ P2,Δ : v|∂Ω = 0

}
.

This is the space of piecewise biquadratic C1-splines with respect to the partition Δ of Ω̄

that vanish on the boundary of Ω . Its dimension is NM .
Our collocation method is as follows: Find an approximation uΔ ∈ S1

2,Δ,0 such that

(LuΔ

)
i−1/2, j−1/2 = fi−1/2, j−1/2, i = 1, . . . , N , j = 1, . . . , M. (4)

This forms a system of NM linear equations that define uΔ uniquely. At this point, we
will not elaborate on computational aspects. An implementation based on products of one-
dimensional quadratic B-splines results in a block-tridiagonal linear system with tridiagonal
blocks.

3.2 A posteriori error estimate

Let (x, y) ∈ Ω be arbitrary, but fixed, and let Γ :=G(x, y; ·, ·). Then, the error of the collo-
cation method in the point (x, y) can be written using (2) with w:=u − uΔ as

(u − uΔ)(x, y) =
∫

Ω

L(u − uΔ)Γ =
∫

Ω

( f − LuΔ)Γ. (5)

In our a posteriori error estimate, we shall use a certain interpolant of the function q:=ruΔ −
f − ε2�uΔ. Note, that q /∈ C(Ω̄) because uΔ ∈ C1(Ω̄) and �uΔ will in general have
discontinuities along the edges of themesh rectanglesΩi j . However, for all i = 1, . . . , N and
j = 1, . . . , M , we have q ∈ C(Ωi j ) and there exists a well-defined function qi j ∈ C(Ω̄i j )

such that qi j ≡ q on Ωi j .1

Next, we define a (discontinuous) biquadratic spline I bqq that interpolates q . To this
end, let I i j q be that biquadratic function that coincides with qi j at the corners of Ωi j , at its
midpoint and at the midpoints of its edges, i.e.,

(
I i j q

)
i−μ/2, j−ν/2 = qi ji−μ/2, j−ν/2, μ, ν = 0, 1, 2. (6)

Then, we set

I bqq:=I i j q on Ωi j , i = 1, . . . , N , j = 1, . . . , M.

In the statement of our main result, we shall make use of the following standard difference
operators. For any v ∈ C(Ω̄i j ), we set

1 Later, wewill drop the superscript i j from the notationwhen it is clear that wework onΩi j and the respective
limits have to be taken on the boundary of this domain.
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[
D−
x v

]
i−1/2,· :=

vi−1/2,·−vi−1,·
hi /2

,
[
D+
x v

]
i−1/2,· :=

vi,·−vi−1/2,·
hi /2

,[
D−

y v
]
·, j−1/2

:= v·, j−1/2−v·, j−1
k j /2

,
[
D+

y v
]
·, j−1/2

:= v·, j−v·, j−1/2
k j /2

,

[
D0
xv

]
i−1/2,· := vi,·−vi−1,·

hi
,

[
D0

yv
]
·, j−1/2

:= v·, j−v·, j−1
k j

,

[δxxv]i−1/2,· := [D+
x v−D−

x v]i−1/2,·
hi /2

,
[
δyyv

]
·, j−1/2 :=

[
D+
y v−D−

y v
]
·, j−1/2

k j /2
.

Theorem 1 Let u be the solution of (1) and uΔ its approximation by the biquadratic spline
collocation method (4) on an arbitrary mesh Δ. Then,

‖u − uΔ‖∞ ≤ Cη(q,Δ) (7)

where q:=ruΔ − f − ε2�uΔ and

η(q,Δ):=ηI (q,Δ) +
3∑

i=1

(
ηi x (q,Δ) + ηiy(q,Δ)

)
+ η4(q,Δ) + η5(q,Δ),

with

h̄i :=min

{
hi ,

h2i
4ε

}
, k̄ j :=min

{
k j ,

k2j
4ε

}
,

ηI (q,Δ):=
∥∥∥I bqq − q

∥∥∥∞,Ω
,

η1x (q,Δ):= max
i=1,...,N
j=1,...,M

h2i
16

∣∣[δxxq]i−1/2, j−1/2

∣∣ ,

η1y(q,Δ):= max
i=1,...,N
j=1,...,M

k2j
16

∣∣∣[δyyq]
i−1/2, j−1/2

∣∣∣ ,

η2x (q,Δ):= max
i=1,...,N
j=1,...,M

h̄i max
{∣∣∣[D+

x q
]
i−1/2, j−1/2

∣∣∣ ,
∣∣∣[D−

x q
]
i−1/2, j−1/2

∣∣∣
}

,

η2y(q,Δ):= max
i=1,...,N
j=1,...,M

k̄ j max

{∣∣∣∣
[
D+

y q
]
i−1/2, j−1/2

∣∣∣∣ ,
∣∣∣∣
[
D−

y q
]
i−1/2, j−1/2

∣∣∣∣
}

,

η3x (q,Δ):= 1

16
max

i=1,...,N
j=1,...,M

h2i k j

∣∣∣∣
[
D0

yδxxq
]
i−1/2, j−1/2

∣∣∣∣ ,

η3y(q,Δ):= 1

16
max

i=1,...,N
j=1,...,M

hi k
2
j

∣∣∣[D0
xδyyq

]
i−1/2, j−1/2

∣∣∣ ,

η4(q,Δ):= 1

64
max

i=1,...,N
j=1,...,M

h2i k
2
j

∣∣∣[δyyδxxq]
i−1/2, j−1/2

∣∣∣ ,

and

η5(q,Δ):=1

2
max

i=1,...,N
j=1,...,M

min

{
hi k j ,

h2i k j
4ε

,
hi k2j
4ε

} ∣∣∣∣
[
D0

y D
0
xq

]
i−1/2, j−1/2

∣∣∣∣ .
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A posteriori maximum-norm error bounds 4735

Remark 1 The term ηI captures the data oscillations and requires sampling. For example, one
can compute the difference I bqq−q at certain points in eachΩi j to estimate

∥∥I bqq − q
∥∥∞,Ω

.

Proof From the representation (5), we have

(u − uΔ)(x, y) =
∫

Ω

(
I bqq − q

)
Γ −

∫
Ω

I bqqΓ. (8)

The first integral can be bounded by applying Hölder’s inequality:
∣∣∣∣
∫

Ω

(
I bqq − q

)
Γ

∣∣∣∣ ≤
∥∥∥I bqq − q

∥∥∥∞,Ω
‖Γ ‖1,Ω = ηI (q,Δ). (9)

The second integral in (8) requires a more elaborate argument. On each mesh rectangle
Ωi j , we shall use the following representation of I bqq:

(
I bqq

)
(ξ, η) = ϕi (ξ)Ri j (ξ) + ψ j (η)Si j (η)

+ ϕi (ξ)2ψ j (η)

2

[
D0

yδxxq
]
i−1/2, j−1/2

+ ϕi (ξ)ψ j (η)2

2

[
D0
xδyyq

]
i−1/2, j−1/2

+ ϕi (ξ)2ψ j (η)2

4

[
δxxδyyq

]
i−1/2, j−1/2

+ ϕi (ξ)ψ j (η)
[
D0
x D

0
yq

]
i−1/2, j−1/2

, (10)

where ϕi (ξ):=ξ − xi−1/2, ψ j (η):=η − y j−1/2,

Ri j (ξ):= [
D0
xq

]
i−1/2, j−1/2 + ξ − xi−1/2

2
[δxxq]i−1/2, j−1/2

and

Si j (η):=
[
D0

yq
]
i−1/2, j−1/2

+ η − y j−1/2

2

[
δyyq

]
i−1/2, j−1/2 .

This representation can be verified by checking the interpolation conditions (6) and noting
that qi−1/2, j−1/2 = 0, by (4).

Next, we split the second term in (8) as follows:

∫
Ω

I bqqΓ =
N∑
i=1

M∑
j=1

{
Jbq1x,i j + Jbq1y,i j + Jbq3x,i j + Jbq3y,i j + Jbq4,i j + Jbq5,i j

}
(11)

with

Jbq1x,i j :=
∫ y j

y j−1

∫ xi

xi−1

ϕi (ξ)Ri j (ξ)Γ (ξ, η) dξ dη,

Jbq1y,i j :=
∫ y j

y j−1

∫ xi

xi−1

ψ j (η)Si j (η)Γ (ξ, η) dξ dη,

Jbq3x,i j :=
∫ y j

y j−1

∫ xi

xi−1

ϕi (ξ)2ψ j (η)

2
Γ (ξ, η) dξ dη

[
D0

yδxxq
]
i−1/2, j−1/2

,
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Jbq3y,i j :=
∫ y j

y j−1

∫ xi

xi−1

ϕi (ξ)ψ j (η)2

2
Γ (ξ, η) dξ dη

[
D0
xδyyq

]
i−1/2, j−1/2 ,

Jbq4,i j :=
∫ y j

y j−1

∫ xi

xi−1

ϕi (ξ)2ψ j (η)2

4
Γ (ξ, η) dξ dη

[
δxxδyyq

]
i−1/2, j−1/2 ,

and

Jbq5,i j :=
∫ y j

y j−1

∫ xi

xi−1

ϕi (ξ)ψ j (η)Γ (ξ, η) dξ dη
[
D0
x D

0
yq

]
i−1/2, j−1/2

.

We analyse these six terms separately.

(i) For J1x,i j the Hölder inequality yields the estimate

∣∣J1x,i j ∣∣ ≤ hi
2

∥∥Ri j
∥∥∞,[xi−1,xi ]

∫
Ωi j

|Γ | . (12)

Next, set Φi (ξ):= 1
2 (ξ − xi ) (ξ − xi−1) and note that Φ ′

i = ϕi . Consequently, integration by
parts yields

J1x,i j = −
∫ y j

y j−1

∫ xi

xi−1

Φi (ξ)
(
Ri j (ξ)Γξ (ξ, η) + R′

i j (ξ)Γ (ξ, η)
)
dξ dη.

This implies

∣∣J1x,i j ∣∣ ≤ h2i
8

(∥∥Ri j
∥∥∞,[xi−1,xi ]

∫
Ωi j

∣∣Γξ

∣∣ +
∥∥∥R′

i j

∥∥∥∞,[xi−1,xi ]

∫
Ωi j

|Γ |
)

. (13)

Combining (12) and (13), we obtain

∣∣J1x,i j ∣∣ ≤ hi
2

∥∥Ri j
∥∥∞,[xi−1,xi ] min

{
C1,

C2hi
4ε

} (
1

C1

∫
Ωi j

|Γ | + ε

C2

∫
Ωi j

∣∣Γξ

∣∣
)

+ h2i
8

∥∥∥R′
i j

∥∥∥∞,[xi−1,xi ]

∫
Ωi j

|Γ | .

Note that Ri j attains its extrema in the end points of the interval [xi−1, xi ]. Thus,
∥∥Ri j

∥∥∞,[xi−1,xi ] = max
{∣∣∣[D+

x q
]
i−1/2, j−1/2

∣∣∣ ,
∣∣∣[D−

x q
]
i−1/2, j−1/2

∣∣∣
}

.

Furthermore

∥∥∥R′
i j

∥∥∥∞,[xi−1,xi ]
= 1

2

∣∣[δxxq]i−1, j−1/2

∣∣ .
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Next, summing
∣∣J1x,i j ∣∣ for i = 1, 2, . . . , N and j = 1, 2, . . . , M , we obtain the bound with

the help of the Hölder inequality

N∑
i=1

M∑
j=1

∣∣J1x,i j ∣∣

≤ max
i=1,...,N
j=1,...,M

h2i
16

∣∣[δxxq]i−1/2, j−1/2

∣∣ ‖Γ ‖1,Ω

+ max
i=1,...,N
j=1,...,M

max
{∣∣∣[D+

x q
]
i−1/2, j−1/2

∣∣∣ ,
∣∣∣[D−

x q
]
i−1/2, j−1/2

∣∣∣
}

× min

{
C1,

C2hi
4ε

}(
1

C1
‖Γ ‖1,Ω + ε

C2

∥∥Γξ

∥∥
1,Ω

)
.

Finally, using the bounds (3) on the Green’s function and its derivatives, we arrive at

N∑
i=1

M∑
j=1

∣∣J1x,i j ∣∣ ≤ C (η1x (q,Δ) + η2x (q,Δ)) . (14)

Similarly, we obtain

N∑
i=1

M∑
j=1

∣∣J1y,i j ∣∣ ≤ C
(
η1y(q,Δ) + η2y(q,Δ)

)
. (15)

(ii) Now we turn towards the terms J3x,i j , J3y,i j and J4,i j . Determining the maxima of ϕ2
i

and
∣∣ψ j

∣∣ and applying the Hölder inequality again, we get

∣∣J3x,i j ∣∣ ≤ 1

16
h2i k j

∣∣∣∣
[
D0

yδxxq
]
i−1/2, j−1/2

∣∣∣∣
∫

Ωi j

|Γ |

and
∣∣J4,i j ∣∣ ≤ 1

64
h2i k

2
j

[
δxxδyyq

]
i−1/2, j−1/2

∫
Ωi j

|Γ | .

Again summing all contributions and employing (3), we get

N∑
i=1

M∑
j=1

∣∣J3x,i j ∣∣ ≤ Cη3x (q,Δ) (16)

and

N∑
i=1

M∑
j=1

∣∣J4,i j ∣∣ ≤ Cη4(q,Δ). (17)

Similarly, we have

N∑
i=1

M∑
j=1

∣∣J3y,i j ∣∣ ≤ Cη3y(q,Δ). (18)
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(iii) Finally, we consider J5,i j . An application of the Hölder inequality gives

∣∣J5,i j ∣∣ ≤ hi k j
4

∣∣∣∣
[
D0
x D

0
yq

]
i−1/2, j−1/2

∣∣∣∣
∫

Ωi j

|Γ | . (19)

An alternative estimate is derived using integration by parts:

J5,i j = −
[
D0
x D

0
yq

]
i−1/2, j−1/2

∫ y j

y j−1

∫ xi

xi−1

Φi (ξ)ψ j (η)Γξ (ξ, η) dξ dη.

From this, we obtain

∣∣J5,i j ∣∣ ≤ h2i k j
16

∣∣∣∣
[
D0
x D

0
yq

]
i−1/2, j−1/2

∣∣∣∣
∫

Ωi j

∣∣Γξ

∣∣ .
With same technique, but with respect to η, we obtain a third estimate

∣∣J5,i j ∣∣ ≤ hi k2j
16

∣∣∣∣
[
D0
x D

0
yq

]
i−1/2, j−1/2

∣∣∣∣
∫

Ωi j

∣∣Γη

∣∣ .
Combine the last two inequalities with (19):

∣∣J5,i j ∣∣ ≤ 1

4
min

{
C1hi k j ,

C2h2i k j
4ε

,
C2hi k2j
4ε

} ∣∣∣∣
[
D0
x D

0
yq

]
i−1/2, j−1/2

∣∣∣∣
×

∫
Ωi j

(
1

C1
|Γ | + ε

C2

(∣∣Γξ

∣∣ + ∣∣Γη

∣∣)
)

.

We sum for i = 1, . . . , N and j = 1, . . . , M and use (3) and get

N∑
i=1

M∑
j=1

∣∣J5,i j ∣∣ ≤ Cη5(q,Δ). (20)

Finally, apply (14), (15), (16), (17), (18) and (20) to (11) to bound
∫
Ω
I bqΓ . This bound,

together with (8) and (9), yields (7). �
Remark 2 Note that�uΔ is a quadratic function on eachΩi j . Therefore, I bqq−q = I bq q̂−
q̂ , with q̂:=ru − f , because of the linearity of the interpolation operator I bq . Consequently,
the computation of ηI can be simplified because ηI (q,Δ) = ∥∥I bq q̂ − q̂

∥∥∞,Ω
.

4 Numerical experiments

We verify the theoretical results of the preceding section by applying the collocation method
to the problem

− ε2�u + u = f in Ω = (0, 1)2, u|∂Ω = 0, (21)

where the source term f is chosen such that with

ϕ(t):=1 − e−t/ε − e−1/ε

1 − e−1/ε

the exact solution of (21) is given by

u(x, y) = (1 − x)yϕ(x)ϕ(1 − y) + sin(πx)(1 − y)ϕ(1 − x)ϕ(y).
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Fig. 1 Solution of the test problem (21), ε = 2−6

It is shown in Figure 1 and exhibits typical boundary layers along the sides x = 1, y = 0
and y = 1 of the domain, see §2.2.

In our experiments, we have chosen identical meshes in both space dimensions, i.e.,
N = M and Δx = Δy .

Although the exact solution of our test problem is available, the maximum-norm errors
‖u − uΔ‖∞ are difficult to compute. Therefore, we approximate them as follows

‖u − uΔ‖∞ ≈ χN := max
i, j=1,...,N
m,n=0,...,K

∣∣(u − uΔ)
(
xi−m/K , y j−n/K

)∣∣ . (22)

This means that in every mesh rectangle, the errors are sampled at (K + 1)2 equidistributed
points. In our experiments, we have chosen K = 7. The rates of convergence for N → ∞
are estimated using the standard formula

pN := ln χN − ln χ2N

ln 2
.

We use our method on appropriately layer-adapted meshes—namely Shishkin and
Bakhvalov meshes—that are constructed by taking tensor product meshes for one-
dimensional reaction-diffusion problems, see for example Linß (2010, §2.3.1).

We shall employ Shishkin meshes with two mesh-transition points τ and 1 − τ with

τ = min

{
σε

�
ln N ,

1

4

}
, (23)

and some mesh parameter σ > 0. The point τ has been chosen such that the layer terms
e−�x/ε and e−�(1−x)/ε are smaller than N−σ on [τ, 1 − τ ], see (Kopteva and O’Riordan
2010; Linß 2010). Typically, σ will be chosen equal to the formal order of the method or
sufficiently large to accommodate the error analysis. The intervals [0, τ ] and [1 − τ, 1] are
uniformly subdivided into N/4 subintervals, while [τ, 1−τ ] subdivided into N/2 equidistant
subintervals.

Bakhvalov meshes are characterised by two mesh parameters q ∈ (0, 1/2) and σ > 0.
The mesh points are given by xi = ϕ(i/N ), i = 0, . . . , N , with the mesh generating function
ϕ,
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Fig. 2 Layer-adapted meshes—Shishkin mesh (left) and Bakhvalov mesh (right) with N = M = 16, σ = 4,
q = 1/4 and ε = 10−2

ϕ(t):=t if ε ≥ q�/σ,

and otherwise

ϕ(t):=

⎧⎪⎪⎨
⎪⎪⎩

χ(t):= − σε

�
ln

(
1 − t

q

)
t ∈ [0, τ ],

π(t):=χ(τ) + χ ′(τ )(t − τ) t ∈ [τ, 0.5],
1 − ϕ(1 − t) t ∈ [0.5, 1].

The transition point τ ∈ (0, 1/2) is chosen such that ϕ ∈ C1[0, 1]. It cannot be given
explicitly, but an algorithm is proposed in Bakhvalov (1969) that computes τ with just a few
inexpensive iterations. Figure 2 displays examples of meshes of Shishkin and of Bakhvalov
type for (1).

Maximum-norm errors of the collocation method on the various meshes applied to our
test problem (21) for ε = 10−6 are displayed in Table 1. We consider Shishkin, Bakhvalov
and uniform meshes. In each table, the first column gives the value of N . The estimated
errors χN according to (22) and the corresponding rates of convergence pN can be found in
columns 2 and 3. The following column contains the a posteriori estimates ηN provided by
Theorem 1. The last column contains the effectivity indices ηN/χN .

For both Shishkin and Bakhvalov meshes, we notice a strong correlation of actual errors
and the upper bounds provided by Theorem 1. The errors are overestimated by a factor of
approximately 100.

For uniform meshes, no convergence is observed which had to be expected, and the a
posteriori error estimator does not decrease with increasing N . Thus, it correctly indicates
that uniform refinement is inappropriate for this kind of problem.

Table 2 verifies the robustness of the estimator with respect to the perturbation parameter.
Wehavefixed N and varied ε.We can see that the efficiency of the error estimator is essentially
independent of the perturbation parameter ε.
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Table 1 A posteriori error
estimates for various meshes;
problem (21) with ε = 10−6

N χN pN ηN ηN /χN

(a) Shishkin meshes

25 6.570e-02 1.11 6.250 95.15

26 3.044e-02 1.03 3.124 102.64

27 1.492e-02 1.56 1.326 88.81

28 5.069e-03 1.65 4.860e-01 95.88

29 1.615e-03 1.71 1.652e-01 102.29

210 4.936e-04 — 5.331e-02 108.00

(b) Bakhvalov meshes

25 4.203e-03 2.07 4.797e-01 114.13

26 1.003e-03 2.03 1.193e-01 118.99

27 2.460e-04 2.01 2.949e-02 119.92

28 6.085e-05 2.01 7.316e-03 120.24

29 1.514e-05 2.00 1.821e-03 120.26

210 3.776e-06 — 4.541e-04 120.25

(c) Uniform meshes

25 8.573e-01 −0.00 15.66 18.27

26 8.601e-01 −0.00 15.75 18.31

27 8.615e-01 −0.00 15.79 18.32

28 8.622e-01 −0.00 15.81 18.34

29 8.626e-01 −0.00 15.82 18.34

210 8.627e-01 — 15.83 18.35

Table 2 A posteriori error
estimates for Bakhvalov meshes;
test problem (21); N = 28,
σ = 4, q = 1/4

ε χN ηN ηN /χN

10−1 6.568e-05 6.540e-03 99.47

10−2 6.147e-05 7.105e-03 115.58

10−3 6.091e-05 7.278e-03 119.49

10−4 6.086e-05 7.310e-03 120.11

10−5 6.085e-05 7.315e-03 120.21

10−6 6.085e-05 7.316e-03 120.23

10−7 6.085e-05 7.316e-03 120.23

10−8 6.085e-05 7.317e-03 120.25

5 Conclusions

Using bounds for the Green’s function of the elliptic operator, we have derived a posterior
error estimates for a collocation method based on biquadratic C1-splines applied to the
singularly perturbed reaction-diffusion (1). The error of the method is bounded in terms of
the residual of the approximate solution. Dependencies on the perturbation parameter are
carefully tracked and in numerical experiments presented no significant variation with the
perturbation parameter has been observed.
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There are various paths to be followed when extending our results:

– Collocation methods are particularly efficient when used with piecewise polynomials
of higher order. Therefore, it is desirable to generalise the results in Linß and Radojev
(2016) for collocation with splines of arbitrary polynomial degree from one to two and
three dimensions.

– Work on a posteriori error estimators for triquadratic spline collocation in 3D has just
been completed, see Radojev and Linß (2018).

– The ultimate goal of a posteriori error estimation is to devise adaptive algorithms. One
obvious approach is to refine themesh where the local contributions to the error estimator
are large. However, because of the tensor-product structure of the mesh, this refinement
will not be local. To allow actual local refinement, one needs error estimators for splines
on triangular meshes, for example, Clough-Tocher splines. This is under consideration.
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