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Abstract

Background There is much interest from stakeholders in

understanding how health technology assessment (HTA)

committees make national funding decisions for health

technologies. A growing literature has analysed past deci-

sions by committees (revealed preference, RP studies) and

hypothetical decisions by committee members (stated

preference, SP studies) to identify factors influencing

decisions and assess their importance.

Objectives A systematic review of the literature was

undertaken to provide insight into committee preferences

for these factors (after controlling for other factors) and the

methods used to elicit them.

Methods Ovid Medline, Embase, Econlit and Web of

Science were searched from inception to 11 May 2017.

Included studies had to have investigated factors consid-

ered by HTA committees and to have conducted multi-

variate analysis to identify the effect of each factor on

funding decisions. Factors were classified as being impor-

tant based on statistical significance, and their impact on

decisions was compared using marginal effects.

Results Twenty-three RP and four SP studies (containing

42 analyses) of 14 HTA committees met the inclusion

criteria. Although factors were defined differently, the SP

literature generally found clinical efficacy, cost-effective-

ness and equity factors (such as disease severity) were each

important to the Pharmaceutical Benefits Advisory Com-

mittee (PBAC), the National Institute for Health and Care

Excellence (NICE) and the All Wales Medicines Strategy

Group. These findings were supported by the RP studies of

the PBAC, but not the other committees, which found

funding decisions by these and other committees were

mostly influenced by the acceptance of the clinical evi-

dence and, where applicable, cost-effectiveness. Trust in

the evidence was very important for decision makers,

equivalent to reducing the incremental cost-effectiveness

ratio (cost per quality-adjusted life-year) by

A$38,000 (Australian dollars) for the PBAC and £15,000

for NICE.

Conclusions This review found trust in the clinical evi-

dence and, where applicable, cost-effectiveness were

important for decision makers. Many methodological dif-

ferences likely contributed to the diversity in some of the

other findings across studies of the same committee. Fur-

ther work is needed to better understand how competing

factors are valued by different HTA committees.Electronic supplementary material The online version of this
article (https://doi.org/10.1007/s40273-017-0586-1) contains supple-
mentary material, which is available to authorized users.
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Key Points

Stated preference (SP) studies found clinical

efficacy, cost-effectiveness and equity concerns were

all important factors in decisions made by the

Pharmaceutical Benefits Advisory Committee

(PBAC), National Institute for Health and Clinical

Excellence (NICE) and All Wales Medicines

Strategy Group.

Depending on the committee, revealed preference

(RP) studies typically found funding decisions were

driven by trust in the clinical evidence and, where

applicable, cost-effectiveness; the role of equity

factors based on past decisions was unclear.

The impact of these key factors (trust in the clinical

evidence and cost-effectiveness) on decisions was

similar across RP studies of the PBAC and NICE,

despite methodological differences across the

literature.

1 Introduction

Decisions to fund new and expensive health technologies

on public insurance schemes compel decision makers to

balance the demand for services with the reality of con-

strained budgets. Ultimately, this requires decision makers

to set priorities for the provision of health care and trade-

off between competing objectives (such as health gains,

equity considerations and cost). Over the past 25 years,

many countries have established agencies and committees

to conduct health technology assessment (HTA) and make

funding decisions [1]. A key ethical consideration is that

these decisions must be socially justifiable, which has

prompted much debate regarding which factors should be

considered and to what extent [2, 3]. Unsurprisingly there

is also considerable interest from the public and other

stakeholders in understanding which factors actually

influence decisions. A large number of studies have been

published over the past two decades investigating HTA

committees’ decisions, to understand how they are made

[4–8]. This broad literature has addressed three key

research questions: (1) What processes are followed for

decision making? (2) Which factors are important? (3)

How important are those factors?

Early studies typically adopted qualitative methods,

such as observing or interviewing decision makers, and

mostly addressed the first two research questions. Reviews

based largely on these studies found (1) HTA committees

use an explicit or implicit set of criteria, but decisions are

inherently ‘value-based’ [4]; (2) similar factors (broadly

defined including clinical efficacy, cost-effectiveness,

affordability, and need) are considered by different com-

mittees, but there was little or no information on how any

criteria were defined or used [5]; and (3) clinical evidence

was generally assessed before cost-effectiveness and other

considerations [6, 7].

In contrast, quantitative studies are more recent and

have focused on the second and third questions by ana-

lysing past decisions (revealed preference, RP studies) or

hypothetical decisions (stated preference, SP studies) to

elicit preferences from decision makers. To our knowledge,

only one review has focused on the quantitative litera-

ture which found that a large and diverse number of factors

have been explored, related mainly to technology charac-

teristics and appraisal methods used by committees [8].

However, that review, which was mostly descriptive, did

not systematically identify which factors were demon-

strated to be important or quantify their impact on deci-

sions; nor did it include SP studies. Therefore, relatively

little is known about what the findings of the quantitative

literature are as a whole as to which factors influence

funding decisions and to what extent.

This systematic review was undertaken to address these

important unanswered questions from the quantitative lit-

erature. The methods used by studies were also examined

because understanding how their results were generated is

useful in identifying potential limitations of this literature.

Specifically, this review addresses the following questions:

(1) What methods have been used to elicit revealed and

stated preferences from HTA decision makers for evidence

considered in funding decisions? (2) Which factors have

been found to be important in determining decisions after

controlling for other factors? (3) What is the impact of

those factors on decisions? (4) What differences exist

between RP and SP studies?

2 Methods

2.1 Overview

This systematic review was conducted in accordance with

the Preferred Reporting Items for Systematic Reviews and

Meta-Analyses (PRISMA) reporting guidelines [9]. To

identify the effect of factors after controlling for the

influence of other variables, only studies which presented
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multivariate analysis of past or hypothetical funding deci-

sions by HTA decision makers were included.1

2.2 Literature Search

Four databases were searched: Ovid Medline (1946 to pre-

sent with daily update), Embase, Econlit andWeb of Science

[Science Citation Index (SCI)-expanded and Social Sciences

Citation Index (SSCI)] from conception to 11 May 2017.

Search terms were developed for two categories: (1) health

care funding decisions and (2) preferences. The search terms

were developed for the OvidMedline database and modified

for the respective databases. The complete search histories

are provided in the electronic supplementary material.

Backward searching of references and forward searching of

citations from included studies were conducted to identify

additional studies for screening (‘hand search’).

2.3 Eligibility Criteria

Inclusion and exclusion criteria are summarised below,

with more detail provided in the electronic supplementary

material. Studies not published in a peer reviewed publi-

cation or in English were excluded. Studies were included

if they (1) investigated factors considered by committees

and their impact on recommendations for approving health

technologies on publically funded national insurance

schemes; and (2) conducted multivariate analysis (to

identify the influence of each factor on the decision after

controlling for other factors). For SP studies, preferences

had to have been elicited from HTA decision makers (past

or current members of either an HTA committee or sub-

committee) between competing criteria in the context of

funding decisions. Samples of other experts or the general

public were excluded, including mixed samples with

decision makers where the preferences of committee

members could not be separately identified. As the review

focused on committee preferences from evidence consid-

ered, key variables defined in RP studies had to have been

based on data from official committee documents. For

example, studies which sourced incremental cost-effec-

tiveness ratios (ICERs) for given interventions from the

international literature, rather than from committee docu-

ments, were excluded. It was considered that given ICERs

are dependent on the context (such as population/

indication, comparator and costs) as well as other

assumptions, ICERs published in the literature may not be

relevant to specific committees and their decisions. Two

authors (PG and YG) independently screened the titles and

abstracts of all the studies identified from the search

strategies. The inclusion/exclusion criteria were then

sequentially applied to the full text of all retrieved cita-

tions. Discrepancies were resolved by discussion, until a

consensus between the authors was reached.

2.4 Data Extraction and Synthesis

Data were extracted from the included studies by two

authors (PG and SZ). Multiple analyses from each study

were included if they were based on a different (1) sample;

(2) econometric model; (3) model specification; or (4) key

variable definition. However, where stepwise procedures

were used and multiple stepped analyses presented, only

results from the preferred model were included. Sensitivity

analyses and variables (including redefined variables) only

presented in supplementary materials were excluded given

incomplete reporting across studies. For the synthesis and

interpretation of factors, all variables defined and modelled

by the studies were categorised on the basis of taxonomies

in the literature [10–12] as either (1) content of the decision

(‘content’); (2) processes of the committee (‘process’); or

(3) ‘other’. Content variables were subcategorised as

relating to (1) therapeutic value; (2) economic value; (3)

disease characteristics; and (4) technology characteristics.

Variables were classified as being important on the basis of

statistical significance (pB 0.05) for parametric models, or

where included in the final ‘pruned’ tree in classification

and regression tree (CART) analysis. To explore the impact

of factors on decisions across studies, marginal effects from

a fixed reference point were calculated [13]. Coefficients

from parametric models were used to calculate the change

in the probability of a positive recommendation from a

reference of 50% for a given change in each factor.2 This

analysis was performed for two committees for which suf-

ficient data were available (the Pharmaceutical Benefits

Advisory Committee or PBAC, and the appraisal committee

of the National Institute for Health and Clinical Excellence

or NICE) and three factors (ICER, budget impact and issue

with the clinical evidence) which were commonly defined

across studies. Where ICER and budget impact were

modelled as categorical variables, the marginal effect was

calculated based on the mean values of the categories. For

comparison across countries, currency was converted using

purchasing power parities and budget impact was adjusted

1 Univariate analyses were excluded because they do not account for

confounding effects of other factors which may lead to biased results.

For example, given cancer drugs are generally more expensive than

non-cancer drugs and more expensive drugs are less likely to be

funded than less expensive drugs, a univariate analysis may find that

cancer drugs are less likely to be funded than non-cancer drugs.

However, this may not be the case if the analysis also controls for

drug costs.

2 For example, in a logistic model without interaction terms, the

change in probability of a positive recommendation from a reference

point DPj ¼ 1

1þe� Lþbjð Þ � Pref ; where L ¼ ln Pref

1�Pref

� �
:
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to account for the relative size of government health bud-

gets [14]. Meta-regression was not performed given

extensive overlap in the HTA decisions modelled across

studies (see the electronic supplementary material) [15].

3 Results

3.1 Overview

The selection of studies is summarised in Fig. 1. The

searches identified 4518 unique citations for screening.

Full-text articles were retrieved for 168 references, and 27

studies were included in the review. Several studies

[16–22] which presented multivariate analysis were

excluded because they did not elicit preferences from HTA

decision makers or use evidence considered by them.3 The

Database Search
Results to 11 May 2017 (n=5,213) 

MEDLINE (n=1,084), EMBASE (n=1,681), 
ECONLIT (n=162), WEB OF SCIENCE (n=2,286) 

Studies excluded 
(n=4,350) 

Full-text screened
(n=168) 

Studies included for the review (n=27) 
Revealed preference studies (n=23) 

Stated preference studies (n=4) 

Studies excluded (n=141)

Not in English (n=2)
Not peer reviewed (n=47) 

Not the right context (n=19) 
Not empirical (n=10) 

Not the right method (n=47)
Not the right sample (n=16) 

Duplicates removed (n=1,914) 

Title and abstracts
screened (n=4,518) 

Id
en
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n
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g
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ig
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ilit
y
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clu

de
d

Hand Search
(n=1,219) 

Fig. 1 Flow diagram for selection of studies

3 A number of these used ICERs sourced from the literature rather

than ICERs considered by the committees. However, none of these

studies did so due to confidentiality issues. These studies were

exploratory in nature and did not investigate the impact of evidence

considered on funding decisions. In one study [18], the committee

under consideration does not assess cost-effectiveness and hence no

‘official’ ICER existed. In the other studies [17, 19], ‘current funding

status’ of health technologies was investigated. However, ‘current

funding status’ is not equivalent to a past funding decision, given

technologies which are not currently funded may never have been

considered by a committee. None of the data used in those studies

were sourced from committee documents.
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complete list of studies and their methods are summarised

in the electronic supplementary material. For clarity,

decision makers will be referred to in this review by

committee or agency name, or more generally as

‘committee’.

The majority of studies (23 of 27) included in the review

were RP studies [23–45], although four SP studies [46–49]

met the inclusion criteria. All studies investigated prefer-

ences from a single committee, with the exceptions of Cerri

et al. [45], which pooled past recommendations from four

committees (but onlymodelled a fixed effect per committee),

and Kim et al. [41], which analysed final government deci-

sions (rather than committee recommendations that may

differ). Although the findings from both studies could not be

attributed to individual committees, their methods were still

reviewed. Excluding Cerri et al. [45] and Kim et al. [41], the

most commonly studied committees were the PBAC in

Australia (n = 6), NICE in England andWales (n = 6), and

the All Wales Medicines Strategy Group (AWMSG) in

Wales (n = 2). Members from these three committees (in-

cluding sub-committees) were each the subject of one SP

study. The remaining 11 studies (ten RP and one SP)

investigated preferences of 11 different committees, pre-

sented in Fig. 2.

Overall, most studies analysed funding decisions for

pharmaceuticals, which is unsurprising given the majority

of committees included in the review (11 of 14) are only

responsible for appraising pharmaceuticals. Of the eight

studies on committees which also evaluate other types of

health technologies, decisions for non-pharmaceuticals

were excluded by three (see electronic supplementary

material for details).

Data were extracted from 36 RP and six SP analyses

across the 27 included studies. The median number of past

HTA decisions analysed was 138 (range 33–1453),

whereas the SP studies enrolled between 11 and 41 deci-

sion makers, who collectively made between 218 and 1148

hypothetical decisions. The median number of explanatory

variables defined and modelled in the RP analyses was 15.5

(range 4–50) and seven (range 2–20), respectively. Two RP

studies [23, 26] modelled at least one interaction between

two or more variables, although they were defined but not

modelled by three others [24, 32, 44]. In contrast, a median

of seven (range 5–12) variables were defined and modelled

without interactions in the SP studies.

The majority of explanatory variables (* 85%) defined

across the RP studies were classified as content factors

associated with some aspect of therapeutic value, economic

value or disease/technology characteristics. Committee-

specific process factors such as the participation of patient

advocates with NICE or AWMSG and prior consideration

by the PBAC were also commonly defined across the lit-

erature. A wide range of other factors, including date of

decision, committee composition, national statistics or

elections, publicity and revenue of the manufacturer, were

less commonly explored. In contrast, the SP literature

focused exclusively on the trade-off between clinical,

economic and equity factors, all else assumed constant.

3.2 Methods for Eliciting Revealed Preferences

3.2.1 Data Collection

Data used in the majority of RP studies (21 of 23) were

generated with researcher-driven protocols to collect and

define variables from committee documents. Commercial

databases of HTA decisions and appraisal criteria (based

on committee documents) were used by two studies

[32, 36]. Access to complete and reliable data was a

common limitation across the literature. It precluded three

studies from modelling ICER despite playing a central role

in decision making [34, 40, 41] and prompted differences

in how ICER was defined by others. For example, where

the ‘official’ ICER considered by NICE was not available,

one study [28] used the mean of the reported ICERs, two

studies [29, 31] used the proposed (unappraised) ICER or

mean, and one study [32] used simulation to predict it.

Only four studies used data from confidential sources

[23, 26, 37, 38].

3.2.2 Sample

Selection criteria were applied by studies to identify sam-

ples of decisions for analysis. The most common criteria

related to the type of economic analysis and the ICER. For

example, nine studies [23, 26, 28–30, 32, 33, 42, 44] only

included decisions based on a cost-effectiveness analysis

(CEA) with an ICER (in at least one analysis) expressed

only as cost per quality-adjusted life-year (QALY)

[23, 26, 30, 32, 33, 42, 44] or including cost per life-year

(LY) [28, 29]. Three of the nine studies [23, 26, 32] then

excluded decisions where the technology was either more

costly but less effective or less costly but more effective;

a fourth study [42] excluded the former but not the latter

to preserve sample size. The rationale was that excluded

decisions based on cost-minimisation analysis (CMA) or

other well-defined decision criteria do not reflect a trade-

off between health gains, equity considerations and cost.

One exception was the study of Linley and Hughes [33],

which included decisions from CMAs as if they were

based on CEA by assuming the implied ICER is zero.

Three of these nine studies [32, 42, 44] also excluded

decisions for therapies both less costly and less effective,

because the loss of health may be valued differently by

committees.
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Other selection criteria were mostly used to investigate

specific diseases [27, 37, 38] or exclude special cases such

as paediatric populations [31, 39, 45], ‘rule of rescue’

[40, 41] and conditional recommendations [37]. Three

studies [25, 30, 35] in at least one of their analyses

excluded previous or subsequent decisions related to the

same therapy to avoid the correlation between related

decisions. Otherwise all decisions were assumed to be

unrelated or this was considered by using clustering

[23, 26, 32], control variables [23–25, 27, 35, 43], robust

standard errors [28, 29] or a generalised estimating equa-

tion approach [27]. Missing data were excluded by six

studies [23–26, 30, 33], coded as categories (‘not stated’/

‘not identified’/‘not reported’) by two [34, 35] and imputed

(assuming missing at random) by four [31, 39, 42, 45].

3.2.3 Definition of Explanatory Variables

Although similar types of factors were explored across the

studies, definitions varied greatly due in part to inconsistent

reporting of data in official documents and use of ex-post

definitions.4 For example, nine studies defined six different

variables related to severity of disease: (1) disability-ad-

justed life-year weight [32]; (2) greater impact on survival

relative to quality of life [33]; (3) premature mortality

(\5 years) [23, 26]; (4) ‘severe’ disease or ‘short’ duration

of life [28, 42]; (5) ‘life-threatening’ disease [35]; and (6) a

committee-assessed scale [38, 44]. Although most studies

defined ICER in terms of cost per QALY, the inclusion of

decisions without ICERs made interpretation problematic.

For example, four studies [24, 25, 33, 43] assumed the

ICERs for such decisions were zero or modelled them as

separate categories, two studies [31, 45] imputed missing

ICERs (despite not being relevant to all decisions), and

four studies [27, 35, 37, 39] dropped the variable all

together. One study [33] used ICER to define incremental
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AOTM Agencja Oceny Technologii Medycznych (Agency for Health

Technology Assessment), AWMSG All Wales Medicines Strategy

Group, CADTH Canadian Agency for Drugs and Technologies in

Health, CEDAC Canadian Expert Drug Advisory Committee, CMS

Centres for Medicare and Medicaid Services, CRM Commission de

Remboursement des Médicaments (The Commission of Reimburse-

ment of Medicines), CT Commission de la Transparence (Trans-

parency Commission), CVZ College Voor Zorgverzekeringen (Health

Care Insurance Board), HIRA Health Insurance Review and

Assessment service, NCPE National Centre for Pharmacoeconomics,

NHIS National Health Insurance Service, NICE National Institute for

Health and Care Excellence, PBAC Pharmaceutical Benefits Advisory

Committee, pCODR pan-Canadian Oncology Drug Review, SMC

Scottish Medicines Consortium, TLV Tandvårds-och

läkemedelsförmånsverket (Dental and Pharmaceutical Benefits

Agency). # Kim et al. [41] analysed final government decision rather

than committee recommendation. * Cerri et al. [45] pooled decisions

across committees

4 Variables were commonly defined on the basis of an interpretation

of the source data by researchers rather than an explicit classification

by the committee. Such variables were considered to be defined in an

ex-post fashion, or after the fact, and may not have been directly

considered by the committee.
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net monetary benefit (INMB) at a given cost-effectiveness

threshold (£20,000/QALY).

Factors associated with clinical uncertainty were also

variably defined across studies and incompletely modelled

with respect to the broader concept (see Table 1 and the

electronic supplementary material for details). For exam-

ple, quantity of evidence (by type of evidence) was defined

by nine studies in terms of either number of studies, number

of patients enrolled and/or duration of trials. However,

none of the studies took account of whether the trials were

powered to support the findings of the relevant outcome(s).

Clinical uncertainty is also a function of level or hierarchy

of evidence, direct or indirect evidence, quality or risk of

bias, and relevance of evidence for the decision. Most

studies (18 of 23) explored at least one of these factors to

some extent with or without controlling for the others.

Conversely, ten studies defined (and eight modelled) a

variable associated with the committee’s judgement of the

clinical evidence (after consideration of these factors) and

whether the evidence was accepted or not, either in addition

to or instead of the separate variables.

3.2.4 Outcome Variable and Econometric Methods

Committee decisions were most commonly defined as

either recommended or not recommended. Depending on

the study and committee, a recommended but restricted

category (restricted in terms of subsidised listing or pop-

ulation compared to the registered indication) was also

common, but modelled differently. For example, it was

defined either as a unique category [29, 31, 45], as part of

an ordered variable by level of restriction [30], or as two

unique decisions (not recommended for the unrestricted

indication and recommended for the restricted indication)

[28, 32] in the studies of NICE. Where applicable, other

studies mostly pooled restricted and recommended deci-

sions. This was justified on the basis of sample size [43] or

the argument that not all committees make true restricted

decisions where a narrower indication is recommended

compared to the indication actually requested by the

manufacturer [33]. Other studies also found consistent

results for some committees when restricted decisions were

redefined as recommended [39, 45]. Deferred (i.e. no

decision) and conditional (i.e. temporal or coverage with

evidence) decisions, where applicable and not excluded,

were typically defined as not recommended, with two

exceptions [39, 45]. In contrast to the other committees, the

Commission de la Transparence (CT) makes recommen-

dations in terms of absolute clinical benefit and, since

2004, incremental benefit, using graded scales [50]. One

study modelled the former as an ordered variable [38],

whereas another split the latter into three unique categories

of incremental improvement [45].

Subsequently, past decisions were most commonly

modelled using binary logit (16 studies, including 21

analyses) or probit (one study and two analyses) models.

Others used a multinomial logit (MNL) model (four studies

and six analyses), an ordered logit model (two studies and

four analyses), a discrete time logit model (one study and

one analysis), and CART (two studies and two analyses),

where two studies [25, 27] used more than one class of

model (see the electronic supplementary material for

details).

3.2.5 Model Specification

The selection of explanatory variables in the multivariate

analyses differed considerably across the literature. Over-

all, four studies [26, 28, 29, 44] (five analyses) selected

variables predominately on theoretical grounds with or

without model testing; 14 studies

[24, 25, 27, 30, 31, 34–37, 39, 40, 42, 43, 45] (21 analyses)

selected variables on the basis of statistical methods; and

five studies [23, 32, 33, 38, 41] (ten analyses) used both

approaches, for different analyses. The statistical methods

employed also varied. For example, variables were inclu-

ded based on statistical significance in univariate analysis

(seven analyses), the application of various stepwise pro-

cedures (backward elimination, forward selection or bi-

directional methods) to an initial set of variables (14

analyses), or the Bolasso method [51] (three analyses).

Criteria used for inclusion of variables in both CART

models were not clear (see the electronic supplementary

material for details).

3.3 Methods for Eliciting Stated Preferences

3.3.1 Data Generation and Sample

SP studies generated data by asking committee members to

make hypothetical decisions. The four studies all used

discrete-choice experiments (DCEs) to elicit preferences;

however, one study combined these results with a different

type of choice task [49]. All studies asked committee

members to make repeated choices between different

health technologies described by a set of variables. While a

similar elicitation method was used by all studies, the

experimental and survey designs differed markedly. Stud-

ies used either orthogonal [46, 47] or efficient [48, 49]

experimental designs to generate the hypothetical alterna-

tives and questions. Alternatives were described by five to

eight unique factors defined across two to four levels.

Choice sets consisted of either one [47] or two [46, 48, 49]

hypothetical unlabelled alternatives described in absolute

[46, 49] or relative [47, 48] values (to current therapy)

depending on the wording of the questions. Unlike the RP
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studies, all SP studies assumed new technologies were

more costly but more effective. Survey response rates

ranged from 29.7% to 56.9% (where reported) from a

relatively small number of past or present committee or

sub-committee members (see the electronic supplementary

material for details).

3.3.2 Definition of Explanatory Variables

Although a similar set of efficacy, economic and equity

factors were explored across studies, there were a number

of differences in how variables were defined and modelled.

Similar to the RP literature, the four SP studies defined

severity of disease in different ways: (1) baseline health-

related quality of life (HR-QoL) [47]; (2) impact on sur-

vival relative to quality of life [48]; and (3) expected sur-

vival and HR-QoL [46, 49]. Efficacy and cost-effectiveness

also differed depending on which variables were included

and which were held constant. For example, one study [47]

modelled ICER only, but not what the ratio consisted of,

while another [48] modelled ICER, incremental QALYs

per patient and number of patients separately, but not

incremental cost per patient. The other studies only mod-

elled disaggregated components of the ICER, holding

either total cost [49] or total patients [46] constant.

3.3.3 Outcome Variable, Econometric Methods and Model

Specification

Three studies (three analyses) modelled hypothetical

decisions using a binary logit model [47–49]; two studies

(two analyses) used an MNL model [46, 48]; and one study

(one analysis) used a mixed logit (MXL) model [46], where

two studies estimated more than one class of model. The

choice of model was influenced by the number of alter-

natives and type of hypothetical questions asked. For

example, committee members were asked to either rec-

ommend or reject one technology at a time [47], make a

forced choice between two alternative technologies [49],

make a flexible choice between two technologies or neither

[46], or both a forced choice between two technologies and

then a flexible choice between both, one or none [48]. By

construction, the selection of variables is specified a priori

in SP studies.

3.4 Factors Influencing Decisions

Table 1 presents the direction of effect that key content

factors had on making a positive recommendation com-

pared with ‘not recommended’ across studies by committee

(see the electronic supplementary material for comparison

with restricted decisions). Few studies defined ‘technology

characteristics’ (such as innovation, pharmaceutical, pre-

ventative), which were mostly not important. Across the

studies, the RP literature suggested that the main factors

driving decisions were clinical efficacy (in terms of sta-

tistical significance in the trial evidence or the acceptance

of clinical effect/evidence by the committee) and, where

applicable, cost-effectiveness (i.e. ICER). That is, com-

mittees were more likely to recommend a health technol-

ogy when there was good evidence that it is effective, but

less likely when health gains were costlier (per unit of

health). The SP literature generally found clinical efficacy

(defined as size and certainty of effect), cost-effectiveness

and equity factors were all important. However, due to

differences in the types of factors considered by different

committees, understanding what drives specific committees

is most relevant. Therefore, this section of the review will

focus on the PBAC, NICE and the AWMSG, which were

the most commonly studied and for which a comparison

between SP and RP studies was possible.

3.4.1 PBAC (Australia)

Overall the SP and RP literature consistently found the

PBAC were less likely to make a positive recommendation

as budget impact, ICER and ICER uncertainty increased,

but more likely when the committee accepted or trusted the

clinical evidence and for more severe diseases. The first

two findings were supported by all five RP studies, and the

latter three were supported by the subset of RP studies that

modelled them (see Table 1). These findings were also

supported indirectly by the SP evidence, which found

committee members were less likely to recommend a

pharmaceutical with lower incremental survival or quality

of life, higher incremental cost or higher uncertainty [46].

All else constant, this corresponds to preferences for

smaller ICERs, lower budget impact and confidence or

acceptance of the evidence.

The RP studies also consistently indicated that the

PBAC was more likely to recommend a pharmaceutical it

had previously considered (all else constant), which may be

evidence of a bargaining process [23, 25, 26]. In contrast,

the effect of there being no alternative therapy available

was unclear given two studies found no effect [23, 26]

while two found a counter-intuitive negative effect

[25, 27]. The negative effect observed in these two studies

may have been driven by the inclusion of decisions based

on CMA, given such decisions always have an alternative

therapy (to cost-minimise) and also had a high probability

of being recommended. Therefore, a strong negative cor-

relation between no alternative therapy and positive rec-

ommendation in CMAs may have dominated the overall

effect.
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3.4.2 NICE (England & Wales)

ICER was the only factor consistently identified across the

SP and RP literature which influenced NICE decisions,

where a higher ICER was associated with a lower chance of

recommendation (see Table 1). Evidence across other fac-

tors was mixed, with a number of differences between SP

and RP findings. For example, SP evidence indicated NICE

committee members were also less likely to make positive

recommendations as ICER uncertainty increased, but more

likely where no alternative treatment existed or for more

severe diseases [47]. The first two findings were consistent

with one RP study [28], but others found no effect for ICER

uncertainty [32] or no alternative therapy [29, 32]. The only

RP study to model severity of disease found no effect [32].

However, the ‘end of life’ criteria adopted by NICE in 2009

may be associated with severity. Although one study [30]

found the end of life criteria had no effect based mostly on

decisions before it was applicable, another study [32] found

it had a positive effect after 2009.

There was also mixed evidence across the RP literature

for other factors. For example, cancer was either prioritised

[32] or deprioritised [30], budget impact either had a

negative effect [30] or no effect [29], and the number of

appraisals considered simultaneously was either important

[32] or not [31]. Involvement by patient advocates had no

effect in the studies where it was modelled [29, 32].

Overall, the dominance of the ICER as the main factor

influencing decisions in the RP studies may be due to

explicit ICER thresholds used by NICE [52].

3.4.3 AWMSG (Wales)

No important factors were consistently identified across the

two studies of the AWMSG. The SP study by Linley and

Hughes [48] indicated committeemembers were less likely to

recommend a pharmaceutical as ICER or ICER uncertainty

increased and more likely as clinical efficacy (in QALYs)

increased or where no alternative therapy existed. While the

latter two factors were not modelled in the RP study also by

Linley and Hughes [33], sample characteristics may explain

the lack of effect for cost-effectiveness (defined as INMB)

and uncertainty (presence of probabilistic sensitivity analy-

sis). For example, the sample (n = 60) included a large

proportion of decisions for orphan drugs (n = 20) and HIV

(n = 12), for which cost-effectiveness may be less sensitive,

as well as decisions based on CMA (n = 8), for which ICER

and probabilistic sensitivity analysis are not considered.

3.5 Impact of Important Factors on Decisions

Figure 3 presents the marginal effects of ICER [increase of

A$10,000 (Australian dollars) or £4800], budget impact

(increase of A$10 million or £12.34 million per annum)

and whether the committee raised concerns or had issues

with the clinical evidence across studies of the PBAC and

NICE from a reference point of 50%. This can be inter-

preted as the change in the probability of receiving a

positive recommendation from 50% for the given change in

each factor. For example, an effect size of - 10% corre-

sponds to a reduction in the probability that the committee

would recommend a technology from 50% to 40%. The

figure illustrates that a comparable change in ICER had a

similar impact on decisions across studies of the PBAC and

NICE, with two exceptions. The effect estimated from

Devlin and Parkin [28] was larger than that from other RP

studies, but this may be due to the small sample (n = 33)

and inclusion of both cost per QALY and cost per LY in

the ICER variable. The impact was also relatively larger

based on SP data in Tappenden et al. [47]. In contrast to

ICER, the marginal effects of budget impact differed across

studies and committees. While not important for NICE, the

role of budget impact may have changed over time for the

PBAC, with greater importance in more recent decisions.

For example, Harris et al. [23] found no effect between

1994 and 2004, whereas others found a large effect based

on decisions after 2005 [24–27]. These findings are con-

sistent with the official positions of these committees,

given budget impact is not currently considered by NICE

for decision making [52], but became a relevant factor for

the PBAC after 2006 [53, 54]. When either committee had

an issue or raised concern with the clinical evidence, the

probability of making a positive recommendation tended

towards zero. The size of this effect was approximately

equivalent to reducing the ICER by A$38,000/QALY for

the PBAC or £15,000/QALY for NICE (excluding the two

outliers).

4 Discussion

This review has highlighted a growing and diverse literature

on how preferences of HTA decision makers for factors

considered in funding decisions have been investigated and

the results of such studies.While themajority of the literature

has focused on analysing past decisions, there were both RP

and SP studies for the PBAC, NICE and AWMSG. Despite

differences in variable definitions, the SP literature generally

found clinical efficacy (size and uncertainty of effect), cost-

effectiveness and equity factors (such as disease severity)

were important for these committees, as well as budget

impact for the PBAC. While these findings were supported

by the RP studies of the PBAC, the RP literature generally

found funding decisions for other committeeswere driven by

clinical efficacy (acceptance of clinical evidence) and, where

applicable, cost-effectiveness. Whether equity factors were
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important for past funding decisions was unclear, particu-

larly for NICE. This review also found that the relative

impact of key factors investigated (ICER, budget impact and

acceptance of clinical evidence) were generally consistent

across RP studies of the PBAC and NICE, despite expected

changes over time. Both committees appeared to place

considerable importance on having trust in the clinical data

relative to the other factors. However, these findings must be

interpreted with due consideration to the many method-

ological differences and data constraints across the literature,

as well as differences in the way individual HTA agencies

and committees are organised and operate.

HTA decisions in the ‘real world’ are based on the

principles of substantive and procedural justice in the

context of information asymmetry, incomplete information

and uncertain future events [55]. Other issues faced by

committees include rationality with past decisions,

difficulties combining individual opinions and strategic

bargaining via repeated decisions [26, 55]. Controlling for

these and other contextual factors in quantitative analysis is

challenging and has rarely been attempted in the RP lit-

erature. In contrast, stated or hypothetical decisions are

made in the absence of such real-world considerations, and

may more closely reflect decision makers’ actual priorities,

albeit for a restricted set of criteria. Therefore, while SP

and RP studies aim to answer the same research questions,

there may be a fundamental difference in what SP and RP

data captures. This is important and may partly explain the

differences observed across the two literatures, as well as

the difficulties in validating SP data with RP data [48].

The interpretation of many of the RP studies as

reflecting preferences for the trade-off between improve-

ments in health, increased cost and other factors is also

problematic for a number of reasons. First, as the majority

Harris et al [23] A1

Harris et al [23] A2

Chim et al [24]

Mauskopf et al [25] A1

Mauskopf et al [25] A2

Harris et al [26]

Karikios et al [27]

Devlin and Parkin [28]

Dakin et al [29] A1

Dakin et al [29] A2

Mauskopf et al [30] A1

Mauskopf et al [30] A2

Cerri et al [31]

Dakin et al [32] A1

Dakin et al [32] A2

Tapenden et al [47]

-40 -20 0 -40 -20 0 -40 -20 0

ICER: A$10,000 or £4,800 Budget Impact: A$10m or £12.34m Issue with clinical evidence

PBAC NICE

Fig. 3 Marginal effect on the probability of positive recommendation

for the PBAC and NICE, from a reference point of 50%. Average

purchasing power parity (2004–2016) = 0.48 British pounds (£) to

1 Australian dollar (A$). Average relative size of health budget in the

United Kingdom to Australia (2004–2016) = 2.57. When not

reported, the mean values of categorical variables from PBAC

decisions were based on data provided by Harris et al. [23] and Harris

et al. [26]. The estimated effects for ICER and/or budget impact

from Chim et al. [24], Mauskopf et al. [25] and Harris et al. [26]

reflect the average effect across multiple categories. A$ Australian

dollars, ICER incremental cost-effectiveness ratio, m million, NICE

National Institute for Health and Care Excellence, PBAC Pharma-

ceutical Benefits Advisory Committee
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of RP studies relied on exploratory statistical selection

techniques to inform which factors were modelled, criteria

stated to be assessed and important to individual commit-

tees were often dropped from the analysis. Consequently,

such models often included a combination of variables

without clear rationale, such as ICER uncertainty without

ICER [33]. Second, most RP studies modelled decisions

from CMAs (i.e. decisions without ICERs) and CEAs (i.e.

decisions with ICERs) together, often to preserve sample

size. This is an issue because there is no clear trade-off

between different factors in decisions based on CMA as the

benefits and costs of the new and comparator technologies

should be equivalent. That is, provided the committee

accepts that new technology offers the same health benefit

and the cost is the same (or cheaper), there would be no

obvious reason to reject. However, researchers have

defined and assigned various equity factors (including

severity of disease, cancer, or no alternative therapy) to

technologies appraised using CMA, leading to unpre-

dictable effects in those studies.

In addition, the RP literature has largely not accounted

for the sequential nature of HTA decisions given clinical

evidence is considered before cost-effectiveness and other

factors [6, 7]. One of the two studies included in the review

which estimated a hierarchical model (i.e. CART analysis)

found evidence that cost-effectiveness was only important

after the PBAC first accepted the clinical evidence [27].

This is also consistent with two-way analyses in other

included studies [24, 30, 34, 35, 40] indicating that accep-

tance of the clinical evidence is almost necessary, but not

sufficient for a positive recommendation. Presumably, other

processes such as price negotiations or risk-sharing agree-

ments are used to support decisions where the clinical

evidence is poor. However, hierarchical CART analysis

assumes that every factor is considered in a step-wise

fashion, which may not be realistic, given some committees

appear to trade-off between health gains, equity factors and

cost simultaneously at some point [4]. Attempts to account

for sequential decision making in standard parametric

choice models are also limited by the number of interaction

terms that can be estimated from small samples. Therefore,

a combination of the two approaches may be preferred, for

example, using sample selection models or by placing a

greater focus on key subgroups (i.e. excluding CMAs and

decisions where the clinical evidence was accepted).

Data quality was another key limitation for many RP

studies. Given the commercially sensitive nature of the

relevant information, researchers have had to interpret any

documents made available by committees in order to define

variables (which may not have actually been considered).

A further challenge is that relevant factors are not defined

by most HTA committees and these could be subject to

change over time. Small sample sizes may too introduce

other potential problems such as low statistical power and

insufficient variation within variables.

Of course there are also many differences in the objec-

tives of individual committees as well as their procedural

guidelines and stated decision criteria, which helps explain

the diversity of factors explored [1, 5]. For example, not all

HTA committees consider ‘value for money’ using CEA.

Funding decisions by some committees may be based on

clinical criteria alone and price controls, with or without

consideration of other factors. The range of stated factors

which should influence decisions also varies greatly in

different countries, from human value, solidarity and need

in Sweden to public health, own responsibility and rarity in

the Netherlands [56–59]. It is important to note that most of

the committees identified in this review do evaluate cost-

effectiveness along with other types of factors and provide

(at least some) public justification for their decisions. There

are other HTA committees for which analyses of decisions

have not been undertaken in the literature and to which the

findings of this review may not apply. However, these

results are expected to prove useful for key stakeholders

(including patient groups, industry and committees them-

selves) within the countries considered in this review, as

well as to policy makers in jurisdictions considering

establishing or reviewing HTA procedures [60, 61].

It is worth mentioning that this review does not intend to

summarise all the factors that may potentially affect HTA

funding decisions. Rather, this review has focused on the

quantitative literature and in particular on identifying

important factors and quantifying their impact on HTA

decisions after controlling for the influence of other factors.

The qualitative literature on this topic can provide further

context to these important decisions [4–7].

Future research using RP data should take greater

account of (1) the real-world setting; (2) the estimation of

confirmatory rather than exploratory analyses; (3) the

exclusion of decisions without a clear trade-off between

health gains, equity and cost (such as decisions based on

CMA); and (4) the sequential and then simultaneous nature

of HTA decision making. The fast-changing nature of this

field must also be considered. While a push for greater

transparency of committee decisions may improve data

quality over time, the rise in confidential risk-sharing

arrangements may have the opposite effect as the actual

prices and ICERs are hidden [62]. Similarly, the role of

uncertainty may change with the rise of coverage with

evidence decisions and after-market reviews [63, 64]. In

contrast, future SP studies could investigate more complex

relationships by holding fewer variables constant, espe-

cially given committee members are highly informed par-

ticipants. Preferences for the less common or emerging

special cases (including ‘rule of rescue’, ‘end of life’,

children or rare diseases) which are difficult to study using
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past decisions should also be explored using SP data.

Finally, as the number of both past decisions and committee

members increase over time, larger samples in both RP and

SP studies may allow the specification of interaction effects.

In particular, interactions between ICER and equity factors

could be used to better understand differences in ICER

premiums or thresholds for health technologies [19].

5 Conclusions

By comparing the methods and findings of published

studies that have investigated preferences of HTA com-

mittees for factors considered in past and hypothetical

funding decisions, this review found that trust in the clin-

ical evidence and, where applicable, cost-effectiveness are

key factors for decision makers. The relative importance of

having that confidence in the evidence was approxi-

mately equivalent to reducing the ICER by A$38,000/

QALY for the PBAC or £15,000/QALY for NICE.

Although the role of equity and other factors varied across

individual committees as expected, their role also varied

across studies of the same committee. The diversity in

some of these findings was likely due to the many

methodological differences across the literature, including

differences in how factors were defined and analysed.

Given significant interest from stakeholders in under-

standing what influences decision outcomes and consider-

able resources expended in this area, work on this topic is

expected to continue to expand. We hope that this review

and suggestions for further research to address current gaps

in the literature will help in this ongoing endeavour to

understand what drives HTA decision making.
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