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Abstract The construction of mapping models is an

increasingly popular mechanism for obtaining health state

utility data to inform economic evaluations in health care.

There is great variation in the sophistication of the methods

utilized but to date very little discussion of the appropriate

theoretical framework to guide the design and evaluation of

these models. In this paper, we argue that recognizing

mapping models as a form of indirect health state valuation

allows the use of the framework described by Dolan for the

measurement of social preferences over health. Using this

framework, we identify substantial concerns with the

method for valuing health states that is implicit in indirect

utility models (IUMs), the conflation of two sets of

respondents’ values in such models, and the lack of a

structured and statistically reasonable approach to choosing

which states to value and how many observations per state

to require in the estimation dataset. We also identify

additional statistical challenges associated with clustering

and censoring in the datasets for IUMs, additional to those

attributable to the descriptive systems, and a potentially

significant problem with the systematic understatement of

uncertainty in predictions from IUMs. Whilst recognizing

that IUMs appear to meet the needs of reimbursement

organizations that use quality-adjusted life years in their

appraisal processes, we argue that current proposed quality

standards are inadequate and that IUMs are neither robust

nor appropriate mechanisms for estimating utilities for use

in cost-effectiveness analyses.

1 Introduction

Health care reimbursement authorities’ use of cost-effec-

tiveness analyses to inform their decisions has had impli-

cations for the research activities of the disciplines that

contribute to health technology assessment. Triallists use

preference-based outcomes measures [1], statisticians

develop methods for synthesizing evidence of the safety

and efficacy [2], and economists are interested in how the

value of technologies can best be measured [3]. Value

assessment often utilizes preference-based health-related

quality-of-life (HRQL) data. For these measures, such as

the EQ-5D [4], each state described by the measure can be

assigned a standard score measured on a utility scale.

However, data on preference-based HRQL measures are

not always collected as part of studies establishing clinical

effectiveness, and so researchers have sought to link non–

preference-based HRQL measures with these utility scales.

For example, a trial of a new treatment for myeloma

might collect EORTC QLQ-C30 data [5] to establish

clinical effectiveness, but not EQ-5D data. If the health

technology assessment for the new treatment required EQ-
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5D utility estimates, the trial data would not meet this

requirement. However, if another trial dataset had collected

both EORTC QLQ-C30 and EQ-5D data [6], then the data

might be used to construct a model that predicts the EQ-5D

utility scores for each EORTC QLQ-C30 state. This use of

‘mapping’ or ‘cross-walks’ has become sufficiently

important for the UK National Institute for Health and

Clinical Excellence (NICE) to issue technical advice on the

process [7]. Authors are beginning to compare the perfor-

mance of mapping models with directly elicited preference

data [8].

Since the aim of ‘mapping model’ estimates is to act as a

proxy for more direct observations, we refer to these

models as ‘indirect utility models’ (IUMs). In contrast, the

more standard approach by which observed preference-

based measures are valued with a tariff based on elicited

utilities is instead referred to as ‘direct utility measures’

(DUMs). As both IUMs and DUMs are constructed with a

view to providing robust and unbiased estimates of utility

values for health states, the considerations underlying a

gold-standard DUM approach should also be of value when

considering a gold-standard IUM approach. Such literature

exists, when developing both preference-based quality-

of-life measures and the utility scores attached to them

[4, 9, 10, 11].

Whilst authors have begun to propose standards for the

development of utility ‘mapping models’ [12], the most

recent statements of good practice in the construction of

DUMs and IUMs diverge in potentially important ways

[11, 12]. Longworth and Rowan [12] propose that the key

issue in the assessment of the estimation sample is whether

the clinical and demographic characteristics of the esti-

mation sample are similar to the characteristics of the

sample to which the IUM will be applied. By contrast, Xie

et al. [11] focus on reporting standards when selecting

which health states are valued, how many valuations are to

be included in the estimation sample, recruitment strategies

and survey format. This paper uses the framework pro-

posed by Dolan for developing health state valuation

studies [13] (i.e. within DUMs) to consider whether IUM

estimation studies are coherent with the fundamental

principles of good practice in DUM research. This paper

also considers the implications of recognizing IUMs as a

method for the measurement and valuation of health for

their robust estimation and the critical appraisal of their use

in health care resource allocation decision processes.

2 Measuring and Valuing Health

Dolan [13] identifies key questions in the process of

measuring the value of health states. As both DUMs and

IUMs provide utility values for the same ultimate purpose,

it is helpful to consider each model in relation to these six

questions.

2.1 What Is to Be Valued?

There are a number of approaches to defining health for

DUMs, including clinical, functional and subjective well-

being. Direct measures embody various approaches, and

there is no accepted basis on which to prefer any single

measure as superior. In the context of IUMs, the choice of

the operational definition of health is specified by the non–

preference-based measure for which the analyst wishes to

estimate utilities.

2.2 How Is it to Be Described?

Within a DUM, the description of health is the HRQL

measure to be valued. In a similar way, the description of

health when constructing an IUM is the descriptive system

of the non–preference-based measure. Despite this, it is

important to note that the description of health in the

preference-based measure of health used to measure the

utility of a specific health state may indirectly impact upon

the modelled utilities.

2.3 How Is it to Be Valued?

In DUMs, health state values are normally measured

directly, using choice-based methods such as Standard

Gamble, Time Trade Off or Discrete Choice Experiments

[3]. For IUMs, scores are estimated on utility data obtained

by the implicit question ‘Which health state in this pref-

erence-based measure is equivalent to your health as you

have described it in the non–preference-based measure?’.

The implications of this difference in the valuation method

for the interpretation of the data obtained are discussed in

Sect. 3 below.

2.4 Who Is to Value it?

The choice of whose values to use is a pivotal one. By

convention, although probably not consensus, the values

of the general population are considered to be most

appropriate for informing population health care resource

allocation decisions [14–16]. For IUMs, the values

derived reflect (i) the respondents in the estimation

dataset who provide ‘equivalent health states’ in the non–

preference-based and preference-based health state

descriptive systems, and (ii) the values of the respondents

in the dataset on which the DUM for the preference-based

health state measure was estimated. This is discussed in

more detail and its implications are explored in Sect. 4

below.
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2.5 How Are Values for All Health States to Be

Generated?

For DUMs, a bespoke valuation survey is undertaken with

careful decisions around the choice of health states to be

valued, the number of observations per health state and the

socio-economic characteristics of the valuation sample

informing the construction of the estimation. Ideally, DUM

development studies would also construct a validation

dataset with direct utility data for health states not included

in the estimation dataset. A second series of decisions

concern the specification of the form of the utility function

and the appropriate regression techniques to be used after

considering the nature of the data.

In contrast, IUMs are estimated on datasets that happen

to be available, rather than ones that are constructed for the

purpose. Whilst it may often be serendipitous that such

datasets exist, this is not sufficient to guarantee that they

are fit for purpose. The selection of health states, the

number of observations on each and the socio-economic

characteristics of the respondents are a product of chance,

not design. Section 5 discusses how this might impact upon

the process for constructing IUMs, their assessment and the

likelihood that they are suitable for use in resource allo-

cation decisions.

2.6 How Are the Valuations to Be Aggregated?

The expected mean utility is generally accepted as the

appropriate measure for aggregating health state utility

values, when they are intended to inform population health

care resource allocation decisions. This applies equally to

both types of utility models.

3 How Is Health to Be Valued for IUMs?

IUMs are estimated on mean health state valuation data

obtained from a preference-based HRQL measure, such as

the EQ-5D. Respondents in the estimation dataset for the

IUM provide pairs of health state descriptions, with one

health state from each of the HRQL measures. The

description from the preference-based HRQL measure is

combined with the utility algorithm to identify the expected

mean utility for both health states. The implicit valuation

method may be described as an equivalence question—

respondents are asked to identify the health state descriptions

in each instrument that are equivalent, and the descriptive

equivalence is assumed to support value equivalence.

The valuation mechanism is a two-stage process: stage 1

identifies the equivalence and stage 2 attaches a utility. For

each possible health state, there is only one possible value,

which is the mean preference of the respondents in the

preference-based HRQL valuation study, given by the

utility algorithm. Two respondents choosing the same state

in the preference-based measure will be given the same

utility value, even if they are not in the same state in the

non–preference-based measure.

The valuation mechanism does not involve any explicit

question about value, strength of preference or willingness

to trade related to the health state being valued. The use of

choice-based valuation techniques has been used as an

argument for the superiority of certain preference-based

measures, including the EQ-5D [17]. IUMs have an

uncertain claim to be based upon choice-based preference

data.

More importantly, the valuation mechanism does not

directly capture any variation in the value attached to any

specific health state in the preference-based measure. The

use of the mean predicted health state value from the

preference-based measure as the input into an IUM sys-

tematically understates the variation in the measured value

for each state, leading to a systematic understatement of the

uncertainty in the predicted utilities. The potential impor-

tance of this is discussed further below.

4 Whose Values Should Be Used?

The method of obtaining health state utility values for an

IUM relates to the answer to the question ‘Whose values

should be used?’, as the values of the respondents pro-

viding the data for the estimation dataset are partially

captured in those data. Consider the EORTC QLQ-C30

example referred to earlier; whether an individual experi-

encing nausea—an EORTC QLQ C30 subscale—considers

the symptoms of nausea sufficiently problematic to state

that they were unable to perform their usual activities will

depend, at least partly, on the disutility they attach to

nausea. A similar relationship could credibly exist between

nausea or vomiting in the EORTC and anxiety/depression

in the EQ-5D. Respondents in the same EORTC state may

not be in the same EQ-5D state, and one of the sources of

this variation will be differences in the value that respon-

dents attach to the EORTC state. Hence, the preferences of

the respondents in the IUM estimation dataset are reflected

in the EQ-5D utilities, not just the preferences of respon-

dents to the original EQ-5D valuation study.

In the second stage of the valuation process described

above, the values come from the respondents to that val-

uation survey for the preference-based measure. However,

it is only the mean value that is used, and respondent-level

variation in health state values is ignored. This means that

IUMs provide an arbitrarily constrained account of the

uncertainty in the mean health state values for a specific

health state.
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As IUMs provide a confounded estimate of the values

for specific health states and systematically understate the

uncertainty in the modelled mean health state values, even

well-constructed IUMs will not necessarily provide robust

data for health care resource allocation decisions.

5 How Are Values for All Health States to Be

Generated?

Brazier and colleagues [3] describe the design consider-

ations for health state preference modelling studies. Whilst

there is a limited theoretical framework for the develop-

ment of statistical health state utility models, there is some

consensus in DUM valuation about the use of orthogonal

arrays to identify balance across a core set of health states

for direct valuation. From here, supplementary states can

be selected from across the health state space to achieve an

even representation and to allow for the estimation of any

likely interaction effects—such as interactions between

extreme levels on one or more health state domains [4, 9].

Journal articles and technical papers tend to report the

states included in the valuation study and the rationale for

these states.

By contrast, IUMs are estimated on convenience data-

sets. Almost by definition, the health states for both mea-

sures reflect the clinical casemix of the population

sampled, rather than any conceptual model of the likely

relationship between the quality of life measured by the

non–preference-based measure and health state utility.

Similarly, the number of observations for any particular

health state in the estimation dataset reflects an interaction

between the casemix of the population sampled and the

number of observations. There is no consideration of the

minimum number of observations required per state for

model estimation to be a statistically meaningful pursuit.

Whilst carefully designed direct health state valuation

studies can produce well-populated and relatively well-

behaved datasets [9, 10] utility data are increasingly rec-

ognized as providing particular statistical challenges even

under the best of circumstances [18–21]. Challenges of

estimating DUMs associated with censoring and clustering

in the descriptive system are likely to be exacerbated for

IUMs. Within those datasets available for IUM research,

casemix may lead to few or no observations over sub-

stantial portions of the health state space, so that the group

considered is far more homogeneous than the clinical

population at large. Further, the use of mean health state

values from the utility algorithm will create additional

artificial clustering, since the substantial differences in

elicited individual-level utilities are lost. To the degree that

variation occurs in the dataset, it can only be driven by

variation in the underlying health (casemix) and

differences between respondents in how they locate their

health in the space described by the preference-based

measure.

The act of pairing states in the two descriptive systems

highlights issues associated with the degree of overlap

between the descriptive systems. Often the non–prefer-

ence-based measure will have more domains and /or more

levels than the preference-based measure. (This is certainly

the case for the EORTC QLQ-C30 and EQ-5D.) Whilst a

number of domains are common to both measures, such as

Pain and Usual Activities, some domains are only present

in one of the measures. Considering domains that are only

present in the non–preference-based measure, it is impor-

tant to consider whether and to what degree they are likely

to be correlated with domains that are present in both

measures, as well as domains that are present only in the

target measure.

Defining independent domains as domains that are

present only in the non–preference-based measure and

shared domains as those that are present in both measures,

the question of whether to include independent domains in

an IUM may be important. Correlation may lead to the

estimation of significant coefficients on the parameters

even though there is no information on the value of dif-

ferent levels of functioning in the utility data. Under these

circumstances, parameter estimates for the value of both

independent and shared domains of quality of life may be

misleading. It is important therefore not to include domains

that occur in only one of the descriptive systems, as cor-

relation may lead to spurious but statistically significant

parameters in the IUM.

The resolution to this problem may lie in the a priori

specification of the likely relationship between the domains

of health in the non–preference-based measure and the

value of health as described by the preference-based

measure. Such a specification might also allow some

assessment of the adequacy of the estimation dataset for

constructing the proposed model. This requires specifica-

tion of a ‘shared health state space’ that the IUM can be

expected to value and the presence of data encapsulating

interactions between domains and levels that would be

expected to impact upon its value.

Given the concerns about the suitability of datasets for

estimating IUMs, as well as specifying the expected rela-

tionship prior to examining the estimation dataset, sensi-

tivity analyses examining the impact of (i) eliminating

states and (ii) eliminating observations on the model

parameters may be valuable. Whilst not done frequently,

sensitivity analysis eliminating health states has been used

before. For example, Kharroubi and McCabe [22] exam-

ined the sensitivity of parametric and non-parametric

models utility models for the HUI2 using this technique. If

a model is insensitive to the specific selection of states that
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is used to estimate it, this is interpreted as evidence that the

model captures a real underlying relationship rather than

one that is unique to the estimation dataset.

It is desirable in statistical model checking to predict

different data from those used to fit the model. This is often

achieved by reserving some data for model checking whilst

using the rest of the data for model fitting. When the dis-

tribution of observations over states is relatively uniform,

random exclusion would be expected to produce a dataset

with a comparable error structure to the full dataset, as all

states are equally likely to be affected. This would lead to

similar statistical models being estimated on the reduced

dataset. However, when the distribution of observations

across states is substantially uneven, a random exclusion

of observations will impact upon some states more than

others. If models estimated on the reduced dataset are

substantially different from those estimated on the full

dataset, this would be evidence that the models are

dependent upon the casemix of the estimation dataset and

therefore probably not suitable for predicting utilities for

datasets with a different casemix.

6 Using IUMs to Provide Utilities for

Cost-Effectiveness Analyses

IUMs are usually constructed to inform cost-effectiveness

analyses requiring utilities when only non–preference-

based data are available [7]. Such analyses will inform

resource allocation decisions, so that IUMs are likely to

directly impact upon patient access to care. Given this,

there is increasing interest in the appropriate consideration

of uncertainty, and the risk of making the wrong decision,

in both the academic literature and health policy practice

[23, 24].

As described above, the exclusion of respondent varia-

tion in utilities means that estimated utilities from IUMs

will understate the uncertainty in the predicted utilities. In

so doing, it may underestimate the risk of making the

wrong decision based upon outputs from the cost-effec-

tiveness analysis. For those decision makers able to reach

research-based recommendations, estimates of the value of

further research will also be flawed.

One potential solution is for IUMs to be estimated on

simulated datasets that retain the uncertainty in the mod-

elled utility values from the direct utility study, whilst

allowing this to be combined with the uncertainty in the

relationship between the descriptive systems. Thus the

direct utility model underlying the utility algorithm for the

preference-based measure, including the estimated stan-

dard errors, could be used to sample a range of possible

utility values for each measured health state. This ‘uncer-

tainty supplemented’ dataset could then be used to estimate

the IUM. This approach might allow decision makers to

fully understand the decision uncertainty to the utility

parameters in the model and the value of requiring more

research on them.

The criteria for choosing between alternative models of

the same relationship should be related to fitness for pur-

pose. Health state utility models are evaluated in terms of

goodness of fit and accuracy of model predictions. Here,

both the magnitude of the prediction error and bias are

important [3, 4, 8–10]. In the context of decision making,

the precision of model predictions should also be consid-

ered. Models that produce a more tightly defined range of

plausible values for a specific health state may be more

valuable than models that produce more accurate central

estimates but much larger plausible ranges. The failure to

consider prediction precision represents a disjuncture

between model assessment and the purpose for which

models are developed. Whilst the issue may be particularly

acute for IUMs, it is an issue for all utility models devel-

oped to inform cost-effectiveness analyses.

7 Discussion

The estimation of IUMs is becoming increasingly common,

with some degree of respectability in the guarded

endorsement of NICE and the implicit endorsement of the

EuroQol group [7, 14, 25]. However, there has been limited

consideration of their intellectual foundations. In this

paper, we propose that it is appropriate to evaluate IUMs as

a method for measuring and valuing health-related quality

of life for use in resource allocation decisions.

IUMs have the attraction of providing data in an expe-

dited fashion to inform time-sensitive resource allocation

decisions. Construction of an IUM is not a particularly

resource intensive exercise and typically aims to bridge an

evidence gap. Whilst Longworth and Rowen [12] identify

them as meeting a need, this implies some faith in their

ability to perform the desired function. However, using the

framework described by Dolan [13], we have identified

substantial concerns with their use. It cannot be assumed

that predicted values from an IUM are representative of the

values that would have been obtained if the states had been

valued directly, as the predictions conflate two sets of

preferences. The chance determination of which states are

valued in the estimation dataset is likely to impact upon the

capacity of the paired data to accurately capture the rela-

tionship between the health-related quality-of-life

descriptors and health state preferences—a problem that is

exacerbated by the serendipitous determination of the

number of observations per state. The greater prior likeli-

hood of clustering and censoring the non-bespoke datasets

typically used for their estimation has implications for the

Indirect Utility Models for Cost Effectiveness Analysis 639



choice of regression methods and thus the interpretation of

the model outputs. In decision contexts where uncertainty

in the estimates of cost effectiveness is an explicit con-

sideration for the appraisal process, IUMs’ systematic

understatement of the uncertainty in the modelled utilities

will lead to both positive and negative reimbursement

decisions when funding further research is the more effi-

cient option.

Longworth and Rowan set out to provide recommen-

dations on good practice in the estimation of IUMs, and

state that these are summarized in Table 1 of their paper

[12]. However, whilst describing the process of estimating

these functions, it is unclear whether all of the statements

are prescriptive as to what the authors would consider best

practice. In contrast, Xie et al. [11] propose a good-practice

checklist for the reporting of valuation studies, but they are

not prescriptive regarding what represents good practice in

the implementation of valuation studies.

Recognizing that our critiques of IUMs are matters of

principle that may prove to be empirically inconsequential,

we have proposed additional strategies for evaluating IUMs

to provide analysts and decision makers with insight into

the magnitude of the impact of these problems in individual

cases. These are summarized in Appendix 1. We further

suggest that those evaluating IUMs look to add some

assessment of precision in model predictions to current

model evaluation criteria. Further work on characterizing

the uncertainty from IUM predictions also appears neces-

sary to support decision makers when choosing between

definitive reimbursement decisions and requiring more

research.

8 Conclusions

The use of IUMs has increased rapidly over recent years in

response to the need of reimbursement authorities to

express the value of health care interventions using a

consistent scale. An implicit assumption has been that these

models successfully estimate the index of interest. Careful

consideration of the process of IUM construction using the

standard framework for measuring and valuing health casts

substantial doubt on this assumption. If, as we have argued,

IUMs do not reliably measure preferences over health, their

use to allocate limited health care resources is difficult to

defend. The use of IUMs as currently constructed carries

with it a significant risk of harming rather than promoting

population health.

Acknowledgments This work was funded by the UK Medical

Research Council NICE Methods Programme: G0901490 Methods

for the Indirect Estimation of Health State Utilities. Christopher

McCabe was also funded by the Capital Health Research Chair

Endowment at the University of Alberta (Edmonton, AB, Canada).

Christopher McCabe is the author of a rarely used direct utility model,

the UK HUI2 algorithm, which is freely available for public and

private researchers. Richard Edlin, David Meads, Chantelle Browne

and Samer Kharroubi have no conflicts of interest that are directly

relevant to the content of this article.

Appendix 1: Recommendations for Construction

and Use of IUMs

1. IUM estimates between non–preference-based HRQL

instruments and preference-based HRQL values should

be driven by theoretically plausible relationships.

2. Relationships between non–preference-based HRQL

instruments and preference-based HRQL values should

be specified prior to empirical analysis.

3. Cost-effectiveness analysis that use IUM utility estimates

should not be considered ‘reference case’ analyses.

4. Sensitivity analyses should be used to test for the

influence of the following factors on the estimated

relationships:

(a) The choice of health states used to inform the

estimated relationship.

(b) The choice of observations used in the estimation

sample.

(c) The choice of IUM.

5. When the estimated relationships are not sensitive to

these factors, the utility estimates should be used to

estimate the value of information associated with

delaying reimbursement and collecting ‘reference

case’ compliant utility data.

6. Should the estimated relationships be found to be

sensitive to these factors, the IUM utilities should not

be used.
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