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Abstract
Objective This study aimed to develop mapping algorithms from the European Organization for Research and Treatment of 
Cancer Quality of Life Questionnaire (EORTC QLQ-BR53, including EORTC QLQ-C30 and QLQ-BR23) onto the 5-level 
EQ-5D (EQ-5D-5L) and Short Form 6D (SF-6D) utility scores.
Methods The data were taken from 607 breast cancer patients in mainland China. The EQ-5D-5L and SF-6D instruments 
were scored using Chinese-specific tariffs. Three model specifications and seven statistical techniques were used to derive 
mapping algorithms, including ordinary least squares (OLS), Tobit, censored least absolute deviation (CLAD) model, gen-
eralized linear model (GLM), robust MM-estimator, finite mixtures of beta regression model for directly estimating health 
utility, and using ordered logit regression (OLOGIT) to predict response levels. A five-fold cross-validation approach was 
conducted to test the generalizability of each model. Two key goodness-of-fit statistics (mean absolute error and mean squared 
error) and three secondary statistics were employed to choose the optimal models.
Results Participants had a mean ± standard deviation (SD) age of 49.0 ± 9.8 years. The mean ± SD health state utility scores 
were 0.828 ± 0.184 (EQ-5D-5L) and 0.646 ± 0.125 (SF-6D). Mapping performance was better when both the QLQ-C30 and 
QLQ-BR23 dimensions were considered rather than when either of these dimensions were used alone. The mapping func-
tions from the optimal direct mapping and indirect mapping approaches were reported.
Conclusions The algorithms reported in this paper enable EORTC QLQ-BR53 breast cancer data to be mapped into utilities 
predicted from the EQ-5D-5L and SF-6D. The algorithms allow for the calculation of quality-adjusted life years for use in 
breast cancer cost-effectiveness analyses studies.

Key Points for Decision Makers 

The goodness-of-fit performance of mapping onto the 
Short Form 6D (SF-6D) is significantly better than using 
the 5-level EQ-5D (EQ-5D-5L), thus the derived SF-6D 
utilities from mapping functions are more appriopriately 
for calculating quality-adjusted life year.

The response mapping used in this study can largely 
improve prediction accuracy, especially for SF-6D.

It should be noted that the best models were not able to 
predict negative EQ-5D-5L utility scores, hence they 
may not predict well for the poor health states.
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1 Introduction

Breast cancer is the most common and second deadliest can-
cer in women worldwide, and it is estimated that 1.4 million 
women a year receive a diagnosis of breast cancer [1, 2]. In 
2018, it was the most prevalent cancer and the fifth leading 
cause of cancer death in Chinese women [3]. The treatment 
for breast cancer patients resulted in a substantial financial 
burden on the Chinese health care system [4].

To prioritize health care resource allocation, health eco-
nomic evaluation, especially cost-utility analysis (CUA) 
has become a preferred method [5]. In CUA, effectiveness 
is measured by using quality-adjusted life years (QALYs), 
which are calculated by multiplying the life-years by the 
health state utility scores. The European Organization for 
Research and Treatment of Cancer Quality of Life Question-
naire (EORTC QLQ)-BR53 (which consists of QLQ-C30 
and QLQ-BR23) is one of the most widely used disease-
specific outcome measures in breast cancer studies [6–8]; 
however, it is not a preference-based instrument and cannot 
be used to calculate the QALYs.

Mapping (or ‘crosswalk’) provides a solution to predict 
health state utility scores from a non-preference-based qual-
ity of life instrument [9]. The predicted utility values can 
then be analyzed using standard methods for trial-based 
analyses, or summarized for each health state within an 
economic model [10, 11]. This method has successfully 
been used in predicting the 3-level EQ-5D utility using 
breast cancer patients [12, 13]. This study aimed to develop 
mapping algorithms from the QLQ-BR53 onto either the 
5-level EQ-5D (EQ-5D-5L) or the Short Form 6D (SF-6D) 
utility scores based on breast cancer patients in China. The 
output from this study will facilitate future CUAs in which 
either the QLQ-C30, QLQ-BR23, or 53-item QLQ-BR53 
is included.

2  Materials and Methods

2.1  Study Population

A total of 621 female inpatients with breast cancer were 
recruited from Qingdao Municipal Hospital in China 
between October 2014 and February 2015. The inclusion 
criteria were patients who had been diagnosed with breast 
cancer, aged 18 years and older, and provided written con-
sent to participate in the study before the interview. The 
exclusion criteria were patients who were unwilling to pro-
vide informed consent or could not understand the question-
naires, had breast cancer in combination with other seri-
ous diseases, or the patient was not yet 18 years of age at 
the time of the survey. Information on sociodemographic 

characteristics, clinical data, and health-related quality of 
life (HRQoL) was collected using two methods in a single 
visit: (1) face-to-face interview using an essential informa-
tion questionnaire as well as three standard instruments, 
i.e. QLQ-BR53, EQ-5D-5L and SF-36 (used to derive the 
SF-6D); and (2) using the medical records of patients for 
clinical information. Among 621 respondents, 14 patients 
who had missing values on key questions were excluded 
from the mapping analysis. For the remaining 607 patients, 
there were some missing values in four QLQ-BR53 domain 
scores. Informed consent was obtained from all participants 
before the completion of the instrument survey. Ethical 
approval (reference no. 20131002) was obtained from the 
Ethics Review Board of the School of Public Health, Shan-
dong University, and the research adhered to the tenets of 
the Declaration of Helsinki.

2.2  Instruments

2.2.1  QLQ‑BR53

The QLQ-BR53 consists of two instruments: (1) the QLQ-
C30, which contains 30 items and covers five functional 
scales, three symptom scales, a global health status/QOL 
scale, and six single items; and (2) the QLQ-BR23, which 
contains 23 items divided into five multi-item scales assess-
ing systemic therapy side effects, arm symptoms, breast 
symptoms, body image and sexual functioning, besides, 
three single items evaluating sexual enjoyment, hair loss and 
future perspectives [6]. The score for each subscale was cal-
culated by summing responses for all items in each subscale 
according to the official EORTC scoring manual [14]. The 
raw scores of the participants’ responses were then linearly 
transformed to a 0–100 scale, with a higher score indicating 
a better quality of life for the functioning and global health 
status, but a poorer quality of life for severe symptomatic 
problems. The QLQ-BR53 shows reasonable reliability, 
validity and responsiveness, and can be used to measure 
quality of life for Chinese patients with breast cancer [7].

2.2.2  EQ‑5D‑5L

The EQ-5D-5L is a common and validated instrument con-
sisting of five dimensions of health (mobility, self-care, 
usual activities, pain/discomfort, and anxiety/depression), 
which are characterized by five levels (no problems, slight 
problems, moderate problems, severe problems, and extreme 
problems) [15]. The EQ-5D-5L was scored using a Chinese-
specific tariff developed based on a time trade-off method. 
The Chinese tariff has a theoretical range of scores from 
− 0.149 to 1.0 [16].
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2.2.3  SF‑6D

The SF-6D was constructed from 11 items selected from the 
SF-36 [17]. The SF-6D is based on a six-dimensional health 
state classification that assesses physical functioning, role 
limitations, social functioning, bodily pain, mental health, 
and vitality. Each dimension of the SF-6D has 4–6 levels 
and can be used to describe 18,000 health states [18]. In the 
absence of the mainland China utility algorithm, the Hong 
Kong tariff was used for this study, and has a theoretical 
range of scores from 0.315 to 1.0 [19].

2.3  Statistical Analysis

2.3.1  Crosswalks

This study was conducted in accordance with the ‘MAp-
ping onto Preference-based measures reporting Standards’ 
(MAPS) checklist [20] (see Online Resource 1) and the 
International Society for Pharmacoeconomics and Outcomes 
Research (ISPOR) Good Practices for Outcome Research 
Task Force report on mapping to estimate health state utili-
ties [9], as well as a systematic review on mapping studies 
in the annual report of the National Institute for Health and 
Care Excellence (NICE) [21].

Patient characteristics were described using mean ± stand-
ard deviation (SD) or percentage in the sample. We tested 
for normality of variables using the Shapiro–Wilks test. The 
degree of conceptual overlap between the source and the 
target variables was examined using Spearman’s rank cor-
relation. Three model specifications were considered in this 
study. Considering the potential multicollinearity among 
the QLQ-BR53 items in the regression, the mapping func-
tions focused on the dimension scores of the QLQ-BR53. In 
Model 1, only dimensions from QLQ-C30 were considered, 
while in Model 2 only dimensions from QLQ-BR23 were 
considered, and, finally, in Model 3, all dimensions from 
QLQ-C30 and QLQ-BR23 were considered. One additional 
and commonly available demographic characteristic from 
other datasets, i.e. age, was also considered in the mapping 
functions. The potential non-linear effects from dimen-
sion scores can be captured by some econometric methods 
adopted and introduced below. A stepwise regression tech-
nique was used to help choose the final statistically signifi-
cant (i.e. p < 0.05) predictors.

Both direct and indirect (response) mapping analyses 
were conducted. In this study, six commonly used statistical 
methods were adopted for direct mapping and one method 
was used for indirect mapping [22]. It should be noted that 
when mapping onto the SF-6D utility, two censored models 
were not used since there was no censoring issue for the 
SF-6D utility.

1. The ordinary least square (OLS) model was used to esti-
mate the unknown parameters by minimizing the sum 
of squared errors from the data [23]. This is the most 
widely used method in mapping studies [24].

2. The Tobit model takes a better account of the censored 
nature of EQ-5D data, dealing with truncated data, and 

Table 1  Patient characteristics (N = 607)

Data are expressed as n (%) unless otherwise specified
SD standard deviation

Characteristics

Age (years) [mean (SD)] 49.0 ± 9.8
Registered residence
 Urban area 308 (50.7)
 Rural area 299 (49.3)

Marital status
 Married 538 (88.6)
 Single 27 (4.4)
 Divorced/widowed 42 (7.0)

Education level
 Primary school /illiteracy 199 (32.8)
 Junior middle school 128 (21.1)
 Senior high school/technical secondary school 131 (21.6)
 College degree and higher 149 (24.5)

Type of health insurance
 Out-of-pocket payments 24 (4)
 Medical insurance 583 (96)

Household income (10,000 yuan)
 < 3 160 (26.4)
 3–8 262 (43.2)
 9–15 153 (25.2)
 > 15 32 (5.2)

Disease course (months)
 < 13 189 (31.1)
 13–36 197 (32.5)
 37–60 112 (18.5)
 > 60 109 (17.9)

TNM stages
 0–I 174 (28.6)
 II 142 (23.4)
 III 218 (35.9)
 IV 73 (12.1)

Menopausal status
 Premenopausal 334 (55.0)
 Postmenopausal 273 (45.0)

Disease status classification
 Primary breast cancer within 1 year 156 (25.7)
 Recurrence of breast cancer within 1 year 65 (10.7)
 Primary breast cancer or recurrence for more than 

1 year
245 (40.4)

 Metastasis for more than 1 year 141 (23.2)
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can approximate for skewed data by setting the upper 
limit to 1 [25].

3. The censored least absolute deviation (CLAD) model 
is a censored model to estimate conditional medians, 
such that it is robust to distributional assumption and 
heteroscedasticity [26].

4. The generalized linear model (GLM) allows for the non-
normal distribution of dependent variables (e.g. left/
negatively skewed utility scores) [27]. In this study, the 
GLM was estimated using a Gaussian distribution with a 
log-link function, which was identified to produce better 
goodness-of-fit from different combinations of family 
and link functions.

5. The robust MM-estimator (MM) model is designed 
to deal with some limitations of traditional regression 
methods, including heteroscedasticity and the presence 
of outliers. It has been shown to have both a high break-
down point (i.e. the percentage of incorrect observa-
tions an estimator can handle before giving an incorrect 
result) and a high efficiency [28]. It was first introduced 
into the mapping literature by Chen and colleagues for 

both adolescent and adult samples, and was found to 
have good performance [29, 30].

6. The finite mixtures of beta regression model (BETA-
MIX) is a general version of the truncated inflated beta 
regression model for variables with truncated supports 
either at the top or bottom of the distribution [31]. The 
model is robust to skewness and can estimate both uni-
modal and bimodal utilities [32].

The choice of the above methods cover a wide range of 
potential challenges when deriving the mapping functions. 
For instance, the MM and CLAD are robust estimators that 
are less influenced by potential outliers in the dataset and 
they can cope with the potential heteroscedasticity [29]. 
The Tobit and CLAD models can cope with the censoring 
issue that a large proportion of health state utilities equal 
1 in the dataset [33]. The GLM and BETAMIX estima-
tors are usually handling the skewness distribution of the 
study data [34]. Although, theoretically, different estimators 
have their strengths and may be better suited for the study 
data, the empirical evidence is crucial for the justification 

Table 2  Descriptive statistics 
for health utility and HRQoL 
variables

HRQoL health-related quality of life, SD standard deviation, IQR interquartile range

Variable N Mean (SD) Median (IQR)

EQ-5D-5L 607 0.828 (0.184) 0.882 (0.734–1)
SF-6D 607 0.646 (0.125) 0.62 (0.537–0.774)
EORTC QLQ-C30
 Physical functioning (PF score) 607 75.464 (17.252) 80.000 (66.667–86.667)
 Role functioning (RF score) 607 77.375 (25.561) 83.333 (66.667–100.000)
 Emotional functioning (EF score) 607 74.218 (19.720) 75.000 (66.667–91.667)
 Cognitive functioning (CF score) 607 76.853 (19.485) 83.333 (66.667–83.333)
 Social functioning (SF score) 607 69.852 (24.596) 66.667 (66.667–100.000)
 Fatigue (FA score) 607 34.047 (18.057) 33.333 (22.222–44.444)
 Nausea and vomiting (NV score) 607 19.028 (21.472) 16.667 (0.000–33.333)
 Pain (PA score) 607 28.913 (19.835) 33.333 (16.667–33.333)
 Dyspnoea (DY score) 607 17.188 (22.233) 0.000 (0.000–33.333)
 Insomnia (SL score) 607 31.466 (24.377) 33.333 (0.000–33.333)
 Appetite loss (AP score) 607 24.108 (25.314) 33.333 (0.000–33.333)
 Constipation (CO score) 607 24.657 (26.357) 33.333 (0.000–33.333)
 Diarrhoea (DI score) 607 10.434 (18.886) 0.000 (0.000–33.333)
 Financial difficulties (FI score) 607 34.706 (28.659) 33.333 (0.000–33.333)
 Global health status (QL score) 607 53.817 (14.673) 50.000 (50.000–66.667)

QLQ-BR23
 Body image (BI score) 607 64.896 (25.008) 66.667 (50.000–75.000)
 Sexual functioning (SEF score) 604 88.963 (15.933) 100.000 (66.667–100.000)
 Sexual enjoyment (SEE score) 598 88.294 (19.593) 100.000 (66.667–100.000)
 Future perspective (FU score) 607 51.455 (31.425) 66.667 (33.333–66.667)
 Systemic therapy side effects (ST score) 606 24.745 (16.870) 23.810 (9.524–33.333)
 Breast symptoms (BS score) 607 17.147 (19.817) 8.333 (0.000–33.333)
 Arm symptoms (AS score) 607 20.245 (19.658) 22.222 (0.000–33.333)
 Upset by hair loss (HL score) 592 38.626 (30.261) 33.333 (33.333–66.667)
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of the optimal estimator in the mapping studies. Although 
its assumptions have been violated, the OLS still has better 
performance when compared with other advanced methods 
[10, 11].

For indirect mapping, the response levels of each dimen-
sion were firstly predicted, followed by using the country-
specific tariff to generate the overall utility score. Since the 
response level is an ordinal variable (e.g. no problems, slight 
problems, moderate problems, severe problems, and extreme 
problems), a multinomial or ordered logit model (OLOGIT) 
is commonly used [35]. Following on from Chen et al. [36], 
an OLOGIT [37] was adopted in this study and was followed 
by using the corresponding Chinese-specific algorithms to 
calculate the overall EQ-5D-5L/SF-6D utility scores.

2.3.2  Goodness‑of‑Fit Indicators

Predictive ability was mainly assessed based on the mean 
absolute error (MAE) and the mean squared error (MSE). 
Three additional indicators were also considered, including 

Lin’s concordance correlation coefficient (CCC), and the 
proportion of predicted utilities deviating from observed 
values by absolute error > 0.05 and > 0.1. With the exception 
of CCC (the higher the value, the better the performance), 
the lower the value, the better the mapping performance, 
as indicated by goodness-of-fit indicators. In cases where 
the prediction exceeds the theoretical range of the targeting 
utility (e.g. the predicted maximum utility is above 1.0), to 
mimic the real-life solution, those predictions were trun-
cated at the theoretical maximum and/or minimum utility 
scores before the goodness-of-fit statistics were calculated. 
The goodness-of-fit results without this adjustment can be 
found in Online Resource 1.

Two internal validation procedures were performed. In 
the first (Validation I), the whole sample was randomly 
divided into five groups. In each group, 80% of the sample 
was used to calculate the mapping algorithm and the remain-
ing 20% was used to predict the health state utility with the 
above mapping algorithm. These procedures were repeated 
five times, such that all groups were used as both predictors 

Table 3  Spearman rank correlations of QLQ-BR53 dimension scores with EQ-5D-5L and SF-6D utility values (N = 607)

All correlations are statistically significant at < 1%. For all measures, the highest value is the best possible outcome, and strong correlations 
(≥ 0.5) are highlighted in bold
MO mobility, SC self-care, UA usual activities, PD pain/discomfort, AD anxiety/depression, PH physical health, RL role limitation, SF social 
functioning, PA pain, MH mental health, VT vitality

QLQ-BR53 EQ-5D-5L SF-6D

MO SC UA PD AD Utility PH RL SF PA MH VT Utility

Physical functioning (PF score) 0.62 0.62 0.61 0.47 0.40 0.64 0.62 0.49 0.04 0.50 0.26 0.28 0.62
Role functioning (RF score) 0.56 0.60 0.58 0.49 0.39 0.61 0.58 0.51 0.15 0.52 0.22 0.32 0.63
Emotional functioning (EF score) 0.45 0.47 0.49 0.42 0.46 0.55 0.49 0.43 0.05 0.41 0.22 0.26 0.55
Cognitive functioning (CF score) 0.47 0.49 0.54 0.43 0.37 0.56 0.51 0.44 0.07 0.44 0.22 0.29 0.55
Social functioning (SF score) 0.41 0.45 0.46 0.41 0.36 0.49 0.44 0.39 0.22 0.43 0.19 0.34 0.52
Fatigue (FA score) 0.43 0.46 0.48 0.47 0.42 0.55 0.44 0.41 0.02 0.45 0.29 0.28 0.48
Nausea and vomiting (NV score) 0.48 0.48 0.49 0.38 0.31 0.50 0.45 0.39 0.01 0.37 0.11 0.26 0.49
Pain (PA score) 0.46 0.48 0.51 0.51 0.45 0.57 0.45 0.43 0.09 0.50 0.16 0.33 0.52
Dyspnoea (DY score) 0.47 0.45 0.50 0.36 0.34 0.51 0.41 0.38 0.03 0.35 0.20 0.18 0.43
Insomnia (SL score) 0.25 0.25 0.27 0.26 0.21 0.31 0.29 0.21 0.10 0.20 0.11 0.21 0.31
Appetite loss (AP score) 0.42 0.41 0.42 0.33 0.28 0.45 0.44 0.36 0.06 0.34 0.11 0.23 0.45
Constipation (CO score) 0.24 0.23 0.28 0.18 0.11 0.25 0.26 0.11 0.05 0.11 0.02 0.12 0.20
Diarrhoea (DI score) 0.38 0.37 0.35 0.21 0.17 0.34 0.38 0.25 0.09 0.19 0.11 0.18 0.36
Financial difficulties (FI score) 0.33 0.39 0.39 0.32 0.26 0.40 0.39 0.32 0.22 0.34 0.20 0.28 0.45
Global health status (QL score) 0.09 0.14 0.14 0.17 0.14 0.16 0.08 0.02 0.26 0.15 0.07 0.22 0.10
Body image (BI score) 0.37 0.35 0.37 0.37 0.39 0.44 0.29 0.38 0.06 0.33 0.19 0.22 0.39
Sexual functioning (SEF score) 0.28 0.25 0.25 0.15 0.11 0.25 0.36 0.25 0.01 0.17 0.03 0.12 0.34
Sexual enjoyment (SEE score) 0.28 0.25 0.27 0.13 0.14 0.27 0.33 0.21 0.07 0.13 0.02 0.10 0.29
Future perspective (FU score) 0.23 0.25 0.26 0.22 0.31 0.30 0.25 0.27 0.13 0.24 0.15 0.18 0.30
Systemic therapy side effects (ST score) 0.48 0.49 0.51 0.46 0.40 0.56 0.44 0.42 0.11 0.41 0.15 0.31 0.51
Breast symptoms (BS score) 0.47 0.52 0.50 0.42 0.41 0.55 0.51 0.48 0.02 0.42 0.24 0.27 0.56
Arm symptoms (AS score) 0.46 0.53 0.54 0.50 0.48 0.58 0.49 0.54 0.11 0.48 0.20 0.27 0.60
Upset by hair loss (HL score) 0.26 0.25 0.27 0.35 0.37 0.37 0.21 0.33 0.09 0.32 0.16 0.21 0.33
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Table 5  Goodness-of-fit results from the full sample (N = 607)

OLS ordinary least square, CLAD censored least absolute deviation, GLM generalized linear model, MM robust MM-estimator, BETAMIX the 
finite mixtures of beta regression model, OLOGIT ordered logit regression, MAE mean absolute error, MSE mean squared error, CCC  Lin’s con-
cordance correlation coefficient, AE > 0.05 and AE > 0.1 signify the proportion of predicted utilities deviating from observed values by absolute 
error > 0.05 and > 0.1, respectively
Best results among the three direct mapping methods are highlighted in bold
a The adjusted goodness-of-fit results by specifying the maximum predicted utility score to be 1
b The adjusted goodness-of-fit results by specifying the minimum predicted utility score to be 0.315

Models (1) Mean (2) Minimum (3) Maximum (4) MAE (5) MSE (6) CCC (7) AE > 0.05 (%) (8) AE > 0.1 (%)

Observed (EQ-5D-5L) 0.8278  − 0.3 1 – – – – –
Observed (SF-6D) 0.6459 0.315 0.962 – – – – –
Model 1
EQ-5D-5L
OLSa 0.8275 0.2140 1 0.0915 0.1830 0.687 59.14 34.10
Tobita 0.8544 0.1099 1 0.0994 0.1988 0.707 62.93 33.28
CLADa 0.8416 0.1927 1 0.0893 0.1787 0.693 58.48 32.29
GLMa 0.8279 0.3823 1 0.0924 0.1849 0.657 58.65 34.43
MMa 0.8555 0.3643 1 0.0927 0.1854 0.612 61.12 30.64
BETAMIX 0.8380  − 0.1576 0.9782 0.0993 0.1987 0.682 61.29 33.11
OLOGIT 0.8592  − 0.1620 1 0.0883 0.1766 0.703 58.81 35.75
SF-6D
OLSb 0.6460 0.3150 0.7692 0.0733 0.1467 0.675 65.90 26.03
GLM 0.6458 0.3372 0.7908 0.0702 0.1405 0.693 60.30 23.23
MMb 0.6495 0.3150 0.7834 0.0718 0.1436 0.689 62.60 23.89
BETAMIX 0.6476 0.3440 0.8124 0.0720 0.1440 0.690 64.42 25.04
OLOGIT 0.6623 0.3380 0.8340 0.0641 0.1283 0.717 40.53 24.38
Model 2
EQ-5D-5L
OLSa 0.8273 0.2854 1 0.0942 0.1884 0.613 60.79 32.45
Tobita 0.8558 0.1952 1 0.1053 0.2106 0.643 65.24 34.93
CLADa 0.8544 0.3149 1 0.0887 0.1773 0.600 49.75 30.31
GLMa 0.8271 0.4360 1 0.0939 0.1877 0.599 58.81 32.62
MMa 0.8620 0.3909 1 0.0908 0.1815 0.542 52.55 27.84
BETAMIX 0.8308  − 0.1466 0.9659 0.1002 0.2004 0.626 60.96 31.14
OLOGIT 0.8474  − 0.182 1 0.1075 0.2149 0.488 55.02 37.07
SF-6D
OLS 0.6459 0.3315 0.7618 0.0767 0.1533 0.618 65.90 27.68
GLM 0.6458 0.3785 0.7691 0.0747 0.1494 0.629 62.77 26.85
MMb 0.6485 0.3150 0.7807 0.0742 0.1485 0.646 57.17 28.50
BETAMIX 0.6462 0.3628 0.7768 0.0764 0.1529 0.620 63.76 28.34
OLOGIT 0.4937 0.3360 0.6290 0.1555 0.3110 0.191 86.00 59.14
Model 3
EQ-5D-5L
OLSa 0.8272 0.1688 1 0.0875 0.1750 0.713 57.00 32.13
Tobita 0.8527 0.1057 1 0.0984 0.1967 0.722 62.44 34.27
CLADa 0.8578 0.3065 1 0.0839 0.1679 0.657 51.57 27.51
GLMa 0.8272 0.3827 1 0.0885 0.1771 0.683 57.33 31.30
MMa 0.8636 0.3525 1 0.0869 0.1739 0.593 51.89 26.19
BETAMIX 0.8369  − 0.2082 0.9767 0.0966 0.1932 0.697 54.20 31.96
OLOGIT 0.8400  − 0.104 1 0.0990 0.1980 0.587 55.35 35.09
SF-6D
OLSb 0.6461 0.3150 0.7783 0.0675 0.1350 0.716 61.29 21.42
GLM 0.6458 0.3255 0.7998 0.0655 0.1310 0.731 56.51 21.09
MMb 0.6511 0.3150 0.7879 0.0666 0.1331 0.725 54.04 22.08
BETAMIX 0.6476 0.3425 0.8264 0.0677 0.1354 0.724 58.65 21.42
OLOGIT 0.6554 0.3360 0.8340 0.0610 0.1219 0.742 38.22 22.41
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and predicted samples. In the second internal validation pro-
cedure (Validation II), the random sample had a sample size 
of 300, which was generated from the full sample to validate 
the mapping functions. The final mapping algorithm was 
developed based on the optimal statistical methods identified 
from the validation exercises using the full data. All analyses 
were conducted in Stata version 14.0 (Stata Corp LLC, Col-
lege Station, TX, USA).

2.3.3  Model Comparisons

In this study, the five indicators mentioned above (MAE, 
MSE, CCC, AE > 0.05 and AE > 0.1) were used to evaluate 
the predictive accuracy of the models. The optimal econo-
metric method for each model specification was identified 
based on the number of times it has produced the best good-
ness-of-fit indicators in two types of validation processes 
(i.e. a total of ten indicators).

3  Results

3.1  Patient Characteristics

The sociodemographic and clinical characteristics of 607 
patients are presented in Table 1. The mean age of partici-
pants was 49.0 years (SD 9.8) and 32.8% were either illiter-
ate or completed only primary school education. The major-
ity (88.6%) of participants were married and 50.7% lived in 
the city. Approximately two-thirds (63.6%) of patients had 
breast cancer for a duration of up to 3 years; 48% were clas-
sified as TNM stage III and IV and approximately half (55%) 
had a premenopausal status.

3.2  Descriptive Statistics and Conceptual Overlap

Table 2 shows the descriptive statistics on the quality of 
life instruments. The mean utility score derived from the 
EQ-5D-5L was 0.828 (SD 0.184), and 0.646 (SD 0.125) for 
the SF-6D. Among all the 23 dimensions of QLQ-BR53, 
the mean score of the highest dimension (i.e. sexual func-
tioning) was 88.963 (SD 15.933), while the dimension with 
the lowest score was diarrhea at 10.434 (SD 18.886). The 
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Fig. 1  Scatter plot of observed versus predicted values for optimal direct mapping approaches. CLAD censored least absolute deviation model, 
GLM generalized linear model, MM robust MM-estimator



546 T. Liu et al.

overlap between QLQ-BR53 and the utility scales (EQ-
5D-5L and SF-6D) is presented in Table 3. Among the QLQ-
BR53 dimensions, most of the functioning dimensions (e.g. 
physical functioning and role functioning) and symptom 
dimensions (e.g. pain and arm symptoms) generally pro-
vided stronger (r ≥ 0.5) correlation with the subscales of EQ-
5D-5L and SF-6D. Compared with dimension scores, the 
utility scores generally provided a strong correlation (r ≥ 0.5, 
highlighted in bold) with most QLQ-BR53 subscales. All 
correlations were statistically significant (p < 0.01). 

3.3  Goodness‑of‑Fit of Mapping Functions

Tables 4 and 5 present a summary of goodness-of-fit statistic 
results for mapping onto the EQ-5D-5L and SF-6D, based on 
two validation analyses (i.e. a five-fold pooled validation and 
a random sample validation), as well as full-sample analy-
ses. It can be seen that the identified optimal econometric 
methods varied in three model specifications. 

When mapping onto the EQ-5D-5L, the Tobit model had 
the best performance across two types of the validation pro-
cess for Model 1. The indirect mapping via OLOGIT showed 
good performance, especially in the second validation 

process. In Models 2 and 3, the CLAD had the best map-
ping performance.

Regarding the full-sample results reported in Table 5, the 
CLAD estimates remain to show the best performance in 
Models 2 and 3. The performance for Model 1 was mixed, 
such that the Tobit model had the best performance based 
on the CCC, while the indirect mapping OLOGIT had the 
best performance on MAE and MSE. However, it should be 
noted that since no patients reported the fifth level of the 
anxiety/depression dimension in the EQ-5D-5L, the indirect 
mapping cannot predict this level. Based on the above con-
siderations, the Tobit model estimates are still chosen as the 
best mapping function onto the EQ-5D-5L for Model 1, and 
the CLAD model was chosen for Models 2 and 3. It should 
also be seen that regardless of the model specifications, all 
estimators tended to overestimate the lower limit of the EQ-
5D-5L utility score. Furthermore, among all estimators, the 
BETAMIX and OLOGIT models were able to predict nega-
tive EQ-5D-5L utility scores.

Regarding the performance of mapping onto the SF-6D, 
the indirect mapping based on OLOGIT had the best perfor-
mance for Models 1 and 3, while the MM-estimator had the 
best performance for Model 2, in the two validation analyses 
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Fig. 2  Scatter plot of observed versus predicted values for the indirect mapping approach. OLOGIT ordered logit regression
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(Table 4). For Models 1 and 3, except for OLOGIT, the 
GLM estimates had the best mapping performance among 
the direct mapping functions. Regarding the full-sample 
analyses, the above conclusion holds for all three models 
(Table 5).

Figure 1 shows the scatter plots of observed versus pre-
dicted EQ-5D-5L/SF-6D utilities from the optimal econo-
metric methods of each model specification, while Fig. 2 
shows the scatter plots of the indirect mapping results based 
on OLOGIT. The distributions of the prediction errors of 
direct mapping for the optimal methods of each model speci-
fication are shown in Fig. 3, while Fig. 4 shows the predicted 
error of indirect mapping results.

3.4  Optimal Mapping Functions

The selected dimension coefficients from the best direct 
mapping models are reported in Table 6, while the results 
of the indirect mapping models to predict each dimension 
are reported in Tables 7, 8, and 9. For OLOGIT regression 
reported in Tables 7, 8, and 9, it should be noted that the 
most severe levels of the anxiety/depression dimension in 
the EQ-5D-5L were not reported by patients in this study 

sample. Consequently, this level cannot be predicted accu-
rately based on the results in Tables 7, 8, and 9. Whenever 
the users have access to both the QLQ-C30 and QLQ-BR23, 
the mapping algorithms developed based on Model 3 will be 
preferred, whereas if the user has only included the QLQ-
C30 or QLQ-BR23 in the study, mapping algorithms devel-
oped from Models 1 or 2 could be used.   

To use the mapping functions, the first step is to rescale 
the raw dimension score onto the 0–1 scale (i.e. raw score 
divided by 100). Using Model 3 reported in Table 6, the pre-
dicted EQ-5D-5L and SF-6D utilities can be calculated as:

EQ-5D-5L utility = 0.6194 + 0.3175 ∗ PF

+ 0.1300 ∗ EF − 0.1177 ∗ PA − 0.3257 ∗ AS

SF-6D utility = exp (−1.0632 + 0.2712 × PF

+ 0.1608 × RF + 0.1302 × EF + 0.0739 × SF

+ 0.0461 × CO + 0.0862 × QL + 0.1492

×SEF − 0.0949 × BS − 0.1810 × AS)

0
5

10
15

20
25

Pe
rc

en
t

-.6 -.4 -.2 0 .2 .4 .6
Predicted error for EQ-5D

Model1 (Tobit)

0
5

10
15

20
25

Pe
rc

en
t

-.6 -.4 -.2 0 .2 .4 .6
Predicted error for EQ-5D

Model2 (CLAD)

0
5

10
15

20
25

Pe
rc

en
t

-.6 -.4 -.2 0 .2 .4 .6
Predicted error for EQ-5D

Model3 (CLAD)

0
5

10
15

Pe
rc

en
t

-.4 -.2 0 .2 .4
Predicted error for SF-6D

Model1 (GLM)

0
5

10
15

Pe
rc

en
t

-.4 -.2 0 .2 .4
Predicted error for SF-6D

Model2 (MM)

0
5

10
15

Pe
rc

en
t

-.4 -.2 0 .2 .4
Predicted error for SF-6D

Model3 (GLM)

Fig. 3  Predicted error distribution of the optimal direct mapping methods. CLAD censored least absolute deviation model, GLM generalized lin-
ear model, MM robust MM-estimator
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4  Discussion

Accurate measurement and valuation of HRQoL are an 
important component of economic evaluations of healthcare 
interventions targeted at breast cancer patients. The QLQ-
BR53, EQ-5D-5L and SF-6D have been demonstrated as 
valid instruments for the measurement of HRQoL in breast 
cancer patients; however, QLQ-BR53 is not currently pref-
erence-based. This study has developed mapping algorithms 
that can predict EQ-5D-5L and SF-6D utility scores from the 
QLQ-BR53 to conduct a CUA when the preference-based 
quality of life instrument is not included. To the best of our 
knowledge, this is the first mapping study based on the Chi-
nese version of the EORTC QLQ-BR53 for breast cancer 
patients. There is one existing mapping study that was also 
developed based on breast cancer patients in China, and this 
can be used to convert the FACT-B scale onto EQ-5D-5L 
[38]. Although both FACT-B and QLQ-BR53 are widely 
used in breast cancer patients, they are two different instru-
ments [39]. The new mapping algorithms reported in this 
study will further assist researchers to predict health state 
utility scores based on the breast cancer-specific quality of 
life instruments in China.

This study differs from previous literature in several ways. 
First, several mapping algorithms have been developed from 
the QLQ-C30 onto the EQ-5D-3L, but not yet onto the EQ-
5D-5L [13, 40, 41]. This study further extends to include 
mapping algorithms onto another widely used preference-
based instrument, the SF-6D. Without the existence of the 
tariff from Mainland China, the Hong Kong tariff, which has 
been widely used among Chinese populations, was adopted. 
Based on the reported indirect mapping functions, the results 
reported in this study can be used when the Chinese-specific 
tariff of Mainland China is available in the future. For the 
EQ-5D-5L and SF-6D studied here, mapping onto SF-6D 
tends to have a better performance than the EQ-5D-5L in 
general (based on lower predicted errors and higher CCC 
values).

Second, for breast cancer clinical trials, if two instru-
ments are included, the study found that using dimensions 
from both instruments can lead to a better prediction [13]. 
Comparing our study with the Korean study by Kim et al. 
[13], similar model specifications were used and some of 
the final predictors were the same, e.g. the physical func-
tioning dimension and the symptom dimensions of pain, 
dyspnea, systemic therapy side effects, and arm symptoms 
(all of which were statistically significant at the 0.05 level). 
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Fig. 4  Predicted error distribution of the indirect mapping approach. OLOGIT ordered logit regression



549Mapping the Chinese Version EORTC QLQ-BR53

To some extent, this similarity reflects a robust relationship 
between some QLQ-BR53 dimensions and EQ-5D utility. 
From the goodness-of-fit results, we can see that the map-
ping performance based on Model 3 was always better than 
Models 1 or 2; this finding suggests that in predicting health 
state utilities of breast cancer patients, the use of QLQ-BR53 
will lead to a better prediction accuracy than using either 
QLQ-C30 or QLQ-BR23 alone.

Third, previous mapping studies have only used the OLS 
method to derive a mapping algorithm in this context [13]. 

Although the OLS is a popular method, its prediction per-
formance may not be as good as other statistical methods. 
As demonstrated in this study, the OLS estimates have not 
been selected as the optimal algorithms. It should be noted 
that owing to the different versions of the EQ-5D instru-
ments (i.e. 3-level vs 5-level EQ-5D used in this paper), as 
well as the different country-specific tariffs used, it is also 
impossible to directly compare the mapping performance 
between this study and previous literature [13, 40]. On the 
other hand, similar to previous mapping studies, almost all 
mapping algorithms tend to overestimate the utilities for 
patients in poor health [42].

There are some limitations to this study. First, only breast 
cancer patients were used in the study, therefore it is unclear 
to what extent the mapping algorithms from QLQ-C30 onto 
EQ-5D-5L/SF-6D can be more widely used for other can-
cer patients. Second, although the predicted mean health 
state utility scores at the sample level are very close to the 
observed mean utility, as commonly reported in the litera-
ture, the mapping performance at the lower end of the utility 
distribution is not good. For example, among the economet-
ric methods used, only BETAMIX and OLOGIT can pre-
dict the negative EQ-5D-5L utility scores; however, based 
on a wide range of goodness-of-fit indicators, the overall 
mapping performance of these two methods may not be 
as good as other methods. Caution is therefore warranted 
when applying mapping algorithms to patients in poor health 
status. Third, the developed mapping algorithms should be 
externally validated. In particular, external validation using a 
longitudinal dataset will be helpful to explore to what extent 
the incremental utility can be accurately calculated based on 
the mapping algorithms.

Finally, mapping algorithms should serve as a second-
best solution to generate health utilities from the non-prefer-
ence-based, disease-specific quality of life instruments [23]. 
Recently, King et al. [43] developed a health state classifica-
tion system from the EORTC QLQ-C30, called the EORTC 
Quality of Life Utility Measure-Core 10 dimensions (QLU-
C10D). The responses to the QLQ-C30 can be converted 
into QLU-C10D utility scores for conducting cost-utility 
analyses. However, the QLU-C10D only contains informa-
tion from the QLQ-C30, and, as such, more breast cancer-
specific dimensions that are captured using the QLQ-BR23 
will be omitted.

5  Conclusions

This study reported mapping algorithms from the QLQ-C30 
and/or QLQ-BR23 onto EQ-5D-5L or SF-6D utilities based 
on breast cancer patients in China. Outputs from this study 
can be used in CUAs to prioritise health resources. Fur-
ther studies are warranted to externally validate mapping 

Table 6  Direct mapping equations from the QLQ-BR53 index to 
health state utilities

Standard errors are shown in parentheses and were significant at 5% 
[N = 607]
CLAD censored least absolute deviation, GLM generalized linear 
model, MM robust MM-estimator, PF physical functioning, RF role 
functioning, EF emotional functioning, SF social functioning, NV 
nausea and vomiting, PA pain, DY dyspnea, CO constipation, QL 
global health status, BI body image, SEF sexual functioning, ST sys-
temic therapy side effects, BS breast symptoms, AS arm symptoms

EQ-5D-5L SF-6D

Model 1 Tobit GLM
PF 0.3154 (0.0598) 0.3269 (0.0524)
RF 0.1167 (0.0418) 0.2316 (0.0356)
EF 0.1337 (0.0494) 0.1555 (0.0392)
SF 0.1053 (0.0360) 0.1129 (0.0292)
NV − 0.0782 (0.0373)
PA − 0.2187 (0.0485)
DY − 0.1045 (0.0391)
CO 0.0570 (0.0240)
Age 0.0312 (0.0145)
Constant 0.4011 (0.0591) − 1.0675 (0.0433)
Model 2 CLAD MM
BI 0.0925 (0.0263)
SEF 0.1458 (0.0270)
ST − 0.1867 (0.0363)
BS − 0.2147 (0.0535) − 0.0921 (0.0356)
AS − 0.3768 (0.0519) − 0.2664 (0.0432)
Constant 0.9075 (0.0263) 0.6352 (0.0275)
Model 3 CLAD GLM
PF 0.3175 (0.0633) 0.2712 (0.0509)
RF 0.1608 (0.0352)
EF 0.1300 (0.0331) 0.1302 (0.0371)
SF 0.0739 (0.0280)
PA − 0.1177 (0.0384)
CO 0.0461 (0.0222)
QL 0.0862 (0.0409)
SEF 0.1492 (0.0366)
BS − 0.0949 (0.0444)
AS − 0.3257 (0.0430) − 0.1810 (0.0434)
Constant 0.6194 (0.0538) − 1.0632 (0.0599)
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algorithms and explore the use of these mapping algorithms 
in other cancer patients.
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