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Abstract
Phase transformations in materials systems can be tracked using atomic force microscopy (AFM), enabling the examination 
of surface properties and macroscale morphologies. In situ measurements investigating phase transformations generate large 
datasets of time-lapse image sequences. The interpretation of the resulting image sequences, guided by domain-knowledge, 
requires manual image processing using handcrafted masks. This approach is time-consuming and restricts the number of 
images that can be processed. In this study, we developed an automated image processing pipeline which integrates image 
detection and segmentation methods. We examine five time-series AFM videos of various fluoroelastomer phase transforma-
tions. The number of image sequences per video ranges from a hundred to a thousand image sequences. The resulting image 
processing pipeline aims to automatically classify and analyze images to enable batch processing. Using this pipeline, the 
growth of each individual fluoroelastomer crystallite can be tracked through time. We incorporated statistical analysis into 
the pipeline to investigate trends in phase transformations between different fluoroelastomer batches. Understanding these 
phase transformations is crucial, as it can provide valuable insights into manufacturing processes, improve product quality, 
and possibly lead to the development of more advanced fluoroelastomer formulations.
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Introduction

Atomic force microscopy (AFM) has revolutionized the 
way we visualize and understand the nano-world. It pro-
vides high-resolution, three-dimensional images of sur-
faces at the atomic level [1], making it an invaluable tool 
in materials science [2]. By offering scientists the ability 
to investigate surface topography, AFM has opened up 
new horizons in the study of surface science and nano-
technology. However, the rich information encapsulated in 
AFM images is not always straightforward to interpret and 
requires substantial domain knowledge and expertise [3].

AFM has been used in studying fluoroelastomers 
[4, 5], high-performance polymers characterized by 
wear resistance, corrosion resistance, high-temperature 
resilience, and excellent air tightness [6]. These materials 
have their properties and performance intrinsically tied to 
their nanoscale, specifically crystallinity [7].

AFM image analysis poses several challenges. The 
labor-intensive nature, coupled with a significant need for 
labeled training data when object detection algorithms are 
used [8], demands substantial expertise. This dependence 
often results in less accurate and inconsistent findings 
due to human errors and biases, compromising large-
scale analysis reliability [9]. Adding to this complexity, 
traditional image segmentation tools, including the likes 
of Gwyddion, struggle with noise, irregular shapes, 
and manual intervention. They are time-consuming 
for extensive sample processing and often fall short in 
handling complex images and sample variations [10], 
further limiting their adaptability and efficiency in 
comprehensive analysis.

To address these challenges, we propose VizFCD 
(Visualization of Fluoroelastomer Crystallite Detection), 
an end-to-end image processing pipeline that focuses on 
analyzing the phase transformations of image sequences. 
We demonstrate this for fluoroelastomer AFM image 
sequences in the form of videos. VizFCD requires only 
a few annotated data and raw AFM images as inputs. It 
uses a combination of object detection and segmentation 
algorithms and applies data augmentation techniques to 
improve model performance, even with limited labels [11].

With the advent of computer vision technologies, 
the analysis of AFM images has seen significant 
improvements [12, 13]. Algorithms such as YOLO (You 
Only Look Once) for object detection [14] and DeepLab 
for image segmentation [15] can automate the detection 
and segmentation of fluoroelastomer grains, making the 
process more efficient, accurate, and consistent. These 
methods have proven to be successful in identifying 
complex patterns and structures in images, thereby 
overcoming some of the limitations of manual analysis. 

However, these methods still require a considerable 
amount of labeled training data, which is often challenging 
to obtain for scientific use.

VizFCD reduces the manual effort and time required for 
labeling and detection and provides automatic analysis of 
the results. By adopting data augmentation that integrates 
object detection and segmentation, it enables a few-shot 
learning-based detection [16] that can mitigate human biases 
in manual analysis. Moreover, it enhances the scalability of 
the analysis, enabling researchers to process and analyze 
larger datasets more efficiently.

VizFCD demonstrates how the combination of 
advanced imaging techniques with deep learning [17] can 
revolutionize the analysis of materials science problems. 
By providing an automated and streamlined approach to 
analyze the crystallization behavior of fluoroelastomer, it 
offers important insights for the design and development 
of high-performance materials. This work exemplifies 
how deep learning and AI can be leveraged to enhance our 
understanding of materials at the nanoscale and help drive 
advancements in materials science.

Experimental and Analytical Details

FK-800 is a polymer composed of 75% chlorotrifluoroethylene  
(CTFE) and 25% vinylidene fluoride (VDF) [18–20]. When 
FK-800 is aged at temperatures ranging from 35 to 90◦ C, 
it forms polychlorotrifluoroethylene (PCTFE) crystals [21].

This aging process is a crucial aspect to consider when 
analyzing fluoroelastomer phase transformation, as it 
significantly affects mechanical properties [22].

To prepare FK-800 for AFM analysis, the powdered sam-
ple was dissolved in ethyl acetate and spin-coated onto a sili-
con wafer. The aging process was induced by controlling the 
environmental temperature. Similarly, Kel-F, another fluoroe-
lastomer, was prepared following the same method [23].

In our study, we used AFM to obtain height, phase, ampli-
tude, and Z-sensor images for both Kel-F and FK-800 sam-
ples using a scanning density of 512 lines/frame, as shown 
in Fig. 1.

To analyze AFM images and identify unique features, we 
started by visually examining the images to identify distinct 
crystallization behaviors. We were able to differentiate two 
types of crystallization behaviors: spherulitic or isotropic 
growth [24], and lamellar or biaxial growth [25], as shown in 
Fig. 2. Once we had identified these two classes of behaviors, 
we manually trained our classifiers using the AFM images 
to obtain the necessary training data. The training data were 
then used for fast feature detection to classify new images into 
one of the two identified classes. By using this approach, we 
were able to automate the identification of the different types 
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of crystallites in new samples, significantly reducing the time 
and effort required for the analysis.

Data Ingestion and Pre‑processing

Our pipeline starts with data ingestion so the raw datasets 
can be accessed and analyzed directly in our compute cluster. 
This step consists of data cleaning, data organization, and 
creating associations among the datasets and their respec-
tive metadata. In order to establish these associations, proper 
mapping allows for querying of our data using CRADLE and 
HBase [26], ensuring efficiency and fast output. The added 
benefit of centralizing our operations is that it allows us to 
fully script our workflow, establish encryption using RED-
cap [27] for added security, and easily add back the outputs 
from our analysis or deep learning models into our central-
ized environment so that we can create new associations. 
We first inspect that datasets that correspond to experiments. 
Raw files, metadata, and parameter files are ingested. Macros, 
processed files pertaining to specific software formats, and 
.txt files that do not pertain to the samples are not ingested.

The AFM movies consist of processed AFM image 
sequences that are stitched into a movie (as either .avi/.
mov). There are five movie files with a cumulative file size 
of  900 MB. Table 1 shows that the combined file size of the 
raw files total ∼ 82 GB.

MDS3 − VizFCD Pipeline

Objective

The goal of the MDS3 (Materials Data Science for

Stockpile Stewardship) − VizFCD Pipeline is to extract 
f luoroelastomer crystallites from raw AFM images, 
obtain their classification and location information, and 
automatically estimate their growth kinetics based on the 
detection results. First, the pipeline employs advanced object 
algorithm:YOLO [14], to process the raw images, thus 
obtaining accurate information about the fluoroelastomer’s 
classification and location. Second, the pipeline integrates 
an image segmentation algorithm:DeepLab [15] to provide 
accurate crystallites area. The segmented images are then 
annotated and used as training data to improve the object 
detection model, enabling image retrieval functionality. 
As the third step, the pipeline analyzes the growth of 
fluoroelastomer over time, using the obtained position 
information and area information provided by the results 
of object detection and image segmentation, respectively.

Pipeline Framework

The MDS3 − VizFCD Pipeline effectively accomplishes its 
objectives by incorporating and modularizing object detec-
tion, image segmentation, data augmentation, and statistical 
analysis. The entire pipeline is composed of four intercon-
nected modules, as illustrated in Fig. 3. Users provide AFM 

Fig. 1   Two fluoroelastomer 
samples: Kel-F and FK-800 
aging through time

Fig. 2   Two types of crystallization behaviors observed in the AFM 
images: spherulitic or isotropic growth, and lamellar or biaxial 
growth

Table 1   Detailed information 
on the atomic force 
microscopy (AFM) raw data of 
fluoroelastomer

Data set Meas. Tech # of Meas File Ext # of Files Cum. size

Fluoroelastomer films AFM 10 .avi/.mov 5 903.2 MB
Fluoroelastomer raw files AFM 16 .ibw 400–30,000 .tifs 81.5 GB
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raw images and a small set of annotated data to Module 
1: Object Detection Module. The resulting fluoroelasto-
mer detection output from Module 1 serves as the input for 
Module 2: Image Segmentation Module. Subsequently, 
the fluoroelastomer segmentation output from Module 2 is 
sent into Module 3: Data Augmentation Module. Mod-
ule 3 produces augmented annotated images, which are then 
used as training data for Module 1 to improve the detection 
accuracy. Furthermore, Modules 1 and 2 generate fluoroelas-
tomer classification and area information, which are used as 
inputs for Module 4: Fluoroelastomer Crystallite Analysis 
Module. Ultimately, Module 4 provides an output detailing 
the kinetics estimation relationship between fluoroelastomer 
crystallites area and time.

Modules

Module 1: Object Detection Module

In the Object Detection Module, we applied YOLO (You 
Only Look Once) [14], a real-time object detection 
algorithm that can identify both the category and position 

of objects within an image through a single glance. This 
module processes the AFM raw data, which are used as 
input after data ingestion.

In contrast to the typical region-based models, YOLO 
adopts a completely different approach to object detection. 
It divides the input image into a S × S grid, and each grid 
cell predicts a fixed number of bounding boxes along with 
the class probabilities. Each bounding box is represented 
by five predictions: the x , y coordinates, the width, the 
height, and a confidence score. The confidence score 
reflects the likelihood of containing an object and the 
accuracy of the bounding box.

Each grid cell also predicts a class probability 
distribution over the potential classes. The final prediction 
is obtained by multiplying the confidence scores with the 
class probability distributions. This process results in each 
bounding box being assigned to a specific class with a 
certain probability.

This unique approach allows YOLO to predict multi-
ple objects in different locations of the image in one for-
ward pass, making it exceptionally efficient and suitable 

Fig. 3   The framework of MDS3 − VizFCD . Module 1: Object Detection Module, Module 2: Image Segmentation Module, Module 3: Data Aug-
mentation Module, and Module 4: Fluoroelastomer Crystallite Analysis Module
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for real-time applications, with a substantial gain in speed 
compared to traditional region-based models [28].

We extended our analysis by incorporating YOLOv3 
into our study [29]. This version of YOLO significantly 
improved upon the previous iterations by using three 
different scales of feature maps for predictions, allowing 
for enhanced object detection at varying sizes. It employed 
a new deep neural network structure known as Darknet-53, 
which expands the depth and width of the network, thereby 
optimizing the model’s performance. Although YOLOv3 
demonstrated substantial improvement in terms of 
computational resource utilization and speed, it left room 
for enhancement in predictive accuracy.

By integrating YOLOv4 into this module, we achieved 
enhanced performance in both accuracy and speed of object 
detection compared to previous versions of YOLO. The 
upgraded module benefits from utilizing advanced tech-
niques such as CSPNDarknet53, SPP, PAN, and the Mish 
activation function. CSPNDarknet53 is a new backbone 
architecture that improves feature reuse and reduces com-
putation by introducing a Cross-Stage Partial Network 
(CSP) [30] module. This architecture allows for commu-
nication between different stages of the network, enabling 
the reuse of features and reducing the overall number of 
computations required. This leads to faster processing and 
improved accuracy. Spatial Pyramid Pooling (SPP) [31] 
enables the network to capture features at multiple scales, 
which is particularly useful for object detection tasks where 
objects can vary greatly in size. Path Aggregation Network 
(PAN) [32] aggregates features across different levels of 
the network, improving detection accuracy. Mish activation 
function [33] is a novel activation function that outper-
forms traditional functions like ReLU. Overall, the integra-
tion of these advanced techniques into YOLOv4 makes it 
a powerful tool for object detection tasks that require high 
accuracy and fast processing speeds.

We also investigated the cutting-edge YOLOv7 for 
object detection [34]. This latest addition to the YOLO 
family delivers a substantial leap in real-time object detec-
tion accuracy without increasing inference costs. YOLOv7 
substantially reduces parameters by approximately 40% 
and computation by 50%, compared to other state-of-the-
art real-time object detectors. It offers a faster, more potent 
network architecture, leading to higher detection accuracy 
and quicker inference speeds.

YOLOv7 introduces significant architectural changes, 
including the Extended Efficient Layer Aggregation 
Network (E-ELAN), model scaling for concatenation-
based models, trainable bag of freebies, planned 
re-parameterized convolution, and coarse for auxiliary and 
fine for lead loss. These enhancements offer more effective 
feature integration, more robust loss functions, and 
increased label assignment and model training efficiency. 

As a result, YOLOv7 requires significantly less computing 
hardware compared to other YOLO versions. It can also 
be trained more rapidly on small datasets without any pre-
trained weights.

Overall, the incorporation of YOLOv3, YOLOv4, and 
YOLOv7 into our object detection module has not only 
allowed us to compare and contrast their performance, but 
also to harness their unique strengths for our specific needs. 
We integrated the YOLO family into a built-in library for 
the object detection module of our general framework. 
As a result, we optimized both the accuracy and speed of 
object detection, enabling more efficient processing of AFM 
datasets with limited labeled data.

Module 2: Image Segmentation Module

In this module, we conducted image segmentation on 
AFM time-series images of fluoroelastomer thin-films, 
using results from Module 1 to accurately segment their 
areas. Notably, the segmentation analysis yields geometric 
features like borders, distances, geometric centers, angles, 
radii, and more. These features are essential, as they 
offer valuable image characteristics closely related to the 
detected crystallite objects, enhancing our downstream 
data-driven analysis. DeepLab [15] is a popular image 
segmentation architecture that has achieved state-of-the-art 
results on several benchmark datasets. It is based on the 
Fully Convolutional Network (FCN) architecture [35] and 
utilizes atrous convolution [36], or dilated convolution [37], 
to effectively capture multi-scale contextual information. 
DeepLab also includes a novel feature called the Atrous 
Spatial Pyramid Pooling (ASPP) module, which allows the 
network to capture features at multiple scales using different 
dilation rates. This enables the network to accurately 
segment objects of different sizes in the image. Another 
important feature of DeepLab is the use of the global 
pooling layer, which aggregates information from the entire 
feature map and produces a fixed-size representation of 
the image. This helps to ensure that the network is able to 
capture global contextual information, which is particularly 
important for accurately segmenting objects in complex 
scenes. Overall, DeepLab is a powerful image segmentation 
architecture that has achieved state-of-the-art results on 
several benchmark datasets. It uses of atrous convolution 
and the ASPP module, as well as its incorporation of global 
contextual information the architecture, make it well-suited 
for our specific segmentation module tasks on isolated 
fluoroelastomer.

Module 3: Data Augmentation Module

The lacking of annotated training examples have 
been another challenge. In response, we perform data 
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augmentation [11] to generate synthetic training images 
that simulates the real distribution of the given ones, to 
improve the generality and accuracy of our detection 
framework. In the Data Augmentation Module, we built 
on the output from Module 2’s image segmentation and 
emulated the output format of image annotation tools 
to produce annotated data that are similar to generated 
by the tools, thereby achieving data augmentation. The 
primary objective was to increase the number of images 
in our training set, consequently enhancing the accuracy 
of object detection.

We have selected LabelMe [38] as our preferred labeling 
tool. LabelMe is a graphical image annotation tool that can 
label images using polygons, rectangles, circles, polylines, 
line segments, and points. It generates training datasets in 
JSON format, which, after proper formatting, can be fed 
into our object detection algorithm as training data.

Module 3 took the segmented object output from Mod-
ule 2 and processed it further to achieve data augmenta-
tion, as shown in Fig. 4. Utilizing the pixels drawn by 
Module 2, Module 3 extracted a mask for each fluoroe-
lastomer crystallite, effectively isolating and defining the 
boundaries of the mask. The process involved the follow-
ing steps: 

1.	 For each fluoroelastomer crystallite in Module 2’s 
segmentation result, Module 3 identified its boundary 
coordinates by analyzing the changes in pixel intensity 
or color.

2.	 Once the boundary coordinates were determined, 
Module 3 connected them, creating a well-defined shape 
that accurately represents the original fluoroelastomer.

3.	 Module 3 then generated a label for the fluoroelasto-
mer, which contained information such as the type of 
fluoroelastomer (defined by Module 1), and any addi-
tional attributes or properties.

4.	 Afterward, Module 3 mimicked the JSON format output 
by script, combining the labels and the boundary coordi-
nates to create annotated data for each fluoroelastomer.

5.	 Finally, Module 3 combined the annotated data for all 
the fluoroelastomer in the image to generate a compre-
hensive JSON format dataset, ready to be used as train-
ing data for the object detection algorithm.

Through data augmentation, we effectively increased 
the diversity and quantity of the training dataset, which 
are essential for reducing overfitting and improving the 
model’s generalization capabilities. By focusing on the 
best-performing segmentation results for spherulitic 
growth fluoroelastomer crystallites, we were able to create 
an enriched, high-quality training dataset. This, in turn, 
contributed to the overall performance and robustness of our 
object detection model when encountering new, unobserved 
data.

Module 4: Fluoroelastomer Crystallite Analysis Module

In this module, we complete the end-to-end framework by 
linking the few-shot detection modules to Fluoroelastomer 
Crystallite analysis. Since the AFM image under study is a 
time-series, object detection can only address detection in a 
single frame and is incapable of tracking the fluoroelastomer 
crystallite through temporal changes. In order to study the 
behavior of a single fluoroelastomer crystallite over time, 
we need to use Module 4 for fluoroelastomer crystallite 
tracking.

Through the object detection algorithm of Module 1, we 
can obtain the classification of fluoroelastomer crystallite 
and its location information. Module 1 generates a bounding 
box for each detected fluoroelastomer crystallite, from which 
we calculate the geometry of the center of each bounding 
box. At different time points, we use the DBSCAN algorithm 
to cluster all detected fluoroelastomer crystallites according 
to their geometric centers. We then assign all fluoroelasto-
mer crystallites classified into the same group as identical 
fluoroelastomer crystallites across different time periods for 
behavioral studies.

Density-Based Spatial Clustering of Applications 
with Noise (DBSCAN) is a density-based clustering 

Fig. 4   Workflow for Module 3: 
Data Augmentation. The pro-
cess begins with utilizing results 
from the Object Detection and 
Image Segmentation Modules. 
Each fluoroelastomer crystallite 
is then isolated using extracted 
masks, which precisely define 
their boundaries. This aug-
mentation subsequently aids in 
retraining the Object Detection 
Module
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algorithm that we used in our experiment to analyze the 
fluoroelastomer crystallites [39, 40]. DBSCAN clustering 
groups samples based on the maximum density obtained 
from their density reachability relationship. The first step 
in our approach was the object detection in Module 1, 
which provided classification and location information for 
each fluoroelastomer crystallite. This process generated 
a bounding box for each detected crystallite, from which 
we calculated the geometric center. We then employed 
DBSCAN to cluster all detected fluoroelastomer crystal-
lites according to their geometric centers across different 
time periods. Each cluster, composed of crystallites that 
shared the same group classification, was considered to be 
identical for behavioral studies. This approach leveraged 
the unique capability of DBSCAN to group data samples 
based on their density, providing us with a powerful tool 
for tracking the behavior of specific fluoroelastomer crys-
tallites over time.

After obtaining identical fluoroelastomer crystallite 
clusters at different time intervals, we used the area of the 
fluoroelastomer crystallite obtained by Module 3 to estimate 
the kinetic change in a single fluoroelastomer crystallite over 
time. This is a regression problem. By combining the data 
from Module 1 and Module 2, we fit the Avrami equation to 
infer the kinetic growth trend of fluoroelastomer crystallites 
using the rate constant, k.

The Avrami equation [41] is a widely used model to 
describe the kinetics [42] of phase transformations. The 
equation describes the fraction of transformed material as a 
function of time.

where X is the fraction of transformed material, k is the rate 
constant, t is time, and n is the Avrami exponent. The rate 
constant k, is related to the rate of nucleation and growth 
of the new phase. A higher value of k indicates a faster 
transformation rate. The Avrami exponent n is a measure 
of the growth mechanism of the new phase. A value of 
n = 1 corresponds to one-dimensional growth, n = 2 to 
two-dimensional growth, and n = 3 to three-dimensional 
growth.

We chose the Avrami equation in this study because it 
provides a suitable mathematical model to describe the 
growth of fluoroelastomer crystallites. Its ability to account 
for both the nucleation and growth rates allowed us to 
effectively analyze and predict the transformation process 
over time. In our case, we used n = 2 to represent spherical 
growth since crystallites are 50 nm thick and microns later-
ally so most of the growth can be approximated as a two-
dimensional growth. By fitting the Avrami equation to our 
data, we estimated the rate constant, k, for each crystallite, 

y = 1 − exp(−k ∗ tn)

which helps us to better understand and predict the growth 
trends of fluoroelastomer crystallites.

Evaluation Metrics

In our experiment, we introduced several evaluation methods 
to evaluate the performance of data augmentation module. 
mAP (mean average precision) is commonly used to 
measure the performance of object detection algorithms. It 
is calculated by calculating the average precision (AP) of 
each category in the detection results of multiple categories, 
and then calculating the AP of all categories. The average of 
these AP values gives us the mAP value [43].

We also used recall [44] to evaluate our data 
augmentation module performance. It is defined as the ratio 
of true positives (TP) to the sum of true positives and false 
negatives (FN). The formula for Recall is as follows:

The Recall value ranges from 0 to 1, where a higher value 
indicates a better ability of the model to capture the positive 
instances accurately.

F1-score is a metric that combines precision and recall 
into a single value, providing an overall measure of the 
model’s performance. It is the harmonic mean of precision 
and recall and helps assess the balance between them. The 
formula for F1-score is given by:

A higher F1-score indicates a better trade-off between 
precision and recall, reflecting a more accurate and 
comprehensive object detection performance.

mIOU (Mean Intersection over Union) is a widely 
used evaluation metric in image segmentation tasks. It 
measures the average Intersection over Union (IOU) [45] 
for each class, providing an overall assessment of the 
Image Segmentation Module’s accuracy. IOU measures the 
overlap between the predicted segmentation and the ground 
truth label for each class. It is calculated as the ratio of the 
intersection area to the union area between the prediction 
and the ground truth. The IOU values range from 0 to 1, 
where a higher value indicates a better alignment between 
the predicted and ground truth segmentations.

It should be noted that in object detection tasks, mAP 
[14] is generally considered to be a more reliable model 
performance indicator because it directly reflects the 
accuracy of the model and its ability to balance precision 
and recall. In image segmentation tasks, mIOU is considered 
as a performance indicator.

Recall =
TP

TP + FN

F1 − score = 2 ∗
Precision ∗ Recall

Precision + Recall
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Dataset Splitting and Augmentation Strategy

In order to investigate the impact of the Data Augmentation 
Module on the Object Detection Module, a systematic and 
comprehensive approach was employed. Given a initial 
dataset consisting of 60 annotated images of size 512x512 
pixels from five AFM movies, a thoughtful approach 
was adopted to assess the model’s performance under 
various levels of data augmentation, while ensuring the 
comparability and reliability of the results across different 
experiments. To this end, a consistent split of 60

To thoroughly examine the impact of data augmentation, 
different levels of augmentations were applied, specifically 
adding 0, 30, 60, 100, and 150 augmented images from Data 
Augmentation Module to the training set. It is crucial to note 
that these augmentations were exclusively applied to the 
training data, leaving the validation and test sets unaltered 
to preserve the integrity of the evaluation process.

This strategy, ensuring uniformity in dataset partitioning 
and augmentation application, established a controlled 
experimental setting. It allowed for an unbiased comparison 
of the model’s adaptability, robustness, and performance 
under different degrees of data diversity introduced 
through augmentations. By maintaining the same images 
for validation and testing across all levels of augmentation, 
we were able to accurately isolate and assess the impact 
of data augmentation on the model’s learning efficacy and 
generalization capabilities.

Results

Evaluation of Object Detection Module

Model Performance

In our experiments, we carried out a comparative analysis 
of the impact of data augmentation on Module 1: Object 
Detection. We evaluated three different versions of YOLO 
(YOLOv3, YOLOv4, YOLOv7) in conjunction with various 
levels of data augmentation. Initially, our model was trained 
using a relatively small dataset of 20 annotated images. To 
study the effect of data augmentation, we enhanced the 
original dataset by applying 30, 60, 100, and 150 image 
augmentations, respectively. Then, we compared their 
loss and Mean Average Precision (mAP) values during the 
training phase.

Our findings, which include the mAP, F1-Score and train-
ing loss with different data augmentation for each YOLO 
model, are presented in Figs. 5 and 6. The insights gained 
from this analysis offer a valuable understanding of the rela-
tionship between different versions of YOLO and varying 
levels of data augmentation.

Case Study of Object Detection Module

Figure 7a–d showcases the performance of the object detec-
tion output of Module 2 after integrating data augmentation 
from Module 3 into its training data, exhibiting object detec-
tion results on various AFM images. We generated bound-
ing boxes of two colors to differentiate between crystallites 
with two distinct growth trends. The pink bounding box rep-
resents crystallization behavior in spherulitic or isotropic 
growth, while the green bounding box indicates crystalliza-
tion behavior in lamellar or biaxial growth.

Evaluation of Image Segmentation Module

To ensure the accuracy and reliability of the segmentation 
results from Module 2, the performance of the DeepLab 
algorithm in segmenting crystallization behaviors exhibiting 
spherulitic or isotropic growth was assessed by specialists 
in this domain.

DeepLab generated a trained model weight file. We used 
OpenCV [46] to analyze the file and draw red pixels on the 
segmented spherulites.

These red pixels correspond to the segments determined 
by DeepLab, which were then converted into physical 
distances and areas. By plotting these areas over time, 
we were able to observe and analyze the crystallization 
behavior, as shown in Fig. 8. We also compared different 
versions of the Object Detection Module with the Image 
Segmentation Module. The comparison between different 
versions of the Object Detection Module with the Image 
Segmentation Module and Gwyddion ground truth areas are 
shown in Fig. 9.

Overall, our study demonstrates that the Module 3: Image 
Segmentation Module’s algorithm is a feasible and effective 
tool for image segmentation of spherulitic structures, and 
these segmented images can be used as the input of Module 
3: Data Augmentation’s Input.

Fluoroelastomer Crystallite Clustering

To track the same fluoroelastomer crystallites in differ-
ent AFM images over time, we utilized Fluoroelastomer 
Crystallite Clustering in Module 4 to cluster the geometric 
center information of the bounding box provided by YOLO 
results. We assigned an ID to each AFM batch based on 
the clustering results obtained from DBSCAN. We applied 
this method to various AFM batches to evaluate the cluster-
ing results. To validate the clusters obtained, we engaged 
domain experts who visually inspected the results. Their 
assessments were based on their extensive experience 
and familiarity with the appearance and characteristics of 
fluoroelastomer crystallites in AFM images. The results 
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were visually inspected and deemed feasible by domain 
experts, as illustrated in Fig. 10a and b.

Growth of Crystallite through Time Sequence AFM 
Images and Kinetics Analysis

Using the area information we derived from Module 3 
for each fluoroelastomer crystallite, we generated plots 
using the seconds obtained from the metadata for each 
AFM image.

We then created a model to fit our data, using the 
Avrami equation for model regression fitting [47]. We uti-
lized the cluster outputs from Fluoroelastomer Crystallite 
Clustering. Each crystallite was then assigned a specific 
ID for the purpose of tracking. After assigning IDs for all 
fluoroelastomer crystallites in a set of AFM images, we fit 

the model to find the relationship between time and crys-
talline area. The parameters corresponding to kinetics for 
each crystallite in AFM batch G are represented in Fig. 11, 
while the results of the kinetics for each AFM videos are 
summarized in Table 2. The table presents a summary of 
the rate kinetics of crystallite growth in different batches 
of fluoroelastomer. It includes information about each sam-
ple batch, the number of frames analyzed, the number of 
crystallites detected, and various rate constants such as the 
average rate constant ( ̄k ), harmonic mean rate constant ( ̃k ), 
standard deviation of rate constants ( �k ), maximum rate 
constant ( kmax ), and minimum rate constant ( kmin ). This 
data offers insights into the growth of crystallites within 
various fluoroelastomer batches.

Fig. 5   Comparison of perfor-
mance metrics for different 
YOLO versions across varying 
numbers of data augmenta-
tion images on test set. a mean 
Average Precision (mAP) 
indicates the accuracy of the 
object detection across different 
versions. b F-1 score shows the 
balance between precision and 
recall, with YOLOv7 gener-
ally leading in most cases. The 
results consistently indicate the 
performance improvement of 
YOLOv7 over YOLOv3 and 
YOLOv4, especially as the 
number of augmentation images 
increases
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Fig. 6   Training loss across 
iterations for various models 
and data augmentation levels. 
The plot illustrates the evolution 
of the training loss over itera-
tions for three object detection 
models: YOLOv3, YOLOv4, 
and YOLOv7, each subjected 
to different data augmentation 
levels (0, 30, 60, 100, and 150). 
Each line represents a unique 
combination of model type and 
data augmentation level, with 
15 distinct color-coded lines 
in total

Fig. 7   Results of YOLO detection for Kel-F and FK-800. The pink 
bounding box represents crystallization behaviors in spherulitic or 
isotropic growth, while the green bounding box indicates crystalliza-

tion behaviors in lamellar or biaxial growth. YOLO object detection 
result for a FK-800 lot:G-mixed b FK-800 lot:G c FK-800 lot:H d 
FK-800 lot:Q

Fig. 8   In this figure, subfigures a, b and c present a side-by-side com-
parison of original fluoroelastomer images from the Object Detection 
Module (Original)output with their corresponding processed results 

using the DeepLab Image Segmentation Module(DeepLab). The 
juxtaposition highlights the enhancements and segmentation by the 
Image Segmentation Module processing in AFM images
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Discussion

In this study, we designed a comprehensive end-to-end 
image processing pipeline, named MDS3 − VizFCD , spe-
cifically geared toward the analysis of fluoroelastomer 
time-series AFM images. Our pipeline is designed to 
identify, classify, segment, and track the crystallization 

behavior of fluoroelastomer through a series of modu-
lar components. This pipeline integrates state-of-the-
art techniques, including image pre-processing, object 
detection, image segmentation, and data tracking, provid-
ing a estimation kinetics analysis for materials science 
research.

Fig. 9   Comparison of image 
segmentation areas predicted 
by three different DeepLab 
models versus the ground truth 
area (Gwyddion). The table in 
the lower right corner provides 
details on each model’s Mean 
Intersection over Union (mIOU) 
and Accuracy. Specifically, 
the YOLO v3 +DeepLabV3 
model has an mIOU of 0.75 
and an accuracy of 0.92. The 
YOLO v4 +DeepLabV3 model 
achieves an mIOU of 0.82 and 
an accuracy of 0.94. Lastly, the 
YOLO v7 +DeepLabV3 model 
outperforms the others with an 
mIOU of 0.88 and an accuracy 
of 0.96

Fig. 10   Tracking the crystallite 
center in FK-800 images over 
time with results by fluoroelas-
tomer crystallite clustering
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Modular End‑to‑End Image Processing Pipeline

Our pipeline’s modular design offers both flexibility and 
adaptability. Each module serves a specific purpose and 
can be modified or replaced independently, according to 
the specific requirements of the task. For instance, different 
deep learning algorithms can be employed in the object 
detection (Fig. 5) or image segmentation modules (Fig. 8), 
depending on the data characteristics or the specific goals 
of the analysis. This modularity allows our pipeline to be 
easily customized and extended to a wide range of materials 
science problems.

The MDS3 − VizFCD pipeline effectively identifies, clas-
sifies, segments, and tracks the crystallization behavior of 
fluoroelastomer in time-series AFM images. Our results have 
been evaluated by domain experts and deemed acceptable, 
emphasizing the potential of this pipeline. Our research 
demonstrates the broad applicability of data-driven analysis 
for complex materials, with fluoroelastomer serving as just 
one example. Furthermore, the proposed framework can be 
extended and applied to other material systems for analysis, 
such as metals, ceramics, or composites, providing a power-
ful tool for researchers in the field of materials science.

Data Augmentation

Our framework can achieve relatively high recognition 
and detection accuracy even with a limited amount of 
training data. This is mainly due to the introduction of data 
augmentation methods, which to some extent alleviate the 
problem of insufficient samples. Moreover, our method’s 
ability to identify and segment two different crystallization 
behaviors in fluoroelastomer demonstrates the advantage of 
data-driven methods when dealing with complex materials.

A comparative analysis of mAP values, before and after 
data augmentation, clearly illustrates the enhancement in 
the performance of various versions of the object detection 
model, as evidenced by Fig. 5. While data augmentation 
modestly impacts F1-score, the improvement is discernible.

It is discernible that different YOLO versions and data 
augmentation levels influence the training loss variably evi-
denced by Fig. 6. Notably, YOLOv7 exhibits the smallest 
training loss across various data augmentation levels, indi-
cating its superior performance in this context. Furthermore, 
the effect of data augmentation is markedly evident; as the 
level of data augmentation increases, the training loss for 
the same YOLO version tends to decrease, underscoring the 

Fig. 11   This figure illustrates 
the growth trend of fluoroe-
lastomer crystallites area over 
time(seconds) in FK-800 batch 
G. From (a–f),each subplot 
corresponds to a unique crystal-
lite identified by its ID. The 
observed normalized areas 
are represented by blue scatter 
points, while the black curve 
depicts the best fit to the data 
using the Avrami equation The 
best-fit parameter k for each 
crystallite is displayed in red on 
each subplot

Table 2   Summary of the rate 
kinetics of the crystallites in 
each batch of fluoroelastomer

Sample Batch # frame # Xtals n k̄(s−1) k̃(s−1) �k(s
−1) kmax(s

−1) kmin(s
−1)

Kel-F AA 1218 3 2 0.64E-10 0.65E-10 0.027E-10 0.67E-10 0.61E-10
FK-800 Q 578 2 2 5.80E-10 5.76E-10 0.91E-10 7.15E-10 4.24E-10
FK-800 G 1212 6 2 8.15E-10 5.14E-10 8.54E-10 27.0E-10 2.37E-10
FK-800 G-mixed 628 6 2 6.66E-10 6.60E-10 2.26E-10 9.64E-10 3.83E-10
FK-800 H 580 6 2 23.2E-10 20.2E-10 20.3E-10 57.6E-10 2.02E-10
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utility of data augmentation in enhancing model training and 
potentially preventing overfitting. This suggests a crucial 
interplay between model version and data augmentation in 
optimizing training loss. The online supplementary material 
shows the hyperparameter we choose for different versions 
of YOLO.

It is noteworthy that escalating the training iteration 
of the same training dataset from 5000 to 10,000 did 
not significantly boost the mAP, F-1 score values. This 
observation suggests that the model likely reaches 
convergence before the 5000th iteration. Therefore, we 
opted for 5000 as our training iteration to curtail the risk 
of overfitting.

Fluoroelastomers Crystallite Kinetics Analysis

The parameters corresponding to kinetics of crystal growth 
in fluoroelastomer samples Kel-F and FK-800, as shown 
in Table 2, reveal distinct differences. Notably, for the lots 
evaluated, FK-800 exhibits a significantly higher crystal 
growth rate, indicated by larger k values, implying more rapid 
crystallites formation over time. Variability in growth rates 
across FK-800’s crystallites, denoted by a larger standard 
deviation, suggests a greater inconsistency in crystal growth 
rates compared to the uniformity seen in Kel-F. Interestingly, 
within FK-800, batch-to-batch variations are observable, 
implying that processing methods may influence the kinetics of 
crystal growth. For instance, FK-800 lot H shows the highest 
average growth rate, while FK-800 lot G records the lowest. 
However, further insights would require a more comprehensive 
understanding of the experimental setup, sample preparation, 
and data collection methodologies used in this study, alongside 
relevant domain expertise.

Limitations and Future Work

Despite the significant contributions presented by this study, 
some limitations remain and require further research. In 
terms of fluoroelastomer crystallite kinetics estimation, 
the interpretation of rate constants is largely dependent on 
the 2D approximation of AFM images. Given the inherent 
three-dimensional nature of these AFM images, 2D analysis 
might overlook important 3D characteristics of crystallization 
kinetics such as height variations of the crystallites. This 
approximation could affect our understanding of the true 
kinetics and rate constants involved in fluoroelastomer 
crystallization. Future work could benefit from 3D image 
analysis techniques to better capture the kinetics in 
fluoroelastomer.

The narrow field of view in our AFM dataset presents 
another limitation. Crystallites not fully contained within 
this field might affect the accuracy of our findings. Although 
we tracked crystallites both within and growing out of the 

field of view, a more comprehensive field of view could 
provide a better understanding of the crystallization process. 
Future studies could consider obtaining AFM image 
sequences with a larger field of view or employing different 
imaging techniques to address this issue.

Regarding the Fluoroelastomer Crystallite Kinetics 
Analysis Module, although our framework has achieved 
estimation results in the analysis of fluoroelastomer 
crystallization behavior, there are still some areas for 
improvement. For example, as shown in Fig. 8, our Image 
Segmentation Module may be influenced by the type and 
shape of the fluoroelastomer crystallites. To overcome 
these influences, we only analyzed and augmented data 
for spherulitic growth fluoroelastomer crystallites in this 
study. Additionally, we observed unexpected variability or 
fluctuations, particularly in the interval [190,  300] in Fig. 9, 
which could be attributed to the crystal growth phase of 
batch G during this period. This phase can induce instability 
in the bounding boxes produced by YOLO, resulting in 
discrepancies in the segmented area. The exploration and 
mitigation of this variability, and its implications on the 
segmentation accuracy and subsequent analysis, become 
pivotal aspects, and will be addressed with a detailed 
investigation in our future work to enhance the reliability 
and robustness of our proposed module.

Conclusion

In this study, we designed a comprehensive framework, 
MDS3 − VizFCD  P ipe l ine ,  fo r  t he  ana lys i s  o f 
fluoroelastomer time-series atomic force microscopy 
(AFM) images, which effectively identified, segmented, 
and tracked the crystallization behavior of fluoroelastomer. 
Our approach achieved significant improvements in 
analysis speed and accuracy compared to traditional 
manual methods, reducing human effort. The proposed 
framework can be extended and applied to other material 
systems, providing a powerful tool for analyzing to 
researchers in the field of materials science.

A key aspect of our framework that contributed to 
its success is the data augmentation module. Despite 
having a limited amount of training data, our framework 
demonstrated relatively high recognition and segmentation 
accuracy. The introduction of data augmentation methods 
played a crucial role in addressing the problem of 
insufficient samples and demonstrated the advantage of 
data-driven methods when dealing with complex materials, 
such as fluoroelastomer. The results of our study highlight 
the importance of data augmentation in improving the 
performance of the object detection model, as evidenced 
by the increase in mAP values after implementing data 
augmentation.
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In conclusion, our research underscores the growing 
potential of data-driven approaches for AFM analysis. By 
further optimizing and improving our framework, we can 
more accurately process different crystallization behaviors 
and extend our method to the analysis of other material 
systems, revealing a broader range of crystallization 
behaviors and kinetic properties. Combining machine 
learning and deep learning techniques with other advanced 
imaging techniques can lead to more comprehensive 
material characterization and analysis, providing valuable 
insights for materials science researchers.
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