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Abstract
This work provides results and analysis of the in situ thermal measurement acquired during the 3D builds performed for 
the 2018 additive manufacturing benchmark tests. The objective is to provide context for post-process characterization of 
distortion, residual strain, and microstructure, which are reported elsewhere in this Journal, and to provide validation data 
for thermal models of the build process. Four bridge artifacts (75 mm long, 5 mm wide, 12.5 mm tall) are created in each 
of three builds using a commercial laser powder bed fusion system. The builds are performed using nickel super alloy 625 
(IN625). High-speed infrared thermography performed during four of the builds is used to measure the melt-pool length and 
cooling rate within a select region. The temperature of the substrate and build volume is measured during the fifth build to 
provide data to establish the boundary conditions for thermal models.

Keywords Additive manufacturing · Model validation ·  3D build · Inconel 625 · Temperature measuremen · Cooling rate

Introduction

The outcome of metal-based additive manufacturing (AM) is 
dependent on the temperature history experienced through-
out the part during the manufacturing process. High-inten-
sity energy sources, either lasers or electron beams, are used 
to melt feedstock layer by layer to create the part. As the 
molten feedstock material solidifies, not only is the part cre-
ated, but also is the microstructure, which is sensitive to the 
cooling rate of the material. Unfortunately, the newly solidi-
fied material experiences frequent and rapid heating cycles 

as additional feedstock material is melted and added to the 
part, resulting in a complex thermal history that generates 
residual stress and distortion in the part and produces a final 
material state that is challenging to predict.

Existing research has demonstrated the effect of process 
conditions, which generate the temperature history, on the 
final part quality. Deleterious residual stress/strain is gen-
erated by the intense thermal cycling experienced in parts 
manufactured using AM. This impact was demonstrated 
by Denlinger and Michaleris [1] who showed that distor-
tion on the magnitude of 10 mm was generated in a large 
Ti–6Al–4V part manufactured using a wire-fed electron-
beam directed energy deposition (DED) process. The distor-
tion was then minimized through process optimization using 
a thermo-mechanical model that was validated by measuring 
in situ distortion and temperature (using thermocouples) of 
a cantilevered test substrate [2]. Process models for laser 
powder bed fusion (LPBF) have similarly been developed 
and validated using distortion and temperature measure-
ments of the substrate [3]. Other works have demonstrated 
the sensitivity of stress/strain and distortion to processing 
conditions. For instance, the residual stress/strain and distor-
tion of metal arches fabricated using different scan strategies 
were measured and compared, demonstrating the sensitivity 
to scan strategy [4, 5]. However, the objective of these works 
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was stress/strain and distortion of the bulk part, therefore 
providing limited insight into the material state generated 
near the melt-pool.

Other researchers have focused on the microstructure 
generated by AM processes. The solidification of the melt-
pool during AM processes is fundamentally similar to the 
welding process, which is summarized by David and Vitek 
[6]. However, the large scale of AM processes that fabricate 
complex geometries using thousands of scan-tracks (weld 
beads) complicates the analysis. For instance, Antonysamy 
and colleagues demonstrated the impact of part geometry on 
grains developed during electron beam powder bed fusion 
(E-beam PBF) of Ti–6Al–4V [7]. Their work demonstrated 
grain sizes varying significantly in correlation to the scan 
strategy and location within the part. The authors note from 
a comparison of electron backscatter diffraction (EBSD) 
analysis at different layers within a part that the grain texture 
varies with build height. Based on these results, the authors 
theorize that melt-pool solidification conditions that result 
in the different texture are marginal, but unfortunately, the 
change in solidification conditions was not understood. Oth-
ers have manipulated the melt-pool solidification conditions 
using scan strategy to create different microstructures. For 
example, Dehoff and colleagues demonstrated their ability to 
use E-beam processing parameters to control grain size [8]. 
Their demonstration involved creating the Department of 
Energy acronym (DOE) with fine grains within a bulk struc-
ture comprised of larger grains. Although these studies have 
drawn conclusions based on simulation results, basic tem-
perature measurements, or inferences based on theory, none 
of these studies have implemented direct measurement of the 
temperatures around the melt-pool to better understand the 
thermal history responsible for the resulting microstructure.

Thermography enables measurement of the thermal 
behavior on the surface and surrounding area of the melt-
pool that can be used to understand the material develop-
ment. Kriczky et al. [9] implemented coaxial thermography 
to measure the melt-pool dimensions and thermal gradient 
in the entirety of a L-shaped specimen. This work demon-
strated a sensitivity to build height and wall thickness that 
could impact the final material state. Carroll et al. [10] per-
formed a similar thin-walled build at the same institution 
to study the mechanical properties. Results showed a sen-
sitivity to build height and attributed this to the changing 
temperature history as a function of build height. Bennett 
et al. [11] used an infrared (IR) camera to measure the tem-
perature during the fabrication of a thin wall of IN 718. After 
testing micro-tensile bars extracted from locations within the 
wall, the results were correlated with the temperature history 
experienced by each test specimen. Despite the potential 
impact of these studies on building the correlation between 
temperature history and material state, extrapolating these 
results to PBF processes may be challenging due to the 

smaller spatial and faster temporal scales in PBF processes, 
which create significantly higher cooling rates, steeper tem-
perature gradients, and shorter solidification times.

Several researchers have performed thermography during 
PBF processes cameras in a staring configuration, which 
observe a fixed region on the build plane. Krauss et al. [12] 
used a long-wave IR camera with a 50 Hz frame rate to 
measure the thermal history and to demonstrate the abil-
ity to detect artificial flaws from deviations in the cooling 
rate. Craeghs et al. [13] utilized a thermal camera to detect 
thermal variations when building components over supports 
structures. Recently, the variability of cooling rate was quan-
tified in a small part with bulk, thin-wall, and overhang fea-
tures [14]. These results show significant variability within 
the build section due to the scan strategy, and that the thin 
walls increase the cooling rate, while the overhang decreases 
the cooling rate. Hooper [15] correlated processing param-
eters and part features with melt-pool dynamics and temper-
ature gradients by implementing coaxial multi-wavelength 
high-speed cameras. Unfortunately, no correlation was made 
between the thermal histories measured in these studies and 
the resulting microstructure or residual stress/strain.

Some work has been performed correlating material state 
with thermal processing conditions in PBF processes. Lane 
et al. [16] used an IR camera system with a fast frame rate 
(1800 Hz) to measure the thermal history in a part with a 
45° overhang. Thermal measurements revealed a chaotic 
behavior due to spatter and retained heat near the edge of 
the overhang. The microstructure from this experiment was 
studied by Arisoy et al. [17], who correlated the grain size 
and growth orientation with the scan strategy. However, no 
residual stress/strain measurements were performed.

It is difficult to directly link data between studies because 
of the process differences between DED, LPBF, and E-beam 
PBF; the difference between machines arising from intel-
lectual property and patents of the manufacturers; the lack 
of standards or best practices for build and process develop-
ment; and the nearly limitless build strategy variations such 
as power, speed, scan orientation, etc. Therefore, to develop 
the relationships between temperature history, microstruc-
ture, and residual stress/strain, and to provide data for model 
validation, rigorous experiments are required to correlate 
these phenomena and provide the necessary model valida-
tion data.

The objective of this paper is to provide measurements 
and analysis of the temperatures experienced during the 
2018 AM-Bench metal 3D builds. Each build creates a 
bridge structure with legs of three different sizes. In situ 
measurements are performed using high-speed thermogra-
phy and thermocouples welded to the substrate and build 
volume. Melt-pool length and cooling rate are calculated 
from the thermography measurements. The results are 
used to investigate the effect of scan strategy and geometry 
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on thermal history and for comparison to the single-track 
measurements reported by Lane et al. [18]. The analysis also 
provides context for the stress and microstructure analysis 
performed on these artifacts and reported elsewhere in this 
journal issue. Residual strain and the resulting distortion are 
measured [19]. Three different methods were used to meas-
ure and map the residual strain of the part: neutron diffrac-
tion, synchrotron X-ray diffraction, and the contour method. 
The distortion resulting from partial separation of the part 
from the substrate is measured using a coordinate measuring 
machine (CMM). Select legs are cross-sectioned to measure 
the location-specific microstructure [20] and phase evolution 
[21]. Since cross sections from only select legs of the part 
are analyzed, the cooling rate analysis presented herein is 
used to explore the possibility of using these legs as proxies 
for the other features that are not cross-sectioned.

Methodology

The experiments were performed using a commercial 
LPBF machine to manufacture 3D metal alloy bridge struc-
tures while measuring the temperature in situ. The bridge 
structure, shown in Fig. 1, is 12.5 mm tall, 75.0 mm long, 
and 5 mm wide. The bottom half of the geometry consists 
of twelve 5.0-mm-tall legs of varying size and a larger 
base. The twelve legs consist of four sets of three differ-
ent sizes: the largest legs (L1, L4, L7, and L10) measure 
5.0 mm × 5.0 mm, the medium sized legs (L3, L6, L9, and 
L12) measure 2.5 mm × 5.0 mm, and the smallest legs (L2, 
L5, L8, and L11) measure 0.5 mm × 5.0 mm. A subset of 
the largest and smallest legs is cross-sectioned and analyzed 
by Phan et al. [19] and Stoudt et al. [20]. Each of the legs 
is separated by a 2.0-mm gap. A high-speed InSb thermal 
camera, which is filtered to short-wave infrared (SWIR) 
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Fig. 1  The bridge structure geometry used in this study and for AM-Bench challenge AMB2018-01

Fig. 2  Build layout of the four bridge structures on the 100-mm square substrate. a A diagram of the layout with the in situ measurement region 
highlighted, b a photograph of a completed build
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(1350–1600 nm), was used to measure the temperature his-
tory of every layer within a small section of the part that 
contains one example of each of the three different leg 
geometries.

The top half of the geometry consists of a single 5-mm-
tall bridge section that connects the legs to the base. Over-
hangs that are 45° and 2 mm tall transition the legs and 
base into the bridge section. Eleven 0.5-mm-tall tabs are 
fabricated on the top of the bridge to facilitate post-process 
distortion measurements detailed in [19].

Build Description

Four parts are fabricated on 100 mm square, 12.7-mm-thick 
substrates, as shown in Fig. 2. The substrates are bolted 
to the center of the 250-mm square steel build surface in 
the LPBF machine. The parts are spaced by 20 mm along 
the Y axis of the substrate, and they are offset from each 
other along the X axis by 0.5 mm so that the recoating blade 
progressively engages each part. The parts are fabricated 
in the order they are labeled (Part 1 first and Part 4 last). 
Multiple builds are performed, as shown in Table 1, using 
virgin nickel super alloy 625 (IN625) powders. The substrate 
material in each build is IN625. “Build Parameters and Scan 
Strategy” section briefly describes the build process. Greater 
detail on the build description and characterization of the 
powder is found in [22]. Videos describing the builds pro-
cesses are available through the AM-Bench website.1

Table 1 outlines the in situ measurements performed dur-
ing each build. A high-speed in situ thermography system is 
used to measure melt-pool lengths and cooling rates during 
two of the builds. Each of these two builds was executed 
using identical build strategies and process parameters, with 
the only difference being the virgin powder and substrate 
material.

A third IN625 build was executed on December 19, 2018, 
to measure the substrate and build volume temperatures. The 
methodology and results are reported in “Appendix” section. 
The decision to perform these measurements was based on 
feedback received after the 2018 AM-Bench conference. 
This feedback indicated that the modeling community will 

use these measurements to define the thermal boundary con-
ditions and improve the accuracy of the thermal models of 
the process.

This third build is intended to replicate the prior builds. 
This build used virgin IN625 powder from the same lot as 
the earlier IN625 builds. Despite using the same build file 
as the previous builds, the total build time was approxi-
mately 16 min shorter. Although the cause of the difference 
in build duration is unknown, possible causes are changes 
to the machine and/or software resulting from the mainte-
nance performed by the manufacturer during the summer of 
2018. During this service, the laser was also replaced and 
calibrated by the manufacturer.

Build Parameters and Scan Strategy

Figure 3 illustrates the build process. Each layer of the build 
proceeds by first scanning the contours and then using an 
infill scan to solidify the material within the contours. The 
infill scans are executed with a programmed laser power 
of 195 W and scan speed of 800 mm/s. According to the 
manufacturer, the D4σ laser diameter on the build plane is 
85 µm during the contour scans, but defocuses to 100 µm 
for the infill scans. The distance between adjacent scan lines 
(hatch distance) is 0.1 mm. The infill scan pattern is parallel 
to the X axis during odd-numbered layers and parallel to the 
Y axis during even-numbered layers. The build platform is 
lowered 0.02 mm between each layer to spread a new layer 
of virgin powder across the powder bed. The time between 
the completion of the last infill scan line on a part and the 
beginning of the first contour of the next part ranges from 
0.307 to 0.363 s. This time variation is a function of where 
the last infill scan concludes and where the first contour scan 
begins.

During the fabrication of the legs during Layers 1 through 
250 (Z = 0.02 mm to Z = 5.00 mm), an average of 52 s 
pass between the start of the first contour of layer n and 
the start of the first contour of layer n + 1. It only requires 
approximately 26 s to scan all four parts; however, a dwell 
is imposed before recoating to enable the Additive Manufac-
turing Metrology Testbed (AMMT)2 to replicate the build 

Table 1  Summary of the builds and in situ measurements performed for the 2018 AM-Bench

a Build time is shorter than other builds. The machine was serviced, and laser was replaced between 625-Build2 and 625-Build3

AM-Bench build name Material Build date Build time Measurements

AMB2018-01-625-Build1 IN625 2018, January 30 9 h 23 min Melt-pool length, cooling rate
AMB2018-01-625-Build2 IN625 2018, February 1 9 h 22 min Melt-pool length, cooling rate
AMB2018-01-625-Build3a IN625 2018, December 19 9 h 6 min Substrate/build volume temperature

1 https ://www.nist.gov/amben ch/amb20 18-01-descr iptio n. 2 https ://www.nist.gov/el/ammt-temps .

https://www.nist.gov/ambench/amb2018-01-description
https://www.nist.gov/el/ammt-temps
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in future studies. This is necessary because the AMMT has 
a longer duration recoating process. A high-strength steel 
recoating blade is used in all experiments. It spreads the new 
powder layer at a speed of 80 mm/s.

Odd‑Numbered Layers

Figure 4 illustrates the scan strategy and timing for the 
odd-numbered layers. The laser scans back-and-forth 

Fig. 3  Illustration of the build process

Fig. 4  Illustration of the scan strategy used for odd-numbered layers. The scale and number of scan lines in each feature depicted in the sub-
figures are not accurate. The axes represent the part coordinates
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parallel to the machine X axis. The first infill scan line 
of each off layer begins at the upper left corner of the 
part, L1, and travels to the right (+X). The time between 
the laser turning off at the completion of one leg and the 
beginning of the next is (1.66 ± 0.01) ms. When the laser 
reaches the end of the furthest feature to the right (the 
Base), the time between the completion of the scan line 
and the beginning of the next line directly below and scan-
ning in the opposite direction is (0.48 ± 0.01) ms. The 
beginning and end of each scan-track are offset 0.03 mm 
from the left and right edges of each feature. The durations 
the laser is on and off are calculated from measurements 
of the laser command signal obtained using an oscillo-
scope. These measurements were performed for Layer 3 
during a trial build and are assumed to be the same for all 
odd-numbered layers from 1 to 250. Measurements of the 
overhang, bridge, and tab portions of the builds were not 
acquired. The laser-off times of (0.48 ± 0.01) ms at the left 
and right sides are assumed to be consistent in all layers 
of the build.

Even‑Numbered Layers

Figure 5 depicts the scan strategy for the even-numbered lay-
ers. The laser scans back-and-forth parallel to the machine Y 
axis. The first infill scan line begins at the lower left corner 
of the part in L1 and scans in the + Y direction. In contrast 

to the odd-numbered layers, the infill of a feature is com-
pleted before beginning the infill of the next feature to the 
right. The direction of each scan alternates regardless of 
whether the laser is continuing to scan a single feature or 
is transitioning between features. The scan lines begin and 
end 0.03 mm from the bottom and top edges of the feature. 
Excluding the right edge of the base that forms the point, 
the durations and timing of the scan-tracks within individual 
features are consistent: (6.25 ± 0.01) ms to scan a track and 
(0.48 ± 0.01) ms to reposition for the next adjacent track 
scanning in the opposite direction. The duration the laser is 
off when repositioning between features is (1.78 ± 0.01) ms. 
This information is determined from measurements of the 
laser command signal during Layer 4 of a trial build. The 
laser repositioning time between the overhangs is unknown.

In Situ Infrared Temperature Measurement

Figure 6 presents the experiment setup. A custom fabri-
cated door is mounted to the EOSint M270D [16, 23]. The 
custom door allows an IR camera to be positioned as close 
to the build as possible without obstructing the recoating 
arm. The close proximity allows the highest magnification 
using the given optical system. The camera is mounted 
to an articulating frame attached to the exterior of the 
machine. When in position for an experiment, the work-
ing distance from the lens to the object is approximately 

Fig. 5  Illustration of the scan strategy used for the even-numbered layers. The scale and number of scan lines in each feature depicted in the sub-
figures are not accurate. The axes represent the part coordinates
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162 mm, and the camera is angled approximately 41° from 
the build plane.

An IRCamera model IRC 912 is used. A band-pass fil-
ter is installed to limit the measurable wavelengths to a 
range from 1350 to 1600 nm. The integration time (shut-
ter speed) of the camera is 40 µs, and the frame rate is 
1800 frames per second. The window size is limited to 
360 horizontal pixels and 126 vertical pixels. Consider-
ing the camera magnification of approximately 0.33 ×, 
the working distance, and the relative angle between the 
camera and the target, the pixel instantaneous field of view 
(iFOV) in the horizontal and vertical axes is approximately 
34 µm and 52 µm, respectively. The ratio between spatial 

resolution and laser spot diameter would create signifi-
cant uncertainty when attempting to calculate melt-pool 
width. Therefore, the calculation is not attempted. How-
ever, melt-pool length and cooling rate calculations are 
made, as described in “Melt-Pool Length and Cooling 
Rate Calculation Methodology” section.

The measured camera signal is related to the temperature 
of the object according to [24]:

where Smeas is the camera signal in digital levels (DL), 
TTrue is the black-body temperature in K, Trad is the radiant 

(1)Smeas = �F
(

Ttrue

)

= F
(

Trad

)

Fig. 6  The thermography setup. a The EOSint M270D LPBF sys-
tem with custom door and IR camera. b View of the build chamber 
with the door open and the camera in position. A completed build is 

mounted to the steel build plate for illustration. c Relative position 
of the camera to the build. d Magnified image of the build with four 
parts and the in situ ROI highlighted
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temperature in K, and � is the effective emissivity of the 
object. Effective emissivity is a dimensionless value between 
0 and 1. Only for perfectly emitting black bodies does � = 1 ; 
all other bodies emit a fraction of the radiation. Conse-
quently, the camera measures a signal in response to this 
radiated temperature, Trad in K, and the true temperature of 
the object can be calculated only if � is known. The function 
relating Trad and TTrue to S is defined by the Sakuma–Hattori 
equation and its inverse:

where c2 is the second radiation constant (14 388 μm/K) and 
the coefficients A , B , and C are determined via the black-
body calibration procedure outlined by Lane and Whitenton 
[24]. A black body is first used to create a 2-point non-uni-
formity correction (NUC), and then a series of measure-
ments are performed using the black-body that is incremen-
tally set to temperatures covering the detectable range of the 
camera (550 °C to nearly 1100 °C). This range is a function 
of the camera settings and optical system. Figure 7 presents 
the results of this calibration, where TBB is plotted against 
the average camera signal over 100 frames. The coefficients 
A = 2.665 , B = − 800.7 , and C = 1.94E6 are determined by 
assuming � = 1 and fitting Eq. 2 to the data presented in 
Fig. 7a. The residuals of this fit are presented in Fig. 7b, 
while the root mean square error (RMSE) of the fit is 8.1 °C. 
The RMSE is an estimate of the calibration uncertainty, ucal.

Measured radiant temperature uncertainty, u
Trad

 , is defined 
by Eq. 5, while the true temperature uncertainty, u

Ttrue
 , is 

defined by Eq. 6:

(2)
F
(

Trad

)

= S =
C

exp
(

c2

ATrad+B

)

− 1

(3)
F
−1(S) = Trad =

c2

A ln
(

C

S
+ 1

) −
B

A

(4)
F
−1(S∕�) = Ttrue =

c2

A ln
(

C

S∕�
+ 1

) −
B

A

In these equations, ucal is the calibration uncertainty 
(RMSE of the fit, as described earlier), while usystem is a 
compilation of systematic measurement uncertainties, such 
as motion blur, optical blur, and reflections. In this work, 
the effect from reflections is negligible due to the wave-
lengths used and the high temperature of the melt-pool 
relative to the surroundings. At this time, usystem is assume 
to be sufficiently small compared to the other components 
and is assumed to be negligible; however, the actual value 
of these sources of uncertainty must be determined. The 
uncertainty of the camera signal, uS , is the root sum square 
of the effect of digitization (1 digital level) and the noise 
in the signal. These effects have a diminishing impact at 
higher camera signals (temperature). Considering that the 
melt-pool length and cooling rate measurements are per-
formed at the higher range of camera signal, these effects 
are very small compared to the other sources of uncer-
tainty. The emissivity uncertainty, u

�
 , is the largest con-

tributing factor to the temperature uncertainty and will be 
discussed shortly. The final parts of Eqs. 5 and 6 are the 
partial derivative of the inverse Sakuma–Hattori equation 
(Eq. 4) with respect to camera signal and emissivity:

(5)u
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)

Fig. 7  The black-body calibration and the residuals of the fit of Eq. 2 to the calibration data
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Emissivity is equal to the empirically determine value 
at the solidification event, which is �solidus = 0.221 . This 
value was determined by Lane et al. [18] for this LPBF 
system and processing parameter combination while cre-
ating single scan-tracks on bare substrates. Prior work 

(9)
�F

−1(S∕�)

��
=

c2C

A(C� + S) ln2
(

C�

S
+ 1

)

by Heigel et al. demonstrated that while the inclusion 
of powder in single and multi-track scans increased the 
measured radiant temperature variability, it did not sig-
nificantly affect the average of the measured value [25]. 
Therefore, the emissivity value determined by Lane et al. 
is appropriate.

Emissivity uncertainty, u
�
 , is determined from the 

measurements made by Heigel et  al. and presented in 
Fig. 8a. In this figure, the camera signals measured during 

Fig. 8  a Comparison of multi-line scan-tracks created on a bare substrate and a single layer of powder, as first reported by Heigel et al. [25]. b 
The ratio between the emissivity of powder layer and bare substrate, as calculated using Eq. 13

Fig. 9  The method to measure melt-pool length and cooling rate. a 
The radiant temperature measured at a single pixel in the middle of 
L7. b Illustration of the melt-pool length and cooling rate calculation. 

Error bars represent the true temperature measurement uncertainty, 
u
T
true

 , with a coverage of 1σ 
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select tracks from multi-line scans on a bare substrate and 
a single powder layers are compared. The emissivity of 
the powder-layer case, �(powder layer) , is calculated using the 
following equation and the results are presented in Fig. 8b

This equation is derived from Eq.  1. The variables 
S(bare substrate) and S(powder layer) are the measured camera sig-
nals acquired from the bare-substrate and powder-layer scans, 
respectively. The variable �(bare substrate) is the emissivity of the 
bare-substrate case and is equal to the value of �solidus = 0.221 
found by Lane et al. [18]. This allows the emissivity uncer-
tainty to be determined by calculating the standard deviation 
of �(powder layer) , resulting in u

�
= 0.0364.

Melt‑Pool Length and Cooling Rate Calculation 
Methodology

Melt-pool length and cooling rate are calculated for every 
pixel in each layer of the build using the strategy depicted in 
Fig. 9, which shows the temperature history measured by an 
individual pixel. No smoothing or filtering is applied. The 
error bars represent the radiant temperature measurement 
uncertainty, u

Trad
 . Figure 9a demonstrates that the radiant 

temperature rises and falls as the laser serpentines toward 
and then away from the material observed by the pixel. Fre-
quent temperature spikes occur due to melting, re-melting, 
and reheating caused by the laser during successive passes, 
and due to spatter particles flying through the pixel’s field of 
view. Melt occurrences are determined by radiant tempera-
ture excursions above a threshold of 964 °C. Since material 
can be melted multiple times by adjacent scan-tracks, only 
the last melt occurrence is used to calculate the melt-pool 
length and cooling rate based on the assumption that when 
the material is re-melted, the microstructure and residual 
stress/strain created by the preceding melt event are elimi-
nated. To avoid the possible erroneous determination of 
spatter as a melt occurrence, which occurs in the example in 
Fig. 9a at a time of 58.347 s, the final melt event is identified 
by the last occurrence of at least two consecutive tempera-
ture measurements above the threshold.

Melt-pool length, L (mm), is calculated using a temporal 
approach, where the values for individual pixels are calcu-
lated according to the temperature history of the pixel:

where v is the programmed travel speed of the laser, in mm/s, 
and tM and tF are the times, in s, that the pixel temperature 

(10)�(powder layer) =
S(powder layer)

F

(

F−1

(

S(bare substrate)

�(bare substrate)

)) .

(11)L = v
(

tF − tM

)

crosses above (melts) and below (solidifies) the solidification 
temperature, Tsolidus , respectively. The time values, tM and tF , 
are determined using linear interpolation. Melt-pool length 
uncertainty, uL , is:

In these equations, uV is the scan velocity uncertainty 
and u

tM
 and u

tF
 are the uncertainties of tM and tF . Currently, 

no information exists regarding the scan speed error, but 
uV is assumed to equal 0 because it is negligibly small 
compared to the temperature-based sources of uncer-
tainty. However, work is required to characterize the scan 
motion and speed errors of these systems to establish the 
actual value of uV . This will be especially important as 
the process temperature metrology methods improve and 
the associated errors are decreased. The value of uΔt is 
based on the error in the timing of the acquisition of the 
camera frames. It is too negligibly small compared to the 
temperature-based sources of uncertainty and is assumed 
to equal 0.

The calculation of u
tM

 is based on the acquisition timing 
of the frames bracketing the melt event, tM

i
 and tM

i+1
:

Nominally, tM
i+1

− tM
i
 is the inverse of camera frame 

rate; however, frames are occasionally skipped dur-
ing acquisition and a longer time than expected occurs 
between frames. This formulation of uncertainty is imple-
mented because the incredibly fast heating rate from tem-
peratures often below the measurable range of the cam-
era to a temperature well above saturation means that the 
melt event has an equal probability of occurring anytime 
between the two frames [29]. In contrast, the relatively 
slower cooling rate at the back of the melt-pool allows u

tF
 

to be calculated using the slope of the temperature change 
(cooling rate Ṫ  ) and uncertainty in the solidus temperature 
u
Tsolidus

:

Temperature uncertainties, u
Tsolidus

 and u
Tlow

 , are calcu-
lated using Eq. 6. To execute these calculations, Eq. 1 
is first used to find Ssolidus = �solidus ∗ F(1290 ◦C) and 
Slow = �solidus ∗ F(1000 ◦C) , these values are then substi-
tuted for S in Eq. 12, and �solidus is substituted for � . The 
calculation of u

Tlow
 requires the assumption that emissiv-

ity at that temperature is equal to �solidus . This assump-
tion is valid based on the work published by Makino et al. 
[30]. This work demonstrated that for pure nickel, the 
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temperature dependency of emissivity becomes less sig-
nificant at shorter wavelengths. Considering the tempera-
ture range over which the cooling rate is being measured 
in the current work (290 °C) and the wavelengths used in 
this study, which are lower than the minimum investigated 
by Makino et al. (2 μm), the emissivity is expected to vary 
by 0.01 or less.

Cooling rate, Ṫ  (°C/s), is calculated using the temporal 
approach:

where ΔT  is the temperature, in °C, over which the cooling 
rate is calculated, and tlow is the time, in s, that the tempera-
ture first crosses a pre-defined lower limit after it freezes. The 
temperature range for cooling rate is arbitrarily chosen to be 
from the true solidification temperature, Tsolidus = 1290 °C, 
to a lower true temperature of Tlow = 1000 °C. The value of 
tlow is determined using linear interpolation.

Cooling rate uncertainty, u
Ṫ
 , is:

(15)Ṫ =
ΔTtrue

Δt
=

Tsolidus − Tlow

tF − tlow

(16)

u
2

Ṫ
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𝜕Ṫ
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)2
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2
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(

𝜕Ṫ
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2
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𝜕Ṫ

𝜕Δt
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2
Δt
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2
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1

Δt

)2(

u
2
Tsolidus

+ u
2
Tlow

)

+
(

ΔT

Δt2

)2

u
2
Δt

where u
Tsolidus

 and u
Tlow

 are the uncertainties of Tsolidus and Tlow , 
and uΔt is the uncertainty of tF − tlow , and is considered to be 
negligible. Tsolidus and Tlow are calculated using Eq. 6.

Results and Discussion

Figure 10 presents two example frames acquired by the 
infrared camera. An illustration of the part with the camera 
field of view highlighted at the completed build height is 
shown at the top of the figure. Figure 10b shows a frame 
acquired during Layer 125 as the laser scans from the right 
to the left across L7. A significant amount of ejecta trails 
the melt-pool. Figure 10c presents an image acquired during 
Layer 126. In this frame, the laser scans downward across 
L7. Each frame only displays the radiant temperature within 
the measurable range of the camera system.

Although each frame shown in Fig. 10 was acquired as 
the laser finishes creating the scan-track bisecting L7, the 
radiant temperature of the two layers appears to be signifi-
cantly different. The Y direction scan strategy used in the 
even layer shown in Fig. 10c results in a much larger area 
detectable by the camera. This area extends from one side 
of the leg to the other and covers several preceding scan-
tracks, totaling an area of approximately 5 mm2. In contrast, 
Fig. 10b shows that the scan-track created while traveling 

Fig. 10  Example frames acquired using the high-speed infrared camera. a Illustration of the part and camera field of view, b Layer 125, − X scan 
direction, c Layer 126, − Y scan direction
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in the − X direction during Layer 125 creates a detectable 
area that extends half-way across the leg and does not sig-
nificantly spread perpendicular to the track. This covers an 
area of approximately 0.5 mm2 and is a fraction of the area 
created in Layer 126 shown in Fig. 10c. This difference 
suggests that Layer 126 experiences longer melt-pools and 
slower cooling rates.

Melt‑Pool Length

Figures 11 and 12 confirm longer melt-pools during the 
even-numbered layers compared to the odd-numbered lay-
ers. Figure 11 presents a heat-map of the melt-pool length 
measured in the field of view during select deposition layers. 
The colors, ranging from blue to yellow, indicate melt-pool 
lengths from 0 to 5 mm. The center column (Figures A, C, 
E, and G) shows odd-numbered layers during which the laser 

scans parallel to the X axis, while the right column (Figures 
B, D, F, and H) presents even-numbered layers during which 
the laser scans parallel to the Y axis. The odd-numbered 
layers in Fig. 11 are dominated by much darker blue colors, 
whereas the even-numbered layers are shades of brighter 
blues, greens, and even yellows. Figure 12 shows the length 
measurements extracted from the pixels along the lines 
depicted in Fig. 11c, d and compares them to the single-track 
scans reported by Lane et al. [18], which are indicated by the 
horizontal red lines. Please note the different vertical axis 
scales in the two plots. These plots confirm the observations 
made of Fig. 11. The melt-pools in L7 during Layer 125 are 
shorter, typically between 0.5 and 1.0 mm and comparable to 
the single-track scans. In contrast, the lengths in L7 during 
Layer 126 are significantly longer, typically between 1 mm 
and 2 mm and approaching 4–5 mm near the right edge of 
each feature.

Fig. 11  The melt-pool length measured at several layers of interest. 
The field of view of each plot is 12  mm wide and 5  mm tall. The 
left column illustrates the state of the part in each layer, with the blue 
highlighted region showing the field of view in the plots. The arrow 

on the color bar indicates the single-track melt-pool length reported 
by Lane et  al. [18]. The radiant temperatures along the vertical and 
horizontal lines in Figure C and D are shown in Fig. 12
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The longer melt-pools in the even-numbered layers result 
from the limited time between reheat cycles, which keeps the 
material at elevated temperatures and is less capable of evac-
uating heat from the melt-pool. For instance, according to 
the scan strategy details presented in Fig. 5, the material in 
even-numbered layers is allowed 0.48–13 ms to cool before 
it is reheated by the adjacent scan-track, as demonstrated in 
Fig. 9. This results in the melt-pool remaining molten for 
a longer period of time and appearing to be longer. In con-
trast, during the odd-numbered scans, which are depicted in 
Fig. 4, the material cools for 30.1–54.1 ms before the next 
adjacent scan-track. Thus, the material reaches a lower tem-
perature before being reheated and is more effective evacuat-
ing heat from the melt-pool.

The melt-pool length calculation in this work is funda-
mentally different than the spatial measurements performed 
in other studies; therefore, caution is required when inter-
preting the results. Equation 7 defines the melt-pool length in 
the current work as the duration the material remains molten 
scaled by the scan speed. This measurement is performed for 
each individual pixel by considering the change in tempera-
ture over time (multiple camera frames). In contrast, other 
studies of scan-tracks executed on bare surfaces measure the 
geometric distance from the front of the solidus isotherm to 
the back [17, 25]. This measurement is performed across 
pixels in a single instance in time (a single frame).

The geometric method to calculate melt-pool length is 
not implemented in this work for several reasons. First, the 
greater variability in surface texture on each layer of the 3D 
build, compared to bare substrates, results in significant vari-
ation in surface emissivity, as demonstrated by Heigel et al. 
[28]. Since the emissivity cannot be measured over the sur-
face during the process, the radiant temperature isotherms 

are irregular, and thus, the geometric measurement could 
lead to errors. The effect of a layer of consolidated powder 
on the melt-pool length can be seen in the analysis presented 
in [25]. The second reason is the difference in time and posi-
tion of the measurement relative to the laser. In typical geo-
metric measurements, the melt pool length is often regarded 
as the distance from the front of the melt pool or laser to the 
tail-end of the melt pool. In contrast, the temporal based 
measurement described in Eq. 4 describes how far the laser 
travels ahead before the measurement point solidifies. This 
distinction is trivial for steady-state scan-tracks when the 
laser does not change direction; however, it is significant 
when the laser changes direction, such as the case in the 
even-numbered layers. The third and final reason is the tran-
sient melt-pool that is created when the laser changes direc-
tion in even-numbered layers, as depicted in Fig. 5. This 
results in an atypical melt-pool shape as one scan-track ends 
and the next begins. Consequently, the “length” of this tran-
sient melt-pool cannot be directly compared to the teardrop 
melt-pool shape that occurs during steady state during weld-
ing and AM single scan-tracks. While comparison between 
odd-numbered layers and single-track scans is appropriate 
since the laser does not immediately turn around and creates 
a transient scan-track within the camera field of view, as 
shown in Fig. 4, comparison with the even-numbered layers 
is inappropriate since the melt-pool is often transient and is 
less likely to reach a steady-state condition comparable to 
single scan-tracks.

Cooling Rate

Figure 13 shows the cooling rate measured in the layers pre-
sented and compared in Fig. 11. Again, a clear difference 

Fig. 12  Distribution of the melt-pool lengths measured in a Layer 125, b Layer 126. The red horizontal lines indicate the melt-pool length of 
single-track scans reported by Lane et al. [18]. Error bars represent the length measurement uncertainty, u

L
 , with a coverage of 1σ 
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exists in the cooling rate between the even- and odd-num-
bered layers. However, the trend is opposite to the melt-pool 
length: Even-numbered layers have lower cooling rates and 
longer melt-pools, while odd-numbered layers have faster 
cooling rates and shorter melt-pools. The inverse relation-
ship between melt-pool length and cooling rate is well 
known in the welding and AM communities. As expected, 
the cooling rate is comparatively lower in locations where 
the feature geometry restricts the flow of heat from the melt-
pool. For instance, lower cooling rates are evident along 
the right side of each feature and along the left edge of the 
overhangs. These regions also exhibited significantly longer 
melt-pools (Fig. 11).

A quantitative analysis of the cooling rate is necessary to 
explore the impact of scan strategy and feature geometry, to 
provide context for the accompanying post-process measure-
ments, and to provide validation data for process models. 

Figure 14 displays histogram plots of each of the layers pre-
sented for analysis. The individual features being created 
in these layers are differentiated to facilitate comparison. 
Table 2 provides the number of samples (pixels) in each 
histogram and the calculated mean, median, and standard 
deviation. This table is arranged according to the size of 
each feature in descending order.

The histograms presented in Fig. 14 are Gaussian in 
character with two exceptions: 1) the small leg, and 2) the 
secondary peak around 0.5 × 105 °C/s in the even-numbered 
layer. The small leg does not exhibit a Gaussian distribu-
tion in any of the three even-numbered layers. This may be 
caused by a variety of factors: first, the limited number of 
pixels available for sampling due to the small size of the 
leg and the few scan-tracks required in each layer. Second, 
the small leg does not reach a “steady-state” condition. The 
temperature of a leg increases as the scan-tracks advance 

Fig. 13  The cooling rate measured at several layers of interest. The 
field of view of each plot is 12 mm wide and 5 mm tall. The left col-
umn illustrates the state of the part in each layer, with the blue high-

lighted region showing the field of view in the plots. The arrow on 
the color bar indicates the single-track melt-pool length reported by 
Lane et al. [18]
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across the leg. Consequently, the cooling rate progressively 
decreases as the leg becomes less capable of absorbing 
the heat from each successive scan-track. While the other 
legs and bridge reach a “steady-state” condition, this is 
not achieved in the small leg. Third, the final scan-track, 
located along the right edge of each leg where less heat can 
be evacuated, accounts for a larger percentage of the number 
of pixels being analyzed in the small leg compared to the 
other features.

The secondary peak in histograms of the even-numbered 
layers is a consequence of the cooling rate calculation 
methodology. Figure 15 presents the radiant temperature 
extracted across three horizontal lines bisecting the large leg 
(L7) in Layer 126. Each line in Fig. 15 exhibits cooling rates 
that fluctuate from approximately 0.5 × 105 to 3.0 × 105 °C/s, 
though the nature of this fluctuation depends on the loca-
tion of the bisecting line. The cooling rates in Line B are 
near 0.5 × 105 °C/s within 0.2 mm of the right-most edge, 
but are otherwise between 1 × 105 and 3 × 105 °C/s with no 

Fig. 14  The distribution of cooling rate measurements in each feature during the layers presented in Fig. 13
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significant pattern. In contrast, the cooling rates along Lines 
A and C show a regular oscillation with a minimum value 
of 0.5 × 105 °C/s and a period approximately equal to twice 
the hatch spacing (0.2 mm), suggesting the effect is a result 
of the scan pattern. Along both of these lines, as in the case 
of Line A, the cooling rate is consistently lower (around 
0.5 × 105 °C/s) at the right-most edge.

Figure 16 facilitates close inspection of the radiant tem-
perature history of the six points highlighted in Fig. 15 and 
proves that the peaks at low cooling rates are an artifact of 
the methodology. The time scales in these plots have been 
shifted so the creation of the melt-pool occurs at 0 s. The left 
plot shows the temperature history from points near the mid-
dle of the part. Point B′ decreases in radiant temperature in a 
consistent manner until it reaches approximately 660 °C, at 
which point it is reheated by the next laser pass. During this 
rapid decrease in temperature, the calculated cooling rate is 
1.6 × 104 °C/s. In contrast, as Points A′ and C′ cool, they are 
reheated sooner by the next laser pass, prolonging their time 
above the lower radiant temperature threshold used to the 
calculate the cooling rate, resulting in cooling rates approxi-
mately equal to 0.6 × 104 °C/s. However, if only the slope 
of curve is considered before it is reheated, the cooling rate 
of all three points in Fig. 16a appears to be equivalent. This 
confirms that the lower cooling rate measured near the top 
and bottom edges is an artifact of the calculation method. 
This does not mean that the reported values are not of inter-
est, since they directly reflect real conditions occurring in 
these parts of the sample. Instead, it suggests that care must 
be taken when defining cooling rates for analysis and com-
paring results between studies.

Not all of the low cooling rate values in the even-num-
bered layers are a function of the calculation methodology. 
The low cooling rate measured at the right edge where the 
final scan-track occurs is not an artifact and is a result of the 

feature geometry. Figure 16b shows that the pixels measur-
ing material in the final scan-track solidify then cool in a 
consistent manner, with no temperature increases due to sub-
sequent laser passes. These slopes are visibly shallower than 
the slopes presented in Fig. 16a and confirm that the material 
does in fact cool at a slower rate. This occurs because the 
material solidified by the final scan-track in each feature is 
partially surrounded by powder, which acts as an insulator 
and inhibits cooling.

A comparison of the cooling rates in each of the four 
features suggests that the large leg (L7) can serve as a proxy 
for the material in the bridge. A comparison of L7 in Lay-
ers 125 and 126 to the bridge in Layers 476 and 477 shows 
little difference between the histogram shapes (Fig. 14c vs. 
g and Fig. 14d vs. h). In fact, the mean, and median values 
reported in Table 2 differ by no more than 5000 °C/s, which 
is less than 1% in the odd-numbered layers and approxi-
mately 3% in the even-numbered layers. The medium size 
leg is also similar to the large leg, 3% higher in Layer 125 
and 8% and 3% higher in mean and median (respectively) in 
Layer 126. The differences between the small and large legs 
are even greater. During Layer 125, the mean and median 
cooling rates of the small leg are 33% and 35% faster, and 
during Layer 126, the mean and median cooling rates are 
38% and 19% faster. These results suggest that the large leg, 
which is cross-sectioned and analyzed by Stoudt et al. [20] 
and Zhang et al. [21], can serve as a proxy for the bridge, 
and possibly the medium sized leg. However, the small leg, 
which is also cross-sectioned by Stoudt et al., warrants sepa-
rate consideration.

Figure  17 shows the median cooling rate measured 
in each feature of every frame in IN 625 Builds 1 and 2. 
This figure reinforces that the selected layers presented for 
analysis in the earlier figures (Layers 3, 4, 125, 126, 345, 
346, 476, and 477) are representative of both builds. The 

Table 2  Summary of the cooling rate measurements presented in the histograms in Fig. 14

The reported standard deviation is the root sum square of the average measurement uncertainty, u
Ṫ
 , the standard deviation of cooling rates meas-

ured in all pixels in each feature. Note that the large standard deviations are primarily a result of the measured variability within each feature

Feature Layer Odd-numbered layers Even-numbered layers

n Mean (°C/s) Median (°C/s) SD (°C/s) n Mean (°C/s) Median (°C/s) SD (°C/s)

Bridge 476 and 477 30,329 4.79E+5 4.70E+5 1.81E+5 36,305 1.62E+5 1.62E+5 8.66E+4
L7 (large) (5 × 5) mm 3 and 4 12,919 5.78E+5 5.71E+5 1.76E+5 14,699 2.21E+5 2.22E+5 1.01E+5

125 and 126 13,044 4.83E+5 4.72E+5 1.72E+5 15,002 1.67E+5 1.67E+5 8.90E+4
345 and 346 12,270 4.88E+5 4.78E+5 1.74E+5 14,950 1.62E+5 1.62E+5 8.98E+4

L9 (medium) (2.5 × 5) mm 3 and 4 6407 5.80E+5 5.71E+5 1.91E+5 7491 2.69E+5 2.57E+5 1.31E+5
125 and 126 6404 4.98E+5 4.88E+5 1.90E+5 7598 1.80E+5 1.72E+5 1.16E+5
345 and 346 11,358 4.69E+5 4.62E+5 1.93E+5 14,213 1.25E+5 1.27E+5 9.07E+4

L8 (small) (0.5 × 5) mm 3 and 4 1031 7.10E+5 6.99E+5 1.82E+5 1305 3.85E+5 3.61E+5 1.40E+5
125 and 126 1100 6.40E+5 6.37E+5 1.90E+5 1378 2.23E+5 1.84E+5 1.57E+5
345 and 346 5802 4.58E+5 4.39E+5 1.88E+5 7529 1.16E+5 1.15E+5 8.09E+4
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inconsistent measurement of the small leg (L9) is likely a 
function of the relatively few pixels used for analysis, as dis-
cussed earlier, and the fluctuations should not be interpreted 
as inconsistencies in the build process. The vertical line in 
each plot located at layer 50 and labeled “A” marks the tran-
sition into steady state, where the difference between layers 
become negligible. This suggests that material deposited 

1 mm above the substrate is consistent and should be used 
for post-process analysis. The higher cooling rates in the 
early layers that are in close proximity of the substrate, 
which acts as a heat-sink, are also evident in Fig. 13 and the 
histograms in Fig. 14. The transition to steady state in the 
bridge after the completion of the overhangs occurs sooner, 
after approximately 20 layers, or 0.4 mm.

Fig. 15  The measured cooling rate along several lines crossing Leg 7. 
The top illustration shows the cooling rate measurements shown first 
in Fig. 11 and the approximate location of the analysis lines. a–c The 
radiant cooling rate of every pixel along the three lines in L7. The 

temperature profiles of the highlighted points are shown in Fig.  16. 
Error bars represent the cooling rate measurement uncertainty, u

Ṫ
 , 

with a coverage of 1σ 
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Fig. 16  Temperature profiles of select pixels in Layer 126. The loca-
tion of pixels is shown in Fig. 15. a Pixels along Lines A, B, and C 
nearer the middle of L7, b pixels along the same line extracted near 

the edge of L7. Error bars represent the RMSE of the thermal camera 
calibration. Error bars represent the true temperature measurement 
uncertainty, u

T
true

 , with a coverage of 1σ 

Fig. 17  The median cooling rate measured in each feature for the entirety of Builds 1 and 2. The vertical line labeled “A” denotes the transition 
to steady state. The line labeled “B” denotes the transition to steady state in the bridge
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Conclusions

This work presented in  situ temperature measurements 
acquired using high-speed IR thermography to measure 
melt-pool lengths and cooling rates at every layer during 
multiple 3D builds, and thermocouples to measure the tem-
perature of the substrate and build volume. Thermography 
was performed using a high-speed IR camera (frame rate of 
1800 Hz and an integration time of 40 µs) observing an area 
approximately 12 mm long and 6 mm wide.

The results presented in this study provide valuable data 
for thermal model validation, offer context for the post-pro-
cess residual stress, distortion, and microstructure analysis, 
and reveal how appropriate single-track experiments are for 
studying complex 3D builds. However, care must be taken 
in interpreting these results and applying them to other 
studies due to the measurement limitations and methodol-
ogy. For instance, the thermal camera used in this study is 
limited to radiant temperatures between 550 and approxi-
mately 1100 °C. Much of the part surface in each layer is 
below this temperature range just as much of the melt-pool 
is at a higher temperature and saturates the camera. Fur-
thermore, the spatial and temporal resolution of the camera 
(pixel iFOV of approximately 52 µm × 34 µm, frame rate of 
1800 Hz) limits the measurements that can be made, such as 
melt-pool width, and more-than-likely adversely affects the 
measurement uncertainty beyond the initial estimates made 
in this work. Further work is required to define this uncer-
tainty and will be reported in a future publication. In the 
meantime, when comparing to thermal models, the predic-
tions must be processed in a manner that makes an adequate 
comparison. Both cooling rate and melt-pool length must be 
calculated in the same way to capture the same phenomena, 
such as the longer cooling rates observed in the even layers 
due to reheating within the temperature band used to calcu-
late cooling rate.

Regarding the significance of the results reported 
herein, as they related to accompanying post-process 
measurements reported in this issue [19–21], both cool-
ing rate and melt-pool length comparisons between the 
four features (large leg, medium leg, small leg, and bridge) 
show that the large leg, which measures 5 mm × 5 mm, 
has a similar thermal history to the medium sized leg and 
the bridge. This suggests that the microstructure created 
in the large leg is the same as in the bridge and conceiv-
ably 5 mm × 5 mm cubes can serve as witness artifacts for 
larger features, though further work is required to prove 
this hypothesis. This may depend on the scan strategy and 
material.

Although the 5-mm square legs exhibit similar thermal 
histories to larger features, they are not appropriate prox-
ies for much thinner features. The small legs in this study, 

which are 1/10th the size (measuring 0.5 mm × 5 mm), 
experience cooling rates that are notably faster. It is rea-
sonable to assume that this will lead to different material 
states, though this conclusion requires further investiga-
tion. Fortunately, Stoudt et al. [20] and Zhang et al. [21] 
provide comparisons of cross sections obtained by the 
large and small legs in this study.

The greatest difference in cooling rate and melt-pool 
length is caused by the atypical scan strategy used in this 
study, in which the time between adjacent scan-tracks var-
ies greatly. The intent of the scan strategy was for sim-
plicity in model implementation and to avoid overlaps 
of scan corridors, which could cause voids and vary the 
thermal history. Unfortunately, the scan strategy resulted 
in vast differences in the time between adjacent scans 
(0.48–13 ms for even layers and 34–54 ms for odd layers in 
the legs) which greatly impacted the melt-pool length and 
cooling rates. At this time, it is unclear if the differences 
in layers will cause discernible difference in the post-pro-
cess results. It is possible that the longer melt-pools in the 
even-numbered layers also create deeper melt-pools and 
the associated thermal impact penetrates deeper than the 
odd layers. If so, the thermal histories of the even layers 
would be the dominate effect. However, further work is 
required to study this implication.

The melt-pool and cooling rate measurements reported 
in this study do not compare well to those of single-track 
scans on bare plates. While the odd-layer melt-pool length 
measurements are similar to those reported by Lane et al. 
[18] for single tracks using the same machine, alloy, 
power, and scan speed, the cooling rate is much slower. 
This suggests that either the relationships between melt-
pool length and cooling rate for single-track scans are 
not relevant for 3D builds or information extracted from 
the single-track scans on bare plates, such as solidifica-
tion radiant temperature and emissivity, cannot be imple-
mented for measurements on 3D builds. Further work is 
required to understand this difference.

Finally, both the melt-pool length and cooling rate of 
the even-numbered layers are significantly different than 
single-track scans. For instance, during steady state in the 
bulk of the large leg, the melt-pool length in the even lay-
ers is twice as long and the cooling rate is approximately 
five times smaller. In the extreme instances of the final 
scan-track at the edge of the part, the melt-pool length is 
nearly 5 times longer and the cooling rate is an order of 
magnitude smaller. These results suggest that while single-
track scans can be used as a tool for preliminary process-
parameter mapping [26, 27], caution must be exercised 
when relating microstructural analyses of single-tracks to 
the 3D build.
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Fig. 18  The thermocouple measurement setup. a Location of 12 of 
13 thermocouples in the build volume. b Powder packed around the 
IN625 substrate shortly before the build begins. c The viewport on 

the door with TC 0 and the wire pass-through. d The completed build 
with powder removed

Table 3  Locations of each thermocouple relative to the substrate origin

a The Z location of TC 13 varies during the build because the substrate increments down with each layer

TC 1 TC 2 TC 3 TC 4 TC 5 TC 6 TC 7 TC 8 TC 9 TC 10 TC 11 TC 12 TC  13a

X (mm) 0 0 50 50 50 50 100 100 − 25 − 50 175 200 − 75
Y (mm) 50 50 0 0 100 100 50 50 50 50 50 50 50
Z (mm) 0 − 6.35 0 − 6.35 0 − 6.35 0 − 6.35 − 6.35 − 6.35 − 6.35 − 6.35 − 4 

(start), 
8.5 
(end)



51Integrating Materials and Manufacturing Innovation (2020) 9:31–53 

1 3

Compliance with Ethical Standards 

Conflict of interest On behalf of all authors, the corresponding au-
thor states that there is no conflict of interest.

Appendix

Thermocouple Measurement Method

An additional IN625 build was performed several months 
after the original AM-Bench experiments with thermo-
couples located at various locations on the substrate and 
in the build chamber. This additional build was performed 
to provide greater insight into the temperature at loca-
tions on the substrate and build volume to enable modelers 
to adequately define the boundary conditions. Note that 
these thermocouple measurements were not available at 
the time of the AM-Bench competition. The only differ-
ences between this build and the earlier builds are that the 
laser was replaced and calibrated by the manufacturer, and 
the build completed 16 min sooner.

A total of 14 thermocouples were included in the 
build volume, as depicted in Fig. 18. Each thermocouple 
(Omega GG-K-30 type K) has a measurement uncertainty 
equal to the larger of 2.2 °C or 0.75%. The signals are 
acquired using a National Instruments NI 9213 module 
at a rate of 1 Hz. The thermocouple wires are welded to 
the steel plate and IN625 substrate using a spot welder. 
Each wire is stress-relieved using aluminum tape, which 
is evident in the images in Fig. 18.

Table 3 presents the approximate locations of each ther-
mocouple (excluding TC 0) relative to the top front left cor-
ner of the IN625 substrate. One thermocouple (labeled TC 0) 
is attached to the custom door and hangs just above the view-
port. This thermocouple is used to measure the temperature 
of the build chamber environment. Eight thermocouples (TC 
1 though TC 8) are welded to the upper and lower edges of 
the sides of the IN625 substrate. The thermocouples were 
welded to the top and bottom edges at the mid-point of each 
side. This placement prevented the thermocouples from 
interfering with the recoating blade or the larger (250 mm 
by 250 mm) steel build plate on which the IN625 substrate 
is bolted. Four thermocouples (TC 9 through TC 12) are 
welded to the steel build plate, on a line parallel to the X 
axis that bisects the IN625 substrate. TC 13 is adhered to 
the frame around the build volume using aluminum tape. 
This thermocouple, along with those welded to the build 
plate (TC 9 through TC 12) and those welded to the left and 
right sides of the substrate (TC 1, 2, 7, and 8), is coplanar.

Substrate Temperature Results

Figure  19 presents an overview of the measurements 
acquired by all thermocouples. When the build begins, the 
ambient gas in the build chamber is approximately 32 °C, 
the frame around the build volume is 49.8 °C, the steel 
plate is on average 73.9 °C (four thermocouples measuring 
between 73.1 and 74.5 °C), and the IN625 substrate is on 
average 73.5 °C (eight thermocouples measuring between 
72.2 and 74.6 °C). Although the build plate temperature 
was set to 80 °C for the build, the steel plate never reached 

Fig. 19  Overview of the thermocouple measurements. TC 1 through TC 8 are shown in greater detail in Fig. 20
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this temperature, and it was not until after the build started 
and the laser began providing heat to the substrate did a 
portion of it reach 80 °C. In fact, a majority of the ther-
mocouples remained below the programmed build plate 
temperature. During the build, the ambient thermocouple 
(TC 0) increased to a maximum of 38 °C during the build, 
while the thermocouple attached to the frame around the 
build volume actually decreased slightly in temperature 
during the build to 48.5 °C. This decrease in temperature 
is likely due to the fact that as the build progresses, and 
the part grows in height, the build platform lowers, thus 
increasing the distance between it and the location of TC 
13.

Figure 20 presents the temperature history measured 
by the thermocouples welded to the IN625 substrate (TC 

1 through TC 8). The greater temperature increases occur 
on the right side (positive X) of the substrate. This likely 
occurs because the bridge artifacts are positioned closer 
to this side than any other. There is a clear inflection point 
at the transitions between the legs and overhangs (Layer 
350 at approximately 3.5 h) and between the overhangs 
and the bridge (Layer 450 at approximately 5 h). During 
the deposition of the overhang, it appears the temperature 
increases more rapidly for thermocouples TC 1 through 
TC 6. Once the bridge begins to build around the fifth 
hour, the temperature increase is much more gradual and 
practically reaches a steady state in some instances.

Fig. 20  Measurements from thermocouple welded to the IN625 substrate
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