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Abstract  Seawater contamination is a major environmen-
tal issue worldwide. Numerous technologies and different 
approaches have been used to filter out the contaminants 
that are found in saltwater. In this study, using a mixture of 
photo catalysts, TiO2 and ZnO, a batch reactor was used to 
conduct an experimental research on the solar photocatalytic 
degradation of contaminants found in seawater. The impacts 
of catalyst dosage, pH and reaction duration were evaluated 
based on percentage elimination efficiencies of total organic 
carbon (TOC), chemical oxygen demand (COD), biologi-
cal oxygen demand (BOD) and biodegradability (BOD/
COD). The (RSM, design expert) central composite design 
(CCD) was used to create a statistical model. Artificial neu-
ral network optimization analysis was also performed, and 
its predicted values were compared to experimental and 
RSM anticipated values. Based on the results of the studies, 
the highest percentage removal efficiencies of TOC, COD, 
BOD, and BOD/COD were determined to be 56.9%, 73.5%, 
23.0%, and 0.053, respectively. Whereas, with both statis-
tics model found to be 51.6%, 56.8%; 71.1%, 73.5%; 22.6%, 
23.5% and 0.0506, 0.0512; respectively at a photo catalyst 
dosage of 4 g/L, the reaction time 180 min and pH 7.5. Both 

the statistical model predicted values were well closely 
linked with the experimental values. The RSM-CCD model-
ling R2 = 0.8479 was found to be inferior than the R2 = 0.999 
average of the projected values of the ANN model.

Keywords  Solar photo catalysis · Photo catalyst · 
Seawater · Titanium dioxide (TiO2) · Zinc oxide (ZnO) · 
Biodegradability · RSM-CCD · ANN-LM

Introduction

The requirement of clean and pure water has been extremely 
essential on a day-to-day basis. Due to increase in the popu-
lation growth all over the world, the demand or the supply 
of drinkable water is a major issue. Seawater is one of the 
largest sources to generate fresh water, but in addition to salt, 
it also contains a range of organic, inorganic, and biological 
contaminants. Prior to feeding saltwater into the primary 
desalination process, these pollutants must be removed. A 
lot of conventional methods are being used to clean up the 
contaminants in seawater. But recently, sophisticated oxida-
tion techniques have been used to remediate the contami-
nants in the saline water. [1–8].

Heterogeneous photo catalysis is commonly used to reme-
diate contaminants in water streams, especially salt water. 
This process involves a semiconductor like TiO2, SnO2, 
ZnO, PbO, etc., as a photo catalyst and is irradiated by the 
artificial or natural light source. During irradiation, photon 
energy is absorbed by the electrons in the valence band, 
which are further stimulated in the conduction band [9]. The 
formation of positive holes (h +) in the valence band results 
from the motion of electrons between the valence band and 
the conduction band. These positive holes interact with the 
water molecules to create hydroxyl radicals, and the oxygen 
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consumes the electrons that were driven to the conduction 
band to create super oxide [10]. The highly oxidative rea-
gents generated hydroxyl radicals and super oxides may both 
rapidly oxidize the contaminants present in the ocean [11]. 
Equations 1 to 9 illustrate the heterogeneous photo catalysis 
mechanism process [1].

Numerous studies have used the solar photocatalytic 
degradation mechanism to remove contaminants found in 
saltwater. To explore the light degradation of contaminants 
in salt water, a batch re-circulation reactor system was used. 
A combination of TiO2 photo catalyst with polyamide was 
used and the effectiveness of photo catalytic degradation 
was assessed by measuring several parameters such as TOC, 
total dissolved solids (TDS), COD and total inorganic car-
bon (TIC). The significant parameter drop was seen during 

(1)ZnO + hv. → h.+ + e

(2)H2O → H.+ + OH

(3)H+

⋅

+ OH−
→ HO⋅

(4)h.+ + H2O → H++

(5)e−
⋅

+ O2 → ⋅O2

(6)O2 ⋅ + H+

⋅

→ HO2⋅

(7)2 HO2⋅ → ⋅O2 + H2O2

(8)H2.O2 + ⋅O2 → ⋅OH + OH ⋅ + O2

(9)H2O2 + hv → 2 ⋅ OH

the solar photo degradation phase [2]. In the solar photo 
catalytic degradation process employing Yb-TiO2-rGO 
photo catalysts, a substantial decrease of phenol contained 
in saline water was noticed. The photo catalyst was grafted 
with ethylene glycol to resist the adsorption of salt ions. 
Figure 1 shows the schematic diagram of the photo catalytic 
process using Yb-TiO2-rGO photo catalyst [3].

An artificial light source (UV lamp) was utilized with an 
immobilized photo catalyst (TiO2) in plug flow reactors. The 
photo catalytic performance was evaluated by studying the 
degradation of model organic compounds, benzoic acid. Sig-
nificant benzoic acid degradation was seen in plug flow reac-
tors of various diameters [4]. The process of photo catalysis 
has been employed and proven a plausible technology for the 
decontamination of phenolic waste waters under different 
conditions. Photo catalysis was performed in batch reactor 
with recycle stream and able to achieve complete minerali-
zation of phenol [5]. The solar photocatalytic destruction 
of diesel pollutants found in saltwater was studied by Qiuyi 
Ji et al. [6]. To evaluate the effectiveness of photo catalytic 
degradation of diesel pollutants present in seawater, the 
initial concentration of diesel pollutants, pH, catalyst ratio, 
and dose were changed. It was shown that 78.7% degrada-
tion of diesel pollutants during this visible photo catalytic 
degradation process [6]. The oil produced water consisting 
of organic and inorganic pollutants was subjected to Nano 
solar photo catalysis. Experiments were performed in batch 

Fig. 1   Photocatalytic mecha-
nism using Yb-TiO2-rGO photo 
catalyst [3]

Table 1   Preliminary 
parameters for a seawater 
sample

Initial parameter Val

COD “mg/L” 111
BOD “mg/L” 1.75
TOC “mg/L” 2.74
pH 8.655
Biodegradability “BOD/

COD”
0.016
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and continuous reactors using TiO2 catalyst and natural solar 
energy. It was observed that substantial reduction in pollut-
ants present in the oil produced water [7].

Nayeem et al. [8] presented a complete review on vari-
ous photo catalytic studies involving seawater and saline 
industrial waste water including oil produced water. This 
review discusses theoretical and practical methods for the 
photocatalytic destruction of contaminants in saline water. 
The pipe, slurry and packed reactor systems were employed 
using TiO2 photo catalyst for the removal of benzoic acid 
and phenol under the natural and artificial UV source. It was 
observed a significant removal of organic compounds within 
the study parameters [9]. The Nano TiO2 photo catalyst was 
used in a batch reactor system to investigate the degradation 
of pollutants in saltwater such as bacteria, halogenated car-
bon, suspended solids, etc. A complete removal of bacteria 
and substantial reduction of other pollutants was reported 
in [10]. In order to photo catalytically degrade the inorganic 
carbon contained in seawater, TiO2 was used in thin films 
and suspension mode with H2O2. Stability in the coated film 
as well as a considerable decrease in inorganic carbon were 
seen [11].

The Response surface approach has been widely used 
to optimize experimental variables in order to identify the 
influence of independent factors on responses. To reduce 
the number of experiments, the Box Behnken tool were 
employed in RSM with the optimum response. It was 
observed that there is an optimal COD percentage removal 
with the concentration of pH. Artificial fiber networks 
are a sophisticated tool in MATLAB used to predict the 
experimental parameters. The tan sigmoid function with 
hidden layer and linear function were employed into three 

parts. In ANN, the independent variables are taken into 
account as one hidden layer and output layer for the inde-
pendent variables POME concentration, pressure, time, 
and pH. It observed that the ANN shows the predicted 
optimum values closed with the experimental results with 
high accuracy in the process of filtration [12]. Response 
surface approach and a genetic algorithm tool were used 
to undertake statistical modelling in order to obtain the 
desirability function and forecast values. It was observed 
that the RSM-GA predicted well with the experimental 
values [13]. A statistical model was developed with three 
independent variables using RSM (Design Expert) and 
ANN-LM. This model forecasts the values for the COD, 
TOC, BOD, and biodegradability removal efficiencies 
[14]. Under sun irradiation a UV lamp was employed to 
remediate contaminants in the petroleum effluent with a 
hematite catalyst. RSM modelling was performed for the 
statistical analysis. It was observed remarkable results 
with a good improvement in raising the biodegradability. 
The biodegradability enhanced from 0.074 to 0.604 with 
a duration time of 90 min. The COD removal was found 
to be 90.85% with a catalyst dosage of 5 g/L and pH 7.5 
[15]. Srinivas et al., [16] studied ANN structure, training 
size, and transfer function were instantaneous and effec-
tively generated using the innovative ANN design algo-
rithm TRANSFORM. For a highly nonlinear continuous 
casting model of a steel facility that has been industri-
ally tested, it was utilized to construct ANN substitutes. 
With the aid of ANN, the casting model underwent multi 
objective optimization to assure optimum productivity, 
greater energy savings, and minimal operational costs. 
Non-dominated Genetic Algorithms for Sorting. The arti-
ficial neural network GA and RSM were employed with 
five dependent variables such as combination of dosages 
like TiO2 and Fe2+, reaction time, pH, airflow rate. The 
variation coefficient, mean square error and mean error 
were evaluated under the maximum operating conditions. 

Fig. 2   The experimental setup of batch reactor

Fig. 3   Factors in the primary composite design [20]
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The results found to be well predicted (67.2%) with artifi-
cial neural Network-Genetic Algorithm with experimental 
output (65.4%) for the removal of TOC [17].

The ratio of BOD to COD is characterized as biodegra-
dability, which is critical in the removal of contaminants 
from seawater. The performance of treatment technology 
depends upon the achievement of higher degree of biodeg-
radability. Higher biodegradability in seawater indicates 
low fouling characteristics of the seawater. The biodeg-
radability removal efficiency of seawater under the natu-
ral sunlight UV radiation with the combination of photo 
catalyst TiO2 and ZnO is not reported in the literature. 
This study was conducted to optimize the experimental 
parameters using RSM and ANN statistical methods. A 
mixture of TiO2 and ZnO was used to photo degrade pol-
lutants in seawater and the performance was measured by 

measuring the percentage elimination efficiencies of COD, 
TOC, BOD, and biodegradability.

Materials and Methods

A sample of saltwater measuring 5 L was taken at a depth 
of 10 m from the water’s surface at a location 2.3 km from 
the Khobar Beach in the Kingdom of Saudi Arabia. In this 
experiment, commercial TiO2 Degussa P-25 (80% A-20%R) 
purchased from Evonik industries, Germany (99.9% purity) 
and ZnO obtained from mkNano, Canada (99.9% pure, APS: 
20 nm) were employed as catalysts. COD was analyzed using 
an AQ 400, thermo scientific Orion COD 125 and total car-
bon analyzer (SHIMADZU). A pH meter (JENWAY 3520) 
was used to measure pH and a BOD incubator (Thermo 

Fig. 4   Shows the systematic 
sequential procedure for the 
response surface method in 
which consisting of initial 
phase, analysis and final deci-
sion [22]
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Fisher Scientific) with a complete set of water analysis kit 
(Eutech PCD 650) was utilized to estimate DO and BOD. 
Table 1 displays the original seawater parameters.

Experimental Study

Figure 2 displays a schematic of the experimental design of 
the batch experiments. A glass beaker of 1500 ml capacity 
with a magnetic stirrer was used as a batch reactor. The sea-
water sample of 1000 ml was taken in a batch reactor setup 
and the catalysts TiO2 and ZnO was added. The photo cata-
lytic process was conducted between 10:00 a.m. to 2:00 p.m. 
in the natural sunlight while being constantly stirred with a 
magnetic stirrer. The samples were taken out for analysis at 
equal intervals.

Equation 10 was used to estimate the percentage extrac-
tion efficiency of the observed values.

where X0 and Xf are the initial and final concentrations in 
mg/L respectively.

Mathematical Modelling Using RSM‑CCD

The design expert application (version-11.1.2.0, Stat-Ease 
Inc. Minneapolis, MN, USA) was employed for the model-
ling, optimization of data and statistical design experimen-
tal runs. It is a commonly used and well-recognized sta-
tistical approach for experimental purposes used to assess 
the coefficients in mathematical models, anticipate the 
input factors influencing the reaction, and optimize output 
[18]. The best circumstances and the correlation between 
the intended result and unrelated input factors like dose, 
reaction time, and pH may be determined. It may be used 
to determine the best experimental parameter value for 
a maximum or lowest response value. In this study, the 
independent variables are changed in accordance with the 

(10)Percentage removal =

(
Xo − Xf

)
Xo

× 100

face-centered CCD at three levels, which are, respectively, 
-1 (low), 0 (the center point) and + 1 (high). The adapted 
second-order polynomial regression model, also called the 
quadratic model, was used to suggest approximation [19]. 
The factorial points (−1, −1), (+ 1, −1), (−1, + 1), and 
(+ 1, + 1) are displayed in Fig. 3. The central points and 
axial or star points are (0, 0) and (-α, 0), (+ α, 0), (0, −α) 
and (0, + α) in the central composite design [20].

The Eq. 11 can be used to understand the intended 
response and independent input variables as

where, y is the response, xn is the variables and є is the fit-
ting error.

According to the central composite design (CCD), 
the experimental data and the ‘f’ were determined as an 
approximation. Equation 12 is the quadratic second-order 
polynomial regression model.

where, ai’ represents the effect of xi’, aii’ represents the effect 
of quadratic xi’ and aij’ represents the linear interactions 

(11)y = f(x1,x2,x3,x4, … xn) ± �

(12)f = ao +

n∑
i=1

ai�xi� +

n∑
i=1

aii�xi� +

n∑
i=j

aii�xi�xj� + �

Fig. 5   Architectural Neural 
Network with input and output 
variables [30]
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between xi’ and xj’ [21]. In order to determine the graphical 
analysis of the data and to ascertain how the independent 
variables and the answers interacted, the ANOVA (analy-
sis of variance) method was used. The optimum region was 
achieved by the two and three-dimensional contour plots. In 
RSM, the process of optimization for the variables, factors 
and responses were comprising of different steps [22].

•	 Selection of response percentage elimination of 
responses.

•	 Selection of variables and assigning the codes.
•	 Design and creation of experimental values for the elimi-

nation of replies by percentage.
•	 Performing regression analysis.
•	 Employing or formation of a quadratic polynomial 

according to the equation or response development.
•	 Developing the 2D and 3D contour plots and surface for 

the responses observed.
•	 Finally, performing analysis of optimum operating condi-

tions, etc.

The sequential process of response surface method is 
summarized in Fig. 4.

Modelling Using ANN‑Tool

The commercial Artificial Neural Network tool in MATLAB 
R2021b with Damped Least Squares (DLS) method or LMA 
Levenberg–Marquardt method was employed in the present 
study to optimize the input variables. To evaluate the data 
in this method, multilayer normal feed forward and full feed 
forward neural networks were used. The neural network, 
which is most frequently used to resolve engineering issues, 
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uses feed forward with backward propagation. The number 
of neurons in architectural neural networks is comparable 
to that of the biological nervous system or brain of living 
things. ANN is a biological nervous system, which combines 
the processing layers with the help of simple elements in 
parallel operation. The neural network can be trained with 
different types of optimization function, for example Leven-
berg–Marquardt algorithm (LM), back and batch back prop-
agation (IBP), (BBP) and Genetic Algorithm (GA) [23]. LM 

optimization uses local search operation in contrast to GA 
providing and it has better efficiency compared to other gra-
dient based algorithms [24]. Therefore, the proposed ANN 
is trained using the Levenberg–Marquardt algorithm (LM). 
The input layer, hidden layer (with one or more), and output 
layer makes up the architectural network. The independent 
variables of experimental data consist of input nodes and the 
dependent variables as output layer nodes. There are several 
nodes or neurons in each layer, the nodes in each neural 

Table 2   Levels of experimental 
variables in the central 
composite design

Factor Name Units Type Min Max Coded low Coded high Mean SD

P P: Dosage (g/L) Numeric 1.00 4.00 −1 ↔ 1  + 1 ↔ 4 2.50 1.19
Q Q: Duration Time (Min) Numeric 60.0 300.0 −1 ↔ 60  + 1 ↔ 300 180.0 94.87
T T: pH Numeric 6.0 9.00 −1 ↔ 6  + 1 ↔ 9 7.50 1.19

Table 3   Results of an ANOVA 
for TOC removal

Source Sum of Sqrs DOF Mean Sqr F-value p-value

Model 3529.88 9 392.21 17.23 0.0006 Significant
P: Dosage 2111.63 1 2111.63 92.77  < 0.0001
Q: Reaction Time 751.08 1 751.08 33.00 0.0007
T: pH 48.96 1 48.96 2.15 0.1859
PQ 37.35 1 37.35 1.64 0.2410
PT 2.62 1 2.62 0.1151 0.7443
QT 0.1028 1 0.1028 0.0045 0.9483
P2 0.6766 1 0.6766 0.0297 0.8680
Q2 493.27 1 493.27 21.67 0.0023
T2 39.80 1 39.80 1.75 0.2276
Residual 159.33 7 22.76
Lack of fit 146.67 5 29.33 4.63 0.1871 Not significant
Pure er 12.67 2 6.33
Cor total 3689.21 16

Table 4   Results of an ANOVA 
for COD removal

Source Sum of Sqrs DOF Mean Sqr F-value p-value

Model 4896.07 9 544.01 149.66  < 0.0001 Significant
P: Dosage 2665.93 1 2665.93 733.41  < 0.0001
Q: Reaction
Time

0.2205 1 0.2205 0.0607 0.8125

T: pH 55.69 1 55.69 15.32 0.0058
PQ 155.64 1 155.64 42.82 0.0003
PT 0.3886 1 0.3886 0.1069 0.7533
QT 1.51 1 1.51 0.4150 0.5400
P2 113.49 1 113.49 31.22 0.0008
Q2 903.44 1 903.44 248.54  < 0.0001
T2 0.6899 1 0.6899 0.1898 0.6762
Residual 25.44 7 3.63
Lack of fit 24.78 5 4.96 14.87 0.0642 Not significant
Pure error 0.6667 2 0.3333
Cor total 4921.52 16
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layer use the final outputs of all nodes in the previous layer 
as inputs [25]. In this current optimization method, a multi-
layer neural network was utilized to train the data, where R 
was input elements, S was number of neurons and multiple 
artificial neural network was employed [26]. In this neural 

tool, a numerous network was iteratively performed to estab-
lish the functions like sigmoid, linear, bipolar linear hyper-
bolic, threshold linear, tangent function. In order to make an 
accurate value prediction and compare it to the experimental 
values, training, validation, and testing were used.

Table 5   Results of an ANOVA 
for BOD removal

Source Sum of Sqrs DOF Mean Sqr F-value p-value

Model 364.82 9 40.54 30.69  < 0.0001 Significant
P: Dosage 38.33 1 38.33 29.02 0.0010
Q: Reaction
Time

130.71 1 130.71 98.95  < 0.0001

T: pH 36.31 1 36.31 27.48 0.0012
PQ 0.8452 1 0.8452 0.6398 0.4501
PT 1.05 1 1.05 0.7982 0.4013
QT 0.2388 1 0.2388 0.1808 0.6835
P2 0.5255 1 0.5255 0.3979 0.5482
Q2 97.60 1 97.60 73.89  < 0.0001
T2 1.22 1 1.22 0.9231 0.3687
Residual 9.25 7 1.32
Lack of fit 6.58 5 1.32 0.9870 0.5728 Not significant
Pure error 2.67 2 1.33
Cor total 374.07 16

Table 6   Results of an ANOVA 
for BOD/COD

Source Sum of Sqrs df Mean Sqr F-value p-value

Model 0.0021 9 0.0002 71.36  < 0.0001 Significant
P: Dosage 0.0020 1 0.0020 616.83  < 0.0001
Q: Reaction time 8.842E-07 1 8.842E-07 0.2686 0.6203
T: pH 7.866E-06 1 7.866E-06 2.39 0.1661
PQ 5.379E-06 1 5.379E-06 1.63 0.2419
PT 2.312E-06 1 2.312E-06 0.7021 0.4298
QT 2.949E-07 1 2.949E-07 0.0896 0.7734
P2 8.905E-06 1 8.905E-06 2.70 0.1440
Q2 0.0001 1 0.0001 16.75 0.0046
T2 2.031E-07 1 2.031E-07 0.0617 0.8110
Residual 0.0000 7 3.292E-06
Lack of fit 0.0000 5 4.476E-06 13.43 0.0708 Not significant
Pure error 6.667E-07 2 3.333E-07
Cor total 0.0021 16

Table 7   Model metrics Statistical conditions Model’s developed values

TOC removal COD removal BOD removal BOD/COD removal

R2 0.9568 0.9948 0.9753 0.9892
Adj. R2 0.9013 0.9882 0.9435 0.9754
Pred. R2 0.6786 0.9591 0.8397 0.9142
Adeq Prec 14.3485 39.5194 19.2939 24.7024
SD 4.77 1.91 1.15 0.0018
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The training, validation and testing are performed by 
using a multilayer number of neurons as shown in Fig. 5. 
In this method, the function called sigmoid transfer has 
been employed to transfer the function of input and hid-
den layers [27]. The sigmoid function is able to transform 
any real number to one between 0 and 1. Sigmoid is the 
common choice when probabilistic approach is used for 
prediction because it combines nearly linear, curvilin-
ear and almost constant behavior [28, 29]. The network 
architecture consisting of inputs are pH, reaction time, and 
catalyst dosage with the number of hidden layers and four 
output responses. For the training, testing, and validation, 
subsets of data made up of 70%, 15% and 15% of the total 
data were used. The number of hidden layers and nodes 
is decided based on the trial and error when choosing an 
architecture for your neural network. While performing 
the trial and error method, we need to add the layers and 
neurons to the network at random intervals and will take 
a lot of time to achieve it. The input and output of ANN 
were estimated as shown in Eq. 13 [30].

where, Y = output variables. x1 is pH, x2 is reaction time, x3 
is dosage.

Results and Discussion

For the experimental data, the Eq. 10 was employed to 
calculate the percentage removal efficiencies and estimated 
biodegradability.

Effect of Photo Catalysts Dosage

Figures 6 and 7 show that the highest percentage removal 
efficiency for COD, TOC, and BOD were 49.3, 47, and 
20.2% at the total catalyst dose of 4 g/L and the maximum 
biodegradability (BOD/COD) as 0.045.

Effect of Reaction Time

The percentage elimination efficiencies of output variables 
are shown in Figs. 8 and 9 with reaction time and biodeg-
radability. With a 180 min reaction period, the maximum 
percentage removal efficiency for TOC, COD, and BOD 
were discovered to be 59.79, 75.2, and 23.94%, respec-
tively and 0.055 as maximum biodegradability with the 
duration time for 180 min.

(13)Y = f
(
x1, x2, x3
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Effect of pH

Figures 10 and 11 show the biodegradability with pH vari-
ation and the greatest percentage elimination efficiencies of 
output variables. At pH 9 the greatest removal efficiencies 
in percentage for TOC, COD, and BOD were 46.9, 49.3 and 
20.23%, respectively. The biodegradability is unchanged at 
pH 7.5.

RSM‑CCD Studies

A response surface methodology approach based on the 
CCD (central composite design) was utilized to investigate 
the combination of three factors (P: Dosage, Q: Reaction 
Time, T: pH). To analyze the experimental results, a statis-
tical analysis of the square surface polynomial model was 
used by the central composite plane with 17 experiments 
under a randomized sub-type (Table 2).

Analysis of (ANOVA) variance results for the models of 
responses TOC, COD, BOD and BOD/COD are given in 
Tables 3, 4, 5, 6. The developed model “F-value” was found 
to be 17.23, 149.66, 30.69 and 71.36 for TOC, COD, BOD 
and BOD/COD depicting that all these models are statisti-
cally significant. Large ‘F’ values may occur due to noise 
and there is only 0.01% chance. P-values of “Prob > F” were 
observed to be less than 0.0500, which is indicating that all 
the models terms are found to be as significant. The model 
terms for all the responses P, Q, T, PQ, PT, QT, P2, Q2, T2 
are found to be significant, and the p-values are less than 
0.001, demonstrating the level of significance for developing 
models. The P-values are not significant or insignificant if 
the values are greater than 0.10.

Table 7 shows the R2 and predicted values found close 
to unity and smaller standard deviation values indicate 
good and better well predicting response of the model 
developed. A ratio greater than 4 is preferred for deter-
mining the signal to noise ratio using acceptable preci-
sion. For the percentage removal efficiencies, Table 8 
displays the real factor and coded factor equations and 
Fig. 12a, b, c and d displays the linear graphs for the 
responses.

Statistical Model Analysis Versus 3‑D Surface Plots

The 3-D surface plots of reaction time vs. dose for the 
percentage removal efficiencies of responses are shown in 
Fig. 13a, b, c and d. The ideal or maximum catalyst dosage 
for the combination of TiO2 and ZnO dosage is 4 g/L, 180 
min of reaction time, pH 7.5, TOC 52%, COD 71.12%, 
BOD 23% and BOD/COD 0.0506 respectively. The model 
optimization of the chosen solution is depicted in Fig. 14 
as ramps with a maximum desirability of less than 1.0. 

The statistical model yielded a total of 70 solutions, with 
the best biodegradability selected at a dose of 4 g/L and a 
reaction time of 0.052 s at 162.748 min.

Levenberg–Marquardt Approach Investigations 
of ANN Modelling

A Neural Network tool in MATLAB R2021A was employed 
and the model was generated by utilizing the 3 inputs such 
as, dosage TiO2 and ZnO (g/L), reaction time in min and 
pH. In ANN, hidden layers help separating non-linear data. 
Normal hypothesis suggests that for a small size dataset, few 
numbers of hidden layers are required. Thus a trial–error 
method was used analyzing the accuracy of the network to 
determine the hidden layers and number of neurons in each 
layer. The model was trained, validated and tested with a 
multilayer neural network architecture feed forward with 
back propagation with 3 inputs, 3 hidden layers and 4 output 
responses as shown in Fig. 15.

One of the ANN drawbacks of ANN configuration is its 
overfitting. The overfitting of ANN generates high training 
accuracy and low validation accuracy. The Fig. 16 analyse 
MSE over the epochs. It shows that there is no significant 
change in test curve before the validation curve. Therefore, 
there is least chance of overfitting. In the default setup of 
MATLAB, the training stops after six consecutive increases 
in validation error, and the best performance is taken from 
the epoch with the lowest validation error. The best perfor-
mance is achieved at epoch 8.

The prediction accuracy of the neural network was used 
to calculate the correlation coefficient (R2) between regres-
sion analysis and root mean-square error (RMSE). The 
RMSE and R2 were measured by the Eq. 14 and 15.

where, RMSE and R2 ranges in between −1 and + 1 and N 
are the number of operating points and Xmeas and Xest are 
used as measured and estimated variables. If it is close to 
a negative value, it indicates as a stronger negative linear 
relationship and positive value it indicates as a strong posi-
tive linear relationship. Figure 17 shows the maximum cor-
relation coefficient values according to the training, testing 
and validation with a standard angle as 45º line linear. All 
of the points are situated extremely close to the straight line, 

(14)RMSE =

√
1

n

∑
(Xmeas − Xest)2

(15)

R2 =

⎧
⎪⎨⎪⎩

n
∑

Xmeas Xest −
∑

Xmeas
∑

Xest��
N

∑
Xmeas2 −

�∑
meas)2

��
N

∑
Xest2 − (

∑
Xest)2]

⎫⎪⎬⎪⎭
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proving that the prediction made by the artificial neural net-
work is accurate and outstanding within the legal area. For 
all response variables, the coefficient adjusted is very nearly 

equal to unity (R2 adj = 0.99) demonstrating accurate pre-
diction. The coefficient of multiple determination is almost 
equal to unity (R2 = 1), which is good and flawless.

b. COD Removala. TOC Removal.

c. BOD Removal d. BOD/COD Removal

Fig. 12   RSM model linear plots for all responses
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Statistical Model Comparison Between RSM‑CCD 
and ANN‑Tool

Based on the predicted inaccuracies, the Artificial Neural 
Network tool and Response Surface Methodology-Central 
Composite Design on predictive models for the percentage 
elimination efficiencies of TOC, COD, BOD, and biodegra-
dability were compared with the experimental values. When 
comparing the RSM-CCD design of the ANN predictive 
model, the variance in predictive values for all response 
components was found to be greater. Table 9 shows the 
deviation of the values for experimental, RSM design and 
ANN. The comparison of the values of all response factors 

is based on the quadratic model in RSM and training, test-
ing, validaiton with a number of trails by ANN using the 
multilayer neurons. The ANOVA analysis from Tables 3, 4, 
5 suggests that the p-value of lack-of-fit is not significant, 
i.e. p-value > 0.05, which indicates lack of evidence in the 
RSM regression model. Table 3 shows that there are 18.71% 
chances that a large error can occur due to noise. And there-
fore, there is a need to test another alternative. In this paper, 
ANN is used an alternative to the RSM. RSM is classical 
statistical modelling. In contrast, ANNs can learn and simu-
late complicated, non-linear relationships. Thus ANN is able 
to recognize important relationship whereas RSM ignored it. 
Therefore, ANN gives better results than RSM.

a. TOC b. COD

c. BOD d. BOD/COD

Fig. 13   (a, b, c and d) 3-D surface plot for all the responses
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Conclusion

Under natural sun illumination, the elimination of contami-
nants found in saltwater was accomplished using a mixture 
of TiO2 and ZnO photo catalysts. It was discovered that the 
seawater had significantly removed contaminants. The fol-
lowing are the conclusions drawn from the study:

•	 The highest experimentally determined percentage elimi-
nation efficiencies for TOC, COD, BOD, and biodegrada-
bility as 0.0533 were 56.9, 73.5, and 23.0%, respectively.

•	 The connection between the independent variables 
and responses was found to be accurately and suitably 

described by a quadratic model. The P-value, F-value, 
and lack of fit test all confirmed the relevance of the RSM 
model. The maximum percentage removal efficiencies 
were found to be 56.9, 73.5 and 23.0% for TOC, COD, 
BOD and biodegradability as 0.0533.

•	 Based on optimization criteria, a total of 70 solutions 
were obtained using RSM-CCD statistical modelling, 
and all of the responses and factors had maximum desir-
ability values that were less than 1.0. The optimal values 
of biodegradability at a dosage of 4 g/L (TiO2 and ZnO) 
and at a reaction time of 163 min was found to be 0.052.

•	 According to RSM-CCD and ANN models, the opti-
mal prediction values for the percentage elimination 

Fig. 14   Optimization ramps for the desirability of selected solution

Fig. 15   Neural Network Feed-forward with back propagation
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efficiences of TOC, COD, BOD and biodegradability 
were found to be 51.6, 56.8; 71.1, 73.5; 22.6, 23.5% and 
0.0506, 0.0512 respectively at a photocatalyst dosage of 
4 g/L for the reaction time 180 min and pH 7.5.

•	 By comparing the error functions and performing a lin-
ear regression analysis, the ANN and RSM-CCD models 
were compared. The projected values of the RSM-CCD 
and ANN statistical models were well associated with the 
experimental data. The RSM-CCD modeling’s average 
R2 = 0.8479 was found to be inferior than the ANN mod-
el’s average R2 = 0.999 for projected values. This clearly 
shows that the ANN model’s forecast was determined 
to be superior than the RSM-CCD model’s. The study 
also indicated that the artificial neural network may be 
a useful tool and a reliable substitute for the RSM-CCD 
model.

Fig. 16   MSE vs Epochs
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