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and telemedicine, and personalized medicine [1]. It is note-
worthy that all these categories which find a mention within 
this definition, are heavily reliant on human health data, 
inputs which are made by humans in their interactions with 
technology, and, ICT systems. Against this backdrop, every-
one using ICT to either seek, deliver, or enable healthcare, is 
bound to be aware of the benefits, as well as of any adverse 
consequences which may stem from their participation in 
this ecosystem. To this end, we shall first seek to explore the 
scope and limitations of digital health and examine it against 
the existing law and ethics framework, before we proceed 
to suggest the way forward. In doing so, we will also evalu-
ate the privacy concerns and practices which exist and that 
which must be implemented for effective realization of the 
digital health goals.

2 Introduction

The discussion around digital health may have begun with 
focus being placed on the use of technology, however, we 
now see a gradual transition to reliance being placed on data 
[2]. Tied to this evaluation is the realization that there is 
a real transition taking place from the erstwhile focus on 
cure/illness, to wellness. This requires evaluation, analysis 
of copious volumes of health data, genetic and genomic data, 
lifestyle information—which goes beyond the individual 
who is the immediate concern, but brings into the fold, the 
entire family, genealogy, to achieve better outcomes. Inter-
estingly, the common thread here is the data, which is being 
constantly fed, by the healthcare practitioner, the patient, 
the technology platform—and more importantly the device, 
which is working round the clock, unobtrusively [3].

It is better to understand certain aspects and the chal-
lenges associated with them, at this very stage. While 
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1  Background

According to the US Food and Drugs Administration (US 
FDA), the broad scope of digital health includes categories 
such as mobile health (mHealth), health information [com-
munication] technology (ICT), wearable devices, telehealth 
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discussions around adoption of precision medicine, and 
Software-as Medical-Device are on, we are also at the cusp 
of growing acceptance amongst the users. Some say that 
the higher use of wearable devices may cut costs of emer-
gency healthcare, but is that wrong? For individuals who do 
not have robust insurance plans, or, individuals residing in 
countries with fledgling healthcare infrastructure, increase 
in uptake of such wellness devices and protocols, will only 
be a step in the right direction.

2.1  Evidence based care, novel care solutions

Data variety is a key driver for this sector; this, however, 
comes riddled with issues related to quality of evidence,  
any biases, amongst other underlying issues around data 
consumption. Focus on data driven healthcare solutions, 
diagnosis, has proliferated a novel medical model for devel-
opment of personalized therapeutic strategies, keeping in 
view the patient’s unique genomic, metabolomic, and epig-
enomic data. Precision medicine relies upon the individual’s 
unique phenotypes and genotypes, to determine the appro-
priate course of treatment, and to deliver timely and targeted 
prevention measures for diseases and autoimmune disorders. 
To put it crudely, precision medicine is based upon the four 
‘P’ principles—known as predictive, preventive, personal-
ized, and participatory healthcare [4]. The pandemic has 
been instrumental in this change of approach to healthcare 
delivery, with integration of multidimensional, unstructured, 
and disparate data sets, being relied upon for precision care 
and better patient outcomes. The concept seeks to challenge 
a “one size fits all” approach to disease management, and 
treatment regimens, by identifying the characteristics which 
expose people to a particular disease and characterizing the 
primary biological pathways which cause the disorder [5]. 
However, this process also relies upon the data, which is fed 
into the ICT systems, enabling them to provide outputs for 
continued care measures—the article discusses concerns, 
and way forward for these issues which persist in the health-
care ecosystem.

The Indian healthcare industry has sought to improve 
access to infrastructure and tools, necessary for widespread 
adoption in dealing with various health issues. Collabora-
tions with international genetic testing companies, to offer 
targeted therapy options using affordable genomic solutions 
are on the rise, providing patients with a rare opportunity to 
benefit from the integration of new age technologies with 
healthcare services. Reliance upon deep learning technolo-
gies, artificial intelligence (AI) and future ready digital 
interfaces will drive the discussion around precision health-
care in India for the future. The regulatory landscape will 
have to adapt, adopt, and, cater to such technologies in a 
future ready manner, to remove any hindrances to its wide-
scale adoption.

The reliance upon health data sets for focused delivery 
of healthcare has also found favor amongst consumers, 
who are the driving force behind the steady adoption of 
healthcare applications. Wearable devices, for example, 
may provide insights into a person’s daily actions, allow-
ing them to take proactive decisions on their lifestyle. 
According to data from the International Data Corpora-
tion’s (IDC) India Monthly Wearable Device Tracker, the 
Indian wearables market has grown by 141% since 2021, 
with 14.4-million-unit shipments recorded during this 
period [6].

In order to develop a consumer centric framework for the 
acceptance and reliance of such medical devices, regula-
tors across jurisdictions have imposed a risk-based approach 
to classify medical devices and rely upon submission of 
detailed information on the software design, adherence to 
privacy principles, and evidentiary proof over the validity, 
efficiency of the software, for use in the device.

The US FDA and the Central Drugs Standards Control 
Organization (CDSCO) have defined medical devices on 
similar lines, wherein any instrument, apparatus, imple-
ment, machine, contrivance, implant, in vitro reagent, or 
other similar or related article, including a component part, 
or accessory which is intended for use in the diagnosis of 
disease or other conditions, or in the cure, mitigation, treat-
ment, or prevention of disease, in man or other animals, or 
intended to affect the structure or any function of the body 
of man or other animals, and which does not achieve its 
primary intended purposes through chemical action within 
or on the body of man or other animals and which does 
not achieve its primary intended purposes through chemi-
cal action within or on the body of man or other animals 
and which is not dependent upon being metabolized for 
the achievement of its primary intended purposes, may be 
termed as a medical device [7].

Importantly, the US FDA has further sought to distinguish 
between general wellness devices (wearables) and medical 
devices, which operate with a medical purpose (diagnosis 
software and the likes), to ensure undue compliances, condi-
tions are not imposed upon unsophisticated devices, which 
do not make claims about medical benefits such as disease 
prevention, treatment, mitigation, or cure.

As these technologies continue to occupy/develop an 
entrenched position in our everyday lives, focus must be 
shifted towards the legitimate processing of voluminous 
health data by such data collectors, and its knock-on effects 
upon the end users. In addition, the use of AI/machine learn-
ing (ML) capabilities complicates matters for patients and 
regulators alike, with the efficiency of such systems heavily 
dependent upon training data sets, which are often askewed, 
and not representative of the demographic health status. 
This purports a causality dilemma, wherein more informa-
tion is required to be collected for improving the AI/ML 
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capabilities, which must further be refined in line with the 
global privacy principles, intended for end user protection.

Inaccuracies in data, askewed acquisition practices (at 
present, most AI/ML rely upon information from Caucasian 
populations, which cannot be ipso facto applied for a differ-
ent demography), affordability, and regulatory challenges 
must be addressed, to ensure that the seemingly harmless 
collection of information by wearables and devices of a simi-
lar ilk do not prejudice consumer rights in the digital space.

2.2  Challenges

Two common issues which may interfere with the wide-
spread adoption of digital health, are: (1) Awareness and 
Acceptability; and (2) Lack of technical wherewithal. To 
deal with the first challenge, with increasing efficiency, accu-
racy, and uptake of digital health enablers, including weara-
bles and other devices, it is important that the end users, the 
patients, are made aware of the medical/health conditions 
that can be monitored, treated and [possibly] avoided, with 
assimilation of such technology into their daily lives. It is, 
however, important also to educate them on the significance 
of these conditions, the possible treatment options, and the 
best way to access clinicians, regardless of the output of such 
devices [8]. Where such devices are connected to the health 
plan, or provide inputs to the concerned clinician, it might 
also assist the practitioner with the insight to intervene. 
Alongside this, the clinician, their offices, will also have to 
be convinced to rely on inputs which are generated by these 
technology enablers, and be taught how to integrate them 
with the clinical workflow. Awareness and acceptance have 
to be at the ends of the caregiver, as well as the care recipi-
ent; as reciprocal trust forms one of the foremost principles 
of medical ethics.

In economies like India, where the government has made 
stellar efforts to bring about technological revolution in the 
sector, on a policy front [9], and has enabled deployment of 
telemedicine set-ups across demographics and geographies 
[10, 11], challenges persist around roll-out of connected 
healthcare information systems, infrastructure, and basic 
means of interoperability. All these challenges can be over-
come by way of increase in government spending, public 
private partnerships, and fostering further dialogues between 
all parties (public and private, alike) to come together and 
allow their systems to interact with one another. To realize 
the goal of universal healthcare, efforts have to be made to 
ensure that the data which forms the fabric of this entire 
ecosystem, continues to be protected, and untarnished. The 
assumption that “too many cooks spoil the broth” can only 
be defeated when laws and ethical considerations around 
valuing data of all the stakeholders enjoy the same level of 
security.

3  Law and ethics

3.1  Trust

As briefly discussed above, trust forms one of the most basic 
requirement and principle of medical ethics. This is recipro-
cal in nature, as the caregiver relies on the representations of 
the care recipient, the patient; and similarly, the care recipi-
ent relies solely on the prescriptions of the caregiver. Its 
unique nature in medicine  is owed to the  inherent charac-
ter of information asymmetry that exists between the expert 
(the clinician), and the non-expert (the patient) [12]. With 
involvement of technology, now for the caregiver, inputs 
from ICT systems, would also mean that in their clinical 
decision-making process, a further element is also added 
for verification and reliance. To this end, concerted efforts 
have to be made and the stakeholders (including ICT sys-
tems) will have to be transparent in the processes and offer-
ings, subscribe to accountability principles, discuss about 
mutual benefits derived from the collaboration, and more 
importantly look beyond the mere realization of a privacy 
compliant framework.

Involvement of automated processes would also mean 
that codes are fed into the ICT systems, with baseline inputs 
which form the very basis of their performance—this neces-
sitates that the system owner clarifies and cross-references 
with the caregiver about any biases and prejudices which 
may seep into the primitive codes, itself. Similarly, the car-
egiver must communicate to the care recipient about how 
pre-analysis has been achieved, and what it means for the 
care recipient to rely on such automated tools, process-
ing and commonly available (licensed, and non-licensed) 
devices.

3.2  Accountability

Earlier in cases of medico-legal matters, it was easier for the 
law, patients to pin the blame on the caregiver; now, account-
ability may also lie on the patient themselves—where they 
choose to feed incorrect or insufficient information. It is not 
for this article to make determinations with respect to what 
happens in such cases, and whether or not the caregiver 
should have made their own, independent investigations 
or not; we are only considering aspects which define basic 
parameters for ascribing accountability.

Professional accountability, as we know of it today, is 
bound to change with AI/ML enabled processes, being 
incorporated into the practice of healthcare. While there 
are several tools available, and they are highly efficient, 
premature reliance can never be placed on such tools—this 
was best evinced in the story of IBM Watson [13]. It was 
soon realized that Watson, which was to assist oncologists 
in cancer treatment was not able to independently extract 
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insights from breaking news in the medical literature, and 
was also not able to compare a new patient with the diaspora 
of cancer patients who have come before to discuss hidden 
patterns—so are we there yet, in terms of complete reliance? 
No! It is keeping these shortcomings in mind, that the law 
has always aimed to place the burden on making final deter-
minations on the physician themselves [14], while allowing 
them to rely on evaluations made by  ICT systems. Where 
reliance on AI/ ML driven diagnosis, treatment course, sur-
gical procedures is bound to increase, there is an inherent 
need to  at least on an ad hoc basis, prescribe evidence-based 
standards for ascribing accountability [15]. This will dimin-
ish any conflicts in understanding the extent of professional 
accountability of the practitioner.

3.3  Data privacy and security

The holy trifecta of medical ethics would be incomplete 
without discussion around the core element of data, and the 
means and modes which go into protecting the privacy and 
security that must be afforded to it. With every stakeholder 
becoming highly aware about their own rights and duties 
around data privacy—it is important to ensure that: (1) 
transparency in practice offerings and exploitation of data is 
maintained; (2) explicit consent is taken from the individuals 
who are providing their data; (3) anonymization techniques 
are applied, where necessary, and aggregated data sets be 
used where nothing more is required; and, (4) security meas-
ures are implemented in a robust manner.

This is a problem which not just plagues the developing 
economies (without privacy legislations), it also concerns 
itself with advanced jurisdictions which have well-struc-
tured health schemes, and privacy laws. The UK Informa-
tion Commissioner’s office has identified that the health-
care sector accounts for most of the data incidents reported 
to them [16]. International policy organizations [17] have 
made attempts to analyze and address several data govern-
ance patterns and advise on what could be the best way of 
implementation of the same. National data privacy frame-
works, which prescribe the very foundation on which data 
can be collected, processed, and be used for a wider use case, 
with the active consent of the end users is a “must-have”, 
and does not form anything which can be negotiated with, 
or ignored. While public health is something that does not 
require express consent to be taken separately from the indi-
viduals, for a private consultation or a family wellness pro-
gram, there is nothing which precludes the individuals from 
giving their express consent to buy into such a program.

The laws which discuss privacy also invariably discuss 
how biases and prejudices can cause irremediable harm 
to the individuals to whom such data pertains to, and also 
provide recourse in such cases. Where a cogent trust-based 
framework is being based upon for the purposes delivery of 

healthcare solutions, and care continuum, it is also important 
that data privacy and security measures are also baked right 
into the heart of the implementation programs.

4  Rules and regulations

The digital health industry is oft regulated by a myriad 
of overlapping regulations, concerning data privacy, tel-
emedicine, and any laws which may speak of the necessary 
hardware and software specifications necessary to provide 
interoperability between ICT systems of different healthcare 
institutions. We seek to provide a brief overview of the gold 
standards for such regulations across the world, as well as its 
equivalents in the Indian regulatory environment.

1. The US Health Insurance Portability and Accountability 
Act, 1998 (HIPAA) [18] is a sectoral legislation tar-
geted at healthcare institutions and insurance providers, 
and forms the golden standard for regulation of health 
information. HIPAA imposes restrictions upon health-
care providers from disclosing health information to 
unauthorized personnel and further offers guidance on 
the availability and processes of health insurance plans. 
Similarly, the European Union General Data Protection 
Regulation (EU GDPR) [19] is an all-encompassing 
regulation, enforceable across the European Economic 
Area, and lays down the rules for protection of natural 
persons with regard to the processing of personal data 
and rules relating to the free movement of personal data. 
The aforementioned legislations focus on implement-
ing a consent-based framework for handling of sensitive 
health information, and ensures that data handlers (be 
it a healthcare provider, or a data analytics service pro-
vider) are cognizant of their responsibilities, and imple-
ment the necessary practices to protect user information, 
and gain user confidence in such digital health services. 
They also provide for the rights and duties of the pro-
vider of the information, who continue to be empowered 
with the rights to access their own information, rectify 
it, and also seek to have it moved to another service pro-
vider—which forms an essential feature for healthcare 
ecosystem, amongst several other rights.

2. Across the European Union (EU), US and India [14], 
the primary focus of laws related to telemedicine have 
been to develop and foster the caregiver—care recipient 
relationship from an in-person perspective, and bring 
about the elements of trust, vulnerability, efficiency, to 
the digital medium. While the EU does not provide for a 
nuanced framework, the reliance upon existing statutes 
in relation to e-commerce services, data privacy and pro-
tection, information services, ensure that the data han-
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dlers must action patient requests with care, and adhere 
to the standards of care implicit in an in-person consult.

As there are several limitations to the extent to which dig-
ital health can support the in-person aspects of healthcare, 
the frameworks which exist and which are being discussed, 
necessarily factor in the duty of care that the caregiver owes 
to the care recipient, and also the prescribed standard of 
care, from which the caregiver must never derelict. Breach-
ing a fiduciary duty that the caregiver owes to the care 
recipient shall have severe implications ranging across their 
professional accountability, compliances expected under 
ICT norms and laws, consumer protection.

4.1  Way forward

Any digital health [decision-making] framework must con-
sider the fundamental ethical principles [20] of justice, 
beneficence and respect for persons. Relying on the Belmont 
Report [20], which was written by the National Commission 
for the Protection of Human Subjects of Biomedical and 
Behavioral Research, we can interpose between creating new 
laws, and existing norms. These ethical principles are widely 
accepted and resonate amongst several other life sciences 
norms, including those which apply to clinical research. 
Regulation of digital health, should premise itself on fol-
lowing essentials, namely:

1. Informed Consent—as the delivery of healthcare ser-
vices across digital health range anywhere between use 
of wearable devices, to diagnosis, to curating a treatment 
plan, the care recipients must be:

1.1 Informed about the nature of automation, if any being 
deployed for delivery of care, risks and anticipated ben-
efits of such procedures (even if its about describing how 
telemedicine works), alternatives (if any), purposes;

1.1 Given the option to choose between what they must 
be subject to (including automated processing of their 
data).

It is after these necessary disclosures have been made, 
consent be taken, to proceed with. This involves seeking 
consent for a particular procedure, including consultations, 
and, also a separate consent being taken for processing of 
their data. They do not always have to be interlinked—as 
processing could be undertaken by a separate entity. Goes 
without saying, that there always is the possibility for a dis-
connect in what is written in such disclosure forms, and what 
is perceived, the intention of keeping it easily comprehensi-
ble should always be there. Also, the caregivers, providers 
must not seek consent forcibly—it has to be voluntary. Tied 

to the concept of trust, the data owner (patient) [21] should 
be able to exercise control and autonomy over their data—
and should be empowered with the decision to provide their 
consent, or refrain from it. Simply put, where the patient 
wants an in-person consult, the physician cannot impose a 
telemedicine consult with them.

2. Assessment of Risks and Benefits—at the very begin-
ning of this chapter, it was discussed how there are sev-
eral stakeholders in the ecosystem: the giver (physician), 
the seeker /recipient (patient), the enabler (ICT platform/
system owner)—each must weigh their own risks and 
benefits. In doing so, the stakeholders must look beyond 
the psychological or physical harm that may be caused, 
but also factor in the legal, social and economic inju-
ries that may stem from such an intervention. Where 
reliance is placed on AI/ML and such other aggregated 
clinical decision-making tools, enablers, there should 
be evidence supporting, motivating the viability of the 
product or the process, and also the reliability that may 
be placed on it. While risks have to be disclosed first 
to the care recipient, caregiver, there should be a clear 
indication that potential benefits will outweigh the risks, 
in a balancing act.

Tied to this objective, is the silent backdrop of ethical, legal, 
and social implications (ELSI) considerations which are 
being made by several associations comprising of natu-
ral and juristic persons [22]. These associations consider 
several aspects of digital health, including but not lim-
ited to, health, use of different types of ICT systems in 
healthcare delivery, and public health.

3. Accessibility to All—with the intent to extend universal 
healthcare coverage to all, inclusive growth and making 
digital health accessible to all, diverse demographics is 
essential. In a data driven digital health world, if every-
one is not treated, then the datasets which will be created 
and will be eventually consumed by other ICT systems 
to assist in clinical decision-making, will also turn out 
to be biased and prejudiced. We have already discussed 
here, how certain data sets are always considering a par-
ticular race, so stunted accessibility will only mean that 
certain genders, races, ethnicities, and age groups will 
always be underrepresented. This will invariably affect 
the quality of the data which is derived from the data-
sets.

4. Data Privacy and Security—it will be an entirely futile 
exercise where prescriptions around how to collect, 
access, use, preserve, secure all the data that is col-
lected from provisioning of digital health solutions are 
not made. Taking an interdisciplinary approach to under-
stand what could be the limitations that the caregiver, 
care recipient, and enabler suffer from, may yield in for-
mulation of rules and regulations which can be imple-
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mented across the entire spectrum of stakeholders, and 
be technology as well as use-case agnostic. With several 
laws already in place across the globe, similar considera-
tions and frameworks may be created and implemented 
across jurisdictions which lack a comprehensive frame-
work.

The discussions referenced here consider the factual 
relevance of several technological advancements, and the 
legal and ethical challenges and requirements which must 
be made now. In doing so, the objective continues to be that 
the patient remains the focal point, data remains of para-
mount importance, and trust and accountability continue 
to form the most basic relationship that exists between the 
caregiver, care recipient and enabler. We have come a long 
way from the old adage of health is not valued till sickness 
comes, and where we are aiming to provide a closed loop of 
care continuum to all, we can not fall short on any of these 
expectations.
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