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Abstract Current research in the area of voice recogni-

tion has entered a new stage. It does not only concentrate

on the correct evaluation of linguistic information

embodied in the speech signal, it also works towards

identification of variations naturally present in speech.

Undoubtedly, the focus is to enhance the accuracy and

precision of the developed technique. Speaker’s accent due

to his native dialect is one of the major source of vari-

ability. Prior knowledge of the spoken dialect will help in

the creation of multi-model speech recognition system and

can enhance its recognition performance. This paper

focusses on applying some of the established dialect

identification techniques to identify speaker’s spoken dia-

lect among dialects of Hindi. Fusion of multiple streams

obtained as a combination of phonetic and prosodic fea-

tures is implemented to exploit the acoustic information.

The work presented here also exploits the ability of AANN

to capture the distribution of data points in a reduced

number and further to classify them into groups. System

performance for different level of fusion is recorded for

Hindi dialect classification. It is observed that Duration as

prosodic feature is an important cue for automatic dialect

identification systems.

Keywords Dialect identification � Auto-associative
neural network � Feature combination � Hindi dialects �
Prosodic features � Multi-stream fusion

1 Introduction

Current research in the area of automatic speech recognition

(ASR) is focusing on understanding andmodeling variations

in spoken language. Speaker’s native dialect, accent, and

socioeconomic background highly influence their speaking

style. The speaker will carry the trait of this style when

speaking some other language or even the standard form of

his language. The differences so caused introduce difficulties

for modeling input speech in the development of speaker-

independent systems. Automatic identification of speaker’s

dialect from the input speech can improveASRperformance.

Apart from this, identification of dialect in spoken utterance

can be used as biometric information for speaker’s identity.

Dialect of a given language is a variety of that language

with systematic phonological, lexical and grammatical

characteristics followed by speaker’s belonging to same

geographical area. The task of automatic dialect identifica-

tion (ADI) is to identify speaker’s native dialect of a prede-

termined language using the acoustic signal alone. Dialectal

studies can be based either on acoustic approach or the

phonotactic approach. The former approach deals with the

differences between the distribution of sounds in dialects,

and the latter is concernedwith the sequence of occurrence of

sounds in different accents. It is a difficult problem as

speakers from same dialect show major variations among

themselves. Also, intra-speaker variations can be observed

due to a different state of emotions. Due to this problem ADI

is treated as more challenging than that of language identi-

fication (LID).
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Due to the similarity of this task with LID task most of

the research in this area takes the lead from research done

in LID. Several successful approaches of LID field have

been extended to this problem. Zissman et al. [1] have

extended the approach of parallel phone recognition fol-

lowed by language modeling (PRLM) to the classification

of two Spanish dialects. They have used phonotactic

information regarding the language. Kumpf and King [2]

proposed accent specific HMMs and phoneme-based bi-

gram language model for accent classification. Trained

HMMs have been used for segmentation of accented

speech for further training the classifier. This system gave

good recognition performance. Torres-Carasquillo et al. [3]

have used discriminatively trained Gaussian-mixture

models-Universal background models (GMM-UBM) with

shifted delta cepstral (SDC) features. It is combined with

vocal tract length normalization for the recognition of

English, Chinese and Arabic dialects. Huang et al. [4]

proposed word based modeling technique for recognition

of dialects. They have used GMM-HMM approach for

acoustic modeling and have shown that small set of words

accounts for large training database. Due to this they have

advocated that only this small set of word will suffice for

acoustic model training. Wells [5] in his findings outlined

that variation in accent stretch out in phonetic as well as

speaker’s prosodic characteristics. Arslan et al. [6] used

mel-frequency cepstral coefficients (MFCC) and energy as

speech features for English accent classification. Relevance

of prosodic information was evaluated by Rouas et al. [7]

for LID also. Motivated by the improved performance of

such systems showing that low-level features such as

MFCC alone cannot provide sufficient discriminating

information, Yan et al. [8] have applied formant vectors

instead of MFCC to train GMM and HMM for accent

identification of American, Australian and British English.

Ma et al. [9] explores MFCC features with multi-dimen-

sional pitch flux. They have used GMM for distinguishing

three Chinese dialects. Alorfi [10] explores ergodic HMMs

to model phonetic differences between two Arabic dialects.

Intonational cues are considered to be useful indicators

for humans for identification of regional dialect. Many

works have been done to exploit the influence of dialect on

intonational cues [11, 12, 13]. Artificial neural networks

(ANN) for their ability to capture the inherent non-linear-

ities in the input signal have also been used in many of the

dialect recognition work [14, 15].These systems are easy to

implement and perform well on a small set of data. Recent

research in this direction is focused on kernel-based

approach, where the features are modeled using GMM and

support vector machine (SVM) is used as a classifier. In

Biadsy et al. [16] used GMM-super vectors extracted for

each phone type with SVM classifier for identification of

English accent. Multi-layer feature combination with SVM

classifier is used for Chinese accent identification [17]. In

this work, they have used both the segmental and the supra-

segmental information to capture the diversity of the

variations within accent. MFCC and log energy with higher

order derivatives is modeled using GMM with multi-class

SVM classifier in [18].

The work presented in this paper focus on applying

some of the established dialect identification techniques to

identify speaker’s spoken dialect among dialects of Hindi.

Most of the work done for AID deals with languages of

western countries and are based on the study of influence of

pronunciation of L1 on L2. This paper deals with the

regional dialects of Hindi and its influence on utterances of

standard Hindi. Fusion of multiple streams obtained as a

combination of phonetic and prosodic features is imple-

mented to exploit the acoustic information. In [19], Auto-

associative neural networks (AANN) have been proven to

be the substitute of GMMs for pattern classification prob-

lem. This paper also exploits the ability of AANN to

capture the distribution of data points in a reduced number

and further to classify them into groups. System perfor-

mance for different level of fusion is recorded.Few dialect

based studies using suprasegmental features of speech have

been done. In [15], classification of accents of speakers

have been done using a database collected from people

who are non-native speakers of Hindi. Study of the impact

of Hindi due to their mother tongue; i.e. L1 is studied. In

[20], dialect classification of isolated utterances is done and

multilayer feed forward neural network is used as a

classifier.

Following this introductory section, rest of the paper is

arranged as follows: Section 2 describes speech database

for this work. Front end Speech features used for dialect

identification is explained in Sect. 3. Multi-stream feature

fusion is presented in Sect. 4. Section 5 describes the

classification model, Sect. 6 evaluates system performance,

and conclusion of the work is discussed in Sect. 7.

2 Speech database

Speech related research are based on data-driven technol-

ogy and requires a large amount of labeled data. These data

are used for training acoustic model. Contrary to major

European and American language with huge speech corpus

in the public domain Hindi has no standard text and speech

corpora for researchers. Individuals or research group

working in this field have created databases for fulfilling

their requirements. For the study of regional Hindi dialects,

no such database is available for use. Lack of such resource

for Hindi is the major hurdle in speech processing research

for this language. Hindi is mainly spoken by people in

North and Central India. There are around fifty dialects of
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Hindi. Huge dialectal diversity can be seen in these dia-

lects. Due to geographical and lingual background varia-

tions can be easily observed in dialects also. Recording

considerable number of speech samples to cover the vari-

ations from all the dialects is itself a challenge. This work

is based upon four major dialects of Hindi, namely; Khari

Boli dialect (KB) (Delhi and parts of neighbouring states),

Haryanvi (HR) (Haryana and part of Delhi), Bhojpuri (BP)

(East Uttar Pradesh, Bihar and Jharkhand) and Bagheli

(BG) (Madhya Pradesh and parts of Chhattisgarh). To

minimize the inter dialectal variations, the speakers are

selected from close geographical propinquity. A databa-

se of 300 continuous sentences spoken by 28 male and 20

female speakers from each of the four dialect is created.

The aim of this work is to study the influence of dialects

on pronunciations of Hindi. A text corpus of continuous

sentences, consisting of all Hindi phonemes is created

using Devanagari script based on Khari Boli (considered as

standard Hindi) dialect. Read speech samples are recorded

in a soundproof room using Gold Wave tool and are

sampled at 16 kHz. All the selected speakers are of the age

group 18–50 years.

3 Feature front-end

Speech in its digital form is variable and is of very high

dimension. Also, it is impractical to model them directly

with available modeling techniques. Feature extraction

process is required to convert the speech waveform in a

form usable for further processing. The main goal of fea-

ture extraction in ASR is to preserve the key lexical

information while suppressing the non-lexical variations.

Extraction of proper acoustic features that can efficiently

characterize speaker’s accent/dialect is an important issue

in the design of ADI. Research in [21], highlights that

quality and robustness of speech features control the per-

formance of any ASR systems. Acoustic features can be

categorized as phonetic and prosodic features. Both para-

metric (i.e. MFCC) and non-parametric (LPC, PLP) types

of phonetic features have been used in several speech based

identification task [6, 8, 15]. This paper uses MFCC and

SDC as phonetic feature.

3.1 Acoustic features for ADI system

3.1.1 Mel frequency cepstral coefficient (MFCC)

MFCC, introduced by Davis and Mermelstein [23] is the

most widely used feature based on filter bank analysis. It

exploits auditory principles along with the decorrelating

property of cepstrum. The procedure of MFCC computa-

tion is shown in Fig. 1.

3.1.2 Shifted delta cepstral (SDC) coefficients

Dialect and language identification research typically uses

delta and double-delta coefficients with the cepstra

obtained at each frame time t as spectral features. Signifi-

cant improvements have been achieved in research [24, 25]

using SDC features. This improved feature set is an

extension of delta cepstral coefficients [26]. In contrast to

the conventional delta coefficient, SDC captures long-term

temporal features. They reflect dynamic characteristics of

spectral features and can possess pseudo prosodic behavior.

SDC features are obtained from multiple frames. Figure 2

represents SDC coefficients calculation method. These

coefficients use four parameters represented as N-d-P-k. N

represents the number of MFCC based cepstral coefficients

from each frame of data. The parameter d represents the

time shift of consecutive blocks over which deltas are

calculated; whereas, the parameter P determines the gaps

between consecutive delta computations and k is the

number of blocks whose delta coefficients are stacked to

form the SDC feature vector. For a given time t, we first

obtain:

DC t; ið Þ ¼ C t þ iPþ dð Þ � C t þ iP� dð Þ ð1Þ

i varies from 0 to k-1; and finally, the SDC feature vector

is obtained as k stacked version of SDC coefficients; rep-

resented by:

SDCðtÞ ¼ DC t; 0ð ÞtDC t; 1ð Þt:. . .. . .DC t; k � 1ð Þt
� �t ð2Þ

Recent research [24, 27] have shown the effectiveness of

this feature by achieving improved recognition score

without any increase in computational cost due to dimen-

sionality. This motivated the authors to use them for Hindi

dialect identification task.

Previous study shows that intonation plays an important

role in recognition of spoken accent; that is due to speak-

er’s native dialect. Research in [6, 8, 28] shows that pro-

sodic features such as formant frequency, pitch, phone

duration, energy and intensity, all contribute to accents to

some degree. Prosodic features are supra-segmental fea-

tures. These features can be properly extracted from units

greater than phones. To take the benefits of these features

in this work syllables were used as processing unit. Also,

syllable is one such acoustic unit that has a close connec-

tion with human speech perception and articulation [29]. In

order to further process the speech samples using syllables

contained in it speech signal must be segmented at the

syllable level and aligned with phonetic transcriptions. The

segmentation can be done manually to achieve high

accuracy. But for large data set manual segmentation and

labeling is extremely time-consuming task. Automatic

segmentation of speech has become standard practice for
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these researches. In this work, syllables were segmented

using Donlabel tool [30].

Formants as prosodic features are used by many

researchers for accent classification. As formants corre-

spond to resonant frequencies with maximum amplitude,

they give information regarding voiced sounds, of which

most notable are vowels [31]. Researchers in [6, 22] have

used formant frequencies for classification of accents.

Their work uses phoneme-based model for classification.

Intensity refers to the sound power per unit area. Listeners

perceive it as loudness of the sound. Individual’s vocal

loudness; emotional state, environment and distance from

the recording devices are few factors that contribute to this

characteristic of speech. Due to varying influential char-

acteristics it can not be used as a concrete measure for

dialect identification. However, in [32], intensity has been

considered for the classification of two British dialects.

Since, it is based on the speaker who can speak both the

dialects, i.e. the subjects are common along with same

environmental conditions, and the use of intensity as a

prosodic feature is justifiable. This paper uses pitch, energy

and duration as prosodic features for classification of Hindi

dialects.

3.1.3 Pitch as prosodic cue

Fundamental frequency F0, dominates the overall perfor-

mance of voice pitch and is perceived as pitch range. It is

influenced by some common factor such as anatomy,

speaker’s language background and the emotional state of

speakers. The temporal pitch dynamics conveys intonation

related information. Tests based on human perception

shows that pitch movements can be used to distinguish one

language or dialect from another [33]. Each language or

dialect has its unique pattern of rise and fall of tone and

stress. In [34] it is shown that variations of pitch contour

are dialect dependent and can be used as a cue for dialect

identification. Fundamental frequency as a prosodic feature

for dialect/accent recognition tasks has been mainly used

for tonal languages. Most of the work done for Mandarin

uses pitch as a representation of tone and have shown

considerable improvements in system performance [35,

36]. Grover et al. [37] shows that speakers of French,

German and English differ in their pitch contour. Work

done for Hindi dialects in [38] highlights the presence of

lexical tone due to native dialects, and this motivated the

authors to consider it as a prosodic cue in this work.
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Extraction of F0 from the speech segment requires two-

step processes. In the first step, speech frames are classified

as voiced and unvoiced and then fundamental frequency is

computed from the voiced frames, setting the unvoiced

frame value as zero. Several algorithms are available for F0

extraction. ‘‘Yet another Algorithm for Pitch Tracking’’

(YAAPT) [39], which works in both time and frequency

domain is adapted for this work. Average pitch for male

and female speakers in the database is found to be 131 and

235 Hz respectively.

3.1.4 Energy as prosodic cue

Energy level of the speech signal helps in identifying the

voiced/unvoiced part of speech. Stress pattern of speakers

can be represented by combining energy with pitch and

duration. Most of the work done for accent/dialect recog-

nition uses frame energy as a prosodic feature in their

work. Some researchers consider it as a separate stream

[15], and some consider it along with the spectral feature

set [18]. In both the cases performance of the system is

improved. Energy of each overlapping frames of seg-

mented speech is obtained by summing the squared

amplitude of each sample.

3.1.5 Duration

Biadsy [40] in his research outlines that due to speaking

style of individual’s length of spoken segment varies and is

mainly concerned with the vowel duration. Duration of

vowels has been used for British regional dialect classifi-

cation in [32] Vowel duration is also dependent on location

of pauses, the word and syllable boundaries, as well as;

manner of articulation. Since the manner of articulation in

each dialect is different, phonetic duration differences

occur among dialects. Figure 3 shows mean vowel duration

for 10 Hindi vowels in four dialects under consideration.

These differences are obtained by considering CV and

CVC syllables of our database. The significant differences

between the duration of vowels due to dialects motivate the

authors to exploit it for dialect identification task.

4 Modeling of multi-stream feature using AANN

All acoustic features have some strength and weaknesses.

Feature combination aims to fuse features obtained from

multiple streams of speech signal with the aim to capture

discriminative information. The fusion of multi-stream

features has been widely used for speech, speaker and

emotion recognition tasks. Evidence of their better per-

formance is available in literature.

The simplest approach to combine two feature set is to

concatenate them into single feature vector [41]. But, this

method simply increases the dimensionality. In [42],

articulatory features are combined with standard acoustic

features using direct method based on linear discriminate

analysis (LDA). In [43], Heteroscedastic linear discrimi-

nant analysis (HLDA) is used to combine multiple streams

of acoustic features. Both LDA and HLDA assumes that

feature in each class obey Gaussian distribution. Another

limitation of LDA is that it stores same covariance struc-

ture across all classes, where as HLDA deals with this

limitation by storing separate covariance across all classes,

there by increasing the storage requirement. Principal

component analysis (PCA) is also widely used independent

feature extraction/reduction method. As with LDA, PCA

also assumes that the structure of data is inherently linear.

However, since speech features are not necessarily linear

non-linear methods can be assumed to give better repre-

sentation in fewer dimensions. In NLPCA [44], neural

network is trained as an identity map. This type of neural

network is referred as Auto-associative neural net

(AANN), which is trained to minimize mean square error

using target same as the input. AANNs have been shown to

successfully capture the variability in the input speech

Fig. 3 Comparative chart of

average duration of Hindi

vowels in four dialects
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feature while representing them in small numbers [19, 45].

Feature streams used in this work are:

(i) 12 MFCC features ? log energy.

(ii) 24 Delta features corresponding to obtained from

SDC.

(iii) 4 Pitch values (fmin, fmax, fmean, Df0(fmax-fmin).

(iv) Duration of syllables.

Feature streams from (i), (ii) and (iii) are obtained at

frame level and the duration feature is obtained at the

syllable (multiple frames) level. These individual feature

streams are combined to generate 3 streams as;

Stream A: combination of (i) and (ii), Stream B: com-

bination of (i) and (iii) and stream C as combination of

(i),(ii) and (iii). Duration is obtained at the syllable level so

to study its impact as prosodic feature it is combined in the

fusion logic at the final decision level for identification.

Recent research in ADI uses GMM [18, 40] or HMM [6,

10, 33] for modeling of feature set, which is then used by

the classifier to identify the correct class of input utterance.

Although the GMM based systems have shown good per-

formance for automatic identification of accent but their

performance is highly dependent on the number of Gaus-

sian mixtures and the initial partition. Also, GMMs are

constrained by the fact that the shape of the distribution of

component is assumed to be Gaussian [19] and number of

mixture needs to be fixed in advance. Speech data have

complex structure and hence cannot be adequately repre-

sented using GMM that uses first and second order statis-

tics. HMMs on the other hand support acoustic and

temporal modeling but again, it makes number of subop-

timal modeling assumptions. It is based on the assumption

that successive acoustic vectors follow Gaussian distribu-

tion and are uncorrelated. They give best results in case of

context dependent models. But these models have large

number of parameters and handling them requires complex

processing. ANNs have often been favorable choice for

researchers. They are universal approximators and can

model any continuous function with a simple structure.

Classification, reduction, clustering all can be done using

ANNs.

In [19]; AANNs have been proposed as the alternative to

GMM. They relax the assumption of feature vectors to be

normal locally and capture higher order moment. In few

cases it has been observed that GMM slightly performs

better than AANN, but the number of parameters used by

AANNs is much—much fewer than that required by GMM.

The efficiency of AANN is utilized in this work.

AANN is a feed forward neural network (FFNN) with

one input, one output layer and one or more hidden layers.

The number of units at each hidden layer and the number of

hidden layer is dependent upon the problem in hand. It has

been shown that a three layer AANN clusters the input data

in linear subspace. When the constraints on number of

hidden layer are relaxed, the network is able to cluster the

input data in the non-linear subspace [46].

For each of the four dialects 3 AANNs corresponding to

three output streams are created. The number of neurons at

the input and output layer is dependent upon the number of

features from each input stream. Figure 4 represents

schematic diagram for multi stream fusion.

The first and the last hidden layers capture local infor-

mation contained among the feature vectors. The number

of nodes in these layers are derived experimentally. Second

hidden layer is known as bottleneck of the network and

compresses the input vector producing reduced dimen-

sional feature. This compression layer is also responsible

for capturing global information from the input feature.

The network structure used for the generation of stream

A is 37L-83N-19N-83N-37L, for stream B the structure

used is 17L-44N-9N-44N-17L and for stream C it is 41L-

80N-22N-80N-41L. Here, L represents linear units and N

represents non-linear units. Output function at nonlinear

unit is tanh(x), where x is the activation parameter. Net-

work learns by minimizing the mean squared error for each

frame using back propagation learning algorithm to adjust

network weights. Variation of parameter such as, epoch is

not very critical, as it does not influence the performance of

the system [19].

5 Classification model for Hindi dialects

Support vector machines are the most favorable choice of

classifier for most of the recent research in language or

dialect/accent recognition. In [47], SVM is used with SDC

feature vector for language recognition by machine. Gen-

eralized linear discriminant sequence kernels have been

designed for this task and the shows that performance of

SVM classifiers is comparable to that of GMM based

systems. Advantage of SVM is that it can cope with hard

classification problems and gives solution with maximum

margin, but the optimality of solution depends upon the

kernel used. Also, special effort is required to deal with

variable length speech segments. ANNs have always been

Speech Feature Stream I 

Speech Feature Stream II 

Speech Feature Stream III 

AANN I 

AANN II 

AANN III 

Reduced Set 
of Features 

Fig. 4 Schematic representation for fusion of input features at front-

end
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a preferable choice for pattern classification by researchers.

AANNs have been used as classifier in many of the pattern

classification task. In [45], Mixture of AANNs has been

used for speaker verification tasks. In [48], AANNs are

trained with residual phase features and MFCCs for

speaker recognition. The data reduction and classification

capability motivated us to use AANNs as dialect classifiers

for Hindi.

AANNmodel for each dialect is created separately. Each

classifier consists of 4AANNmodel representing one dialect

each. Again for each dialect the model consists of 4 AANNs;

3 for the reduced feature stream A,B and C and fourth for the

duration of syllable. The structure of AANN for each dialect

is same. Figure 5 represents AANN based dialect classifier.

The fourth classifier of each dialect is represented as second

level classifier. Classification performance of the system is

evaluated by fusing the confidence score from each of the

combined feature stream for the dialects with the confidence

score obtained for the AANN model used for modeling

syllable duration of that dialect.

The classifier for all the dialects is trained using dataset

from that particular dialect. The model captures the dis-

tribution from the feature vector given as input to the

AANN model. The difference between the observed output

and the input is used to compute squared error (ejk) for

each feature stream k in jth frame and is obtained ejk = ||

yjk2ojk||
2, where yjk is the kth feature vector value given as

input from the jth frame and ojk is the observed output from

the model for kth feature vector of jth frame. Mean frame

error is computed as, Ej ¼ 1
T

PT

k¼1

ejk where T is the total

number of feature from each frame. The error Ej is con-

verted to obtain confidence score from each frame using,

Cj = exp(2Ej). The total confidence value for the test

utterance is computed as, C ¼ 1
N

PN

j¼1

cj where N is the total

number of frames. This is obtained from all AANN mod-

els, representing one dialect each. Total confidence score is

obtained as the weighted sum of the confidence score from

fused feature stream and duration (Cd) based classifier

obtained as Ct = w 9 C ? (1-w) 9 Cd, w represents the

weight of the stream and vary from 0 to 1. For each syllable

of the utterance the confidence score from dialect based

classifier is combined and based on predefined threshold

value final classification decision is made (Fig. 6).

6 Evaluation of dialect identification model

System performance is evaluated using reduced feature set

obtained during fusion. Evaluation of system is done for

feature level fusion performed by AANN and also for score

level fusion. The score level fusion is obtained by varying

weights from 0 to 1 to combine the confidence score of

fused feature classifier with duration based classifier.

The MFCC features are obtained by dividing speech

segment into successive overlapping frames of 20 ms with

an overlap rate of 10 ms. 12 MFCC features with along

with energy coefficient is computed from each frame. For

this 13 coefficient shifted delta coefficients are obtained.

The parameter for SDC in this work is set as (12-1-2-2). 24

coefficient constitute one SDC. The classifier structure for

training with Stream A is 19L-36N-11N-36N-19L, for

stream B the classifier structure used is 9L-21N-4N-21N-

9L and C stream based classifier is designed as 22L-50N-

14N-50N-22L. These values have been obtained by testing

the system for different number of nodes at hidden layer

and the one giving best performance is finally used. Min-

imum number of syllable in any sentence of the text corpus

used here is 10 and the maximum is 28. 28 input and output

layer neurons are used in each AANN for duration based

classification. The structure of AANN model for duration

in each dialect is 28L-48N-13N-48N-28L. For sentences

that have lesser than 28 syllables the tailed portion of the

input is appended with zeros to make it 28 in number

(Table 1).

Average performance of the classifier for stream A is

obtained as 66 %, with stream B the classifier average

performance is noted as 72 % and with stream C the

classifier performance is observed as 86 %. From the

findings it is clear that prosodic feature such as Pitch

provides significant improvement to the dialect classifier.

Also, the delta features from SDC is able to capture tem-

poral dynamics of speech signal. Inclusion of delta features

captured over sequence of frame is significant for system

performance.

For the score level fusion, the classifier output obtained

with the combined feature set is added as weighted sum to

the output of syllable duration based classifier. The system

AANN for 
Khariboli 

AANN for 
Haryanvi 

AANN for 
Bhojpuri (BP) 

AANN for 
Bagheli (BG)

Decision Logic 

Evidence for 
KB 

Evidence for 
HR 

Evidence for 
BP 

Evidence for 
BG 

Hypothesized 

Dialect 

Speech 

Utteranc

Classifier 1 

Classifier 2 

Syllable 
Duration 

based 
AANN 
models  

Fig. 5 Block diagram of dialect identification system based on

evidences from each dialect
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performance is evaluated by varying the weights of the two

confidence score. It is observed that for all the feature

stream the score level fusion performes well. Undoubtedly,

the results obtained highlights the significance of duration

in Hindi dialect classification, but importance of spectral

feature is also highlighted for different degrees of weights

assigned to feature streams. The average performance of

system with stream A is 74 %, with stream B it is 84 % and

with stream C it is 91 %. For both the scheme it is obtained

that the system performs best for the Bhojpuri dialect. One

of the reason behind this may be the geographical prox-

imity of speakers selected for this work.

7 Summary and conclusion

In this paper, fusion of speech features are explored for

Hindi dialect identification. We have outlined the capa-

bility of auto-associative neural network for its use for

feature combination and also for classification of speech

features by capturing dialect specific information from

underlying distribution of feature vectors. This system is

based on Four Hindi dialects and can be extended to more

dialects of the language for identification. Different feature

streams are fused at the front end and the model is trained

with the fused feature set. Fusion is also performed at the

Fig. 6 System performance with score level fusion of duration based classifier with a Stream A, b Stream B and c Stream C

Table 1 System performance

for feature level fusion
Hindi dialects Recognition performance (%)

Stream A Stream B Stream C

KB HR BP BG KB HR BP BG KB HR BP BG

KB 69 15 8 8 72 11 7 10 85 9 1 5

HR 11 70 10 9 15 70 10 5 6 83 6 5

BP 6 7 64 23 0 12 75 13 2 4 90 4

BG 14 8 18 60 13 7 8 72 7 4 3 86
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score level. As the feature stream combined at the feature

level are all obtained from frame based processing, the

duration feature, calculated at syllable level is fused at

score level. It is obtained that the fusion of feature gives

better results and duration is one of the important prosodic

feature for Hindi dialect classification. The results obtained

in this work are promising and demonstrates the potential

of AANN as a candidate for dialect classification using

speech. In future we would like to extend this work on

more Hindi dialect.
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