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Abstract  Dissolved oxygen (DO) is the most vital water 
quality parameter that directly indicates the survival of 
aquatic life. Therefore, accurate DO prediction is essential 
for aquaculture water quality management for sustainable 
and profitable aquaculture production. Machine learning 
(ML) models have been successfully employed for water 
quality prediction. However, DO undergoes dynamic 
changes, which are nonlinear and complex, making accurate 
prediction of DO using conventional statistical methods and 
ML models a challenging task. To resolve this in this work, 
we propose a stacked ensemble ML model combining three 
different ML models as base learners and one ML model as 
a meta-learner to improve the DO prediction accuracy. The 
effectiveness of the stacked ensemble ML model has been 
evaluated using two different water quality datasets. The 
experimental results show that the stacked ensemble ML 
model achieves significant accuracy improvement compared 
with standalone ML models.
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Aquaculture farms explore practical approaches to reduc-
ing water consumption due to climate changes and water 
scarcity. Aquaculture plays a crucial role in ensuring food 
security for the growing population [1]. Intensive aquacul-
ture systems are the fish farms with high stocking density, 
which can efficiently utilise land and water resource [2]. 
Maintaining optimum water quality plays a significant role 
in making intensive aquaculture production profitable, and 
this requires accurate water quality prediction. The dissolved 
oxygen (DO) concentration must be kept at optimum lev-
els to stabilise the water quality. Decomposition of organic 
materials can quickly reduce the DO level in the water in a 
few hours, resulting in fish mortality [3, 4]. Accurate DO 
prediction resolves the issue and is crucial for maintaining 
aquaculture water quality [5].

Accurate prediction of DO is challenging as variations 
in DO are nonlinear and complex. Classical time series 
forecasting methods like Autoregressive Integrated Mov-
ing Average (ARIMA), Seasonal Autoregressive Integrated 
Moving Average (SARIMA), Seasonal Autoregressive Inte-
grated Moving Average with Exogenous Regression (SARI-
MAX), Holt Winter’s Exponential Smoothing (HWES), etc. 
[6, 7], have problems associated with DO prediction such 
as less prediction accuracy and low generalisation [8]. As 
intensive aquaculture requires high accuracy, a novel water 
quality prediction technique for forecasting water qual-
ity parameters based on stacking is proposed in this work. 
Recently ensemble learning approach has been used in vari-
ous fields which require high prediction accuracy. Stacking 
is a popular ensemble strategy to produce accurate results 
compared to a single learning model [9, 10]. The authors of 
[11] show a significant improvement in the forecast of PM 
2.5 concentration using stacked selective ensemble-backed 
predictor (SSEP).

P. Swetha and V. P. Harigovindan have contributed equally to 
this work.

 *	 Rasheed Abdul Haq Kozhiparamban 
	 rasheedabdulhaq@gmail.com

	 P. Swetha 
	 siriswethavas@gmail.com

	 V. P. Harigovindan 
	 hari@nitpy.ac.in

1	 Department of Electronics and Communication Engineering, 
National Institute of Technology Puducherry, Karaikal, 
Puducherry 609609, India

http://crossmark.crossref.org/dialog/?doi=10.1007/s40009-023-01213-2&domain=pdf
http://orcid.org/0000-0002-8649-2725


204	 R. A. H. Kozhiparamban et al.

1 3

The authors of [11] show a significant improvement in 
the forecast of PM 2.5 concentration using stacked selec-
tive ensemble-backed predictor (SSEP). The model accuracy 
is enhanced by employing the stacking ensemble integrat-
ing the merits of multiple single forecasting models. For 
the weekly forecasting of the data, in [12] authors propose 
a novel method that combines four base forecasting mod-
els using the lasso regression stacking approach. From the 
results, it is observed that the integrated forecast of various 
heterogeneous models on an average improve the accuracy 
of forecasting over the individual models. For the sales 
time series forecasting, authors of [13] propose a stacking 
approach for building a regression ensemble of single mod-
els. The results show that the overall performance of predic-
tive models for sales time series forecasting is improved by 
stacking. Differently from existing works for DO prediction, 
we propose stacked ensemble machine learning (ML) model 
to improve the accuracy of DO prediction in this work. To 
the best of the authors’ knowledge, this is the first research 
work to propose and analyse the performance of the stacked 
ensemble ML model to predict DO for aquaculture.

The significant contributions of this work are as follows: 

1.	 Three years of data (January 2016 to December 2018) 
is collected from aquaculture ponds located in Kerala 
under the Agency for Development of Aquaculture Ker-
ala (ADAK).

2.	 We propose a stacked ensemble ML model by integrat-
ing the merits of single forecasting models to achieve 
improved DO prediction accuracy for aquaculture.

3.	 We have considered the performance of the seven regres-
sion methods: support vector regression (SVR), random 
forest (RF), light gradient boosting machine (LGBM), 
elastic net (ENet), gradient boosting (GB), kernel ridge 
regression (KRR), and K-nearest neighbour (KNN). 
After considering the various possible combinations 
based on the optimal performance, we have chosen three 
different regression models as the base learners and one 
regression model as the meta-learner to implement the 
stacked ensemble ML model.

4.	 The performance of the stacking ensemble model is 
compared with standalone regression models using two 
different water quality datasets. The datasets used in this 
work are the water quality dataset collected from ADAK 
and a publically available dataset [8], which is collected 
from the marine aquaculture base in Xincun Town, 
LingShui County, Hainan Province, China. Results 
show that the stacking model significantly improves the 
accuracy of DO prediction compared to the standalone 
models.

Ensemble learning is a method where we train multiple mod-
els to solve a problem and are combined them to get more 

accurate results. Here the standalone performance of these 
single forecasting models called base learners need not be 
exceptionally good. The idea is that when weak base learners 
are combined with the right ensemble method, we get a more 
reliable and robust model. Three major approaches for com-
bining the base learners in ensemble learning are bagging, 
boosting, and stacking. In this work, we have used stacking 
as the meta-algorithm to combine the weak base learners 
to provide highly accurate DO prediction for aquaculture.

Stacking is one ensemble concept for combining the 
predictions of base learners using a meta-learner. The data 
is divided into train and test sets. The input data is given 
directly to the base learners, the base learners predictions 
are provided as a new set of features to train the meta-model, 
and the predictions from the meta-model are the final pre-
diction [14].

The main motive of introducing the stacking model is 
to keep down the generalisation error. Stacking typically 
provides better predictive performance compared with any 
single model. When the number of models used as base 
learners increases, we get better accuracy and improved 
generalisation. But the training time will also increase with 
the number of models in base learners. The performance of 
ensemble learning is best when we use the right combination 
of existing models as base learners. Meta-learner has the 
capability of learning to combine the best predictions of the 
base learners. The main concept of stacking is that the input 
data does not explicitly leak to the meta-model. To avoid 
data leakage, we use k-fold cross-validation at the base level. 
The aquaculture DO data collected from ADAK is divided 
into k folds, and for each iteration, k − 1 folds get trained and 
make predictions on the untrained fold. The results of the k 
iterations are averaged to obtain a new set of feature for the 
next level. The process is replicated for all the base learners 
to produce the X

meta
 matrix to train the meta-model.

Stacking will produce significant results by preferably 
combining base learners using a meta-model because some 
models might work well in some parts of feature space, 
while other models might work well with others [15]. A 
significant improvement in the final predicted result using 
stacking can be achieved when a diverse set of models are 
used at different levels because different models follow dif-
ferent learning strategies. The diverse set of models at differ-
ent levels will disagree with each other introducing a natural 
diversity that allows modelling various dynamic patterns in 
forecasting [16].

The proposed framework limits the number of models 
used at the base learner level to three. It reduces the train-
ing time, and no significant improvement is observed by 
increasing the number of base learners. The performance 
of the seven regression methods: support vector regression 
(SVR), random forest regression (RF) [17], light gradi-
ent boosting machine (LGBM) [18], elastic net regression 
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(ENet) [19], gradient boosting regression (GB), kernel 
ridge regression (KRR), and K-nearest neighbour regres-
sion (KNN) [20], is evaluated. We have three different 
regression models as the base learners and one regres-
sion model as the meta-learner to implement the stacked 
ensemble ML model. Various possible combinations are 
considered, and based on the optimal performance best 
combination is selected for the stacked ensemble ML 
model.

As illustrated in Fig. 1, the proposed method is a two-
level stacking approach. The first level has three different 
regression techniques as base-level models, and the second 
level has one as meta-learner. We have considered all the 
possible combinations of seven regression methods: sup-
port vector regression (SVR), random forest (RF), light 
gradient boosting machine (LGBM), elastic net (ENet), 
and gradient boosting (GB). KRR, ENet, and LGBM as 
base learners and GB as a meta-model give optimal results 
compared to all other combinations. Hence for stacking 
of ML models, the regressors used in the base level are 
LGBM, ENET, and KRR, and the meta regressor is GB, 
and the cross-validation (CV) = 12.

The performance of the prediction models is evaluated 
using MAE (Mean Absolute Error), MSE (Mean Square 
Error), RMSE (Root Mean Squared Error) and MAPE 
(Mean Absolute Percentage Error), computed by the set 
of equations given below:

where A
i
 is the actual value of i

th
 sample, Y

i
 is the predicted 

value of i
th

 sample, and n is the number of samples.
This research is to improve the prediction accuracy of 

aquaculture DO using a stacked ensemble ML model. These 
models are tested with two water quality datasets (ADAK 
and MAC). We use the 80% data from the dataset to train 
the model, and the remaining 20% is used to test the accu-
racy of the prediction results. The experimental environment 
is Microsoft Azure Virtual Machines with specifications: 
Inter(R) Xeon (R) 8272CL CPU @2.60GHz, 32 GB RAM, 
Windows 10 (64-bit) operating system, Visual studio code 
IDE, and we have implemented the neural network model 
using Python 3.9.6, Keras 2.6.0 and Tensorflow 2.6.0., 
Numpy 1.22.3, and Scikit-learn 1.0.2.

Table  1 summarises the comparison of MAE, MSE, 
RMSE and MAPE results of the stacked ensemble ML 
model with standalone ML models. Figure  2 plots the com-
parison of the predicted values using stacking and other ML 
models with the actual values for DO. It is clear from tables 
that stacking outperforms the standalone ML models for 
both datasets.

Figure  2a compares the predicted values using the 
stacked ensemble ML model and standalone ML models 
with the true data on the ADAK water quality dataset. 
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Fig. 1   Two-level stacking 
architecture of the proposed 
method
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Table 1   Performance 
comparison of prediction 
accuracy of different ML 
models and stacked ML model 
for ADAK and MAC water 
quality datasets

Model ADAK dataset MAC datset

MAE MSE RMSE MAPE MAE MSE RMSE MAPE

SVR 0.0377 0.0020 0.0450 0.0071 0.5123 2.6666 1.6330 0.0538
RF 0.0287 0.0014 0.0376 0.0055 0.2606 0.7525 0.8675 0.0279
LGBM 0.0296 0.0015 0.0385 0.0056 0.2705 0.7722 0.8787 0.0301
ENET 0.0611 0.0059 0.0767 0.0117 0.4123 0.3035 0.5509 0.1219
GB 0.0278 0.0013 0.0365 0.0053 0.2768 0.7760 0.8809 0.0318
KRR 0.0272 0.0013 0.0359 0.0052 0.2623 0.7825 0.8846 0.0272
KNN 0.0328 0.0018 0.0427 0.0062 0.3999 0.8721 0.9339 0.0657
Stacking 0.0255 0.0011 0.0332 0.0049 0.0176 0.0010 0.0319 0.0045
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For the ADAK water quality dataset, the prediction per-
formance of all models is shown in Table 1. From the 
results, it is clear that the proposed stacked ensemble ML 
model (MAE = 0.0255 ml/L, MSE = 0.0011 ml/L, RMSE 
= 0.0332 ml/L and MAPE = 0.0049 ml/L) outperforms all 
ML models. The proposed model shows improvements of 
6.16 %, 14.56%, 7.57 % and 6.19% beyond the best per-
forming ML model KRR (MAE = 0.0272 ml/L, MSE = 
0.0013 ml/L, RMSE = 0.0359 ml/L and MAPE = 0.0052 
ml/L) on MAE, MSE, RMSE and MAPE, respectively.

Figure  2b compares the predicted values using the 
stacked ensemble ML model and standalone ML models 
with the true data on the MAC water quality dataset. For 
the MAC water quality dataset, the prediction performance 
of all models is shown in Table 1. From the results, it is 
clear that the proposed stacked ensemble ML model (MAE 
= 0.0176 ml/L, MSE = 0.0010 ml/L, RMSE = 0.0319 
ml/L and MAPE = 0.0045 ml/L) outperforms all ML mod-
els. The proposed model shows improvements of 93.25 
%, 99.87 %, 96.33 %, 83.74 % beyond the best perform-
ing ML model RF (MAE = 0.2606 ml/L, MSE = 0.7525 
ml/L, RMSE = 0.8675 ml/L and MAPE = 0.0279 ml/L) 
on MAE, MSE, RMSE and MAPE, respectively.

In this research work, we have proposed the stacking 
ensemble regression model to improve the accuracy of 
the aquaculture DO prediction. We have considered the 
performance of the seven regression methods. Based on 
the optimal performance, we have chosen three different 
regression models (KRR, ENet and LGBM) as the base 
learners and the GB regression model as the meta-learner 
to implement stacking ensemble regression. These predic-
tion models were trained and tested on two distinct data-
sets. We have compared the performance of the stacking 
ensemble ML model with standalone models in terms of 
MAE, MSE, RMSE and MAPE. Results show that the 
stacking model significantly improves prediction accuracy 
compared to the standalone ML models, offering a realistic 

solution for forecasting the water quality parameter DO in 
aquaculture.
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