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Abstract. Are different regions of the United States experiencing convergence
in levels of GDP? Carlino and Mills (1993) examined this question through
time-series techniques, and found some evidence in favor of regional conver-
gence. This paper checks the robustness of their results by using new econo-
metric methods proposed by Vogelsang (1998). Our results, together with
results from Loewy and Papell (1996), suggest there is stronger evidence in
favor of convergence than previously thought based on the results of Carlino
and Mills (1993).
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1. Introduction and motivation

Do poor countries have the ability to catch up to rich countries in standards
of living? Solow’s (1956) seminal neoclassical model of growth has sparked
endless debates on the empirical validity of its convergence prediction. More
specifically, the battle has raged over whether countries worldwide are
actually converging in terms of levels of GDP, after adjusting for different
steady-state parameters. This is known as conditional convergence: due to
different savings rates, population growth rates, and depreciation rates, dif-
ferent countries will not necessarily converge to the same steady-state. How-
ever, if the parameters are the same, then convergence will occur. This issue
has important ramifications on the development front, for if convergence is
indeed a myth, then key assumptions and decisions by policy makers must be
completely altered. Mankiw, Romer and Weil (1992) claim poorer countries
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grow faster than richer ones, by augmenting the Solow model with human
capital. However, Quah (1993), studying dynamics of per-capita GDP country
distributions, found no such convergence. Baumol (1986) also found evidence
of convergence, but only within the developed countries. Clearly, the debate is
far from over.

Closer to home, this question of convergence in the United States has been
carefully examined. For if no clear evidence of convergence exists in the U.S.,
with its relatively fluid capital and labor markets, then what chance is there
for global convergence? Barro and Sala-i-Martin (1992) drew attention to this
issue by examining U.S. state data since the mid-eighteenth century. For the
U.S. as a whole, as well as globally, they found evidence of f-convergence
(defined as a negative relation between the initial levels of relative GDP and
relative growth rates).

In contrast to this cross-sectional notion of convergence, a time-series
notion has also been examined in recent papers. Initially, optimistic results
were not found. Brown, Coulson and Engle (1986) argue that there is no evi-
dence of U.S. state convergence. But other economists, using regional data,
have found convergence. Carlino and Mills (1993) point out that Barro and
Sala-i-Martin’s work leaves open the possibility of individual U.S. regions not
converging, despite overall convergence in the United States. They define
stochastic convergence as the log of per-capita income in one region relative
to that of the national average being stationary. That is, under stochastic
convergence, shocks to a region are temporary. They then examine whether
the regional series are stationary; if so, then the U.S. region in question dis-
plays stochastic convergence. Carlino and Mills state that both f-convergence
and stochastic convergence are necessary for actual convergence; the former
type means that poorer regions are on average catching up to the U.S. aver-
age, while the latter type means that shocks to the region are temporary. They
find no evidence of stochastic convergence without including a break in the
trends of the series, but upon adding a trend break with break date of 1946,
they show that three of eight regions display stochastic convergence. Fur-
thermore, they find f-convergence for the same three regions, indicating that
at least part of the U.S. is converging. In addition, they conclude that the bulk
of U.S. convergence took place before World War II. However, their econo-
metric approach contains several restrictive assumptions. First, if the serial
correlation in the errors does not follow an AR(2) process, as they assumed
for all regional series, then their model is misspecified and their results are
potentially misleading. Second, they impose the same trend break year of 1946
on each region, when a priori it is but one of several possible choices for a
break in trend. While we find that their results are not an artifact of their
AR(2) specification, the strength of the evidence for convergence depends on
whether the break date is treated as known or unknown.

Loewy and Papell (1996) expand upon Carlino and Mills by testing the
unit root hypothesis while allowing a break in the trend at an unknown date.
Thus, the break date is chosen endogenously by the data. In the end, they find
evidence in support of stochastic convergence in seven out of eight regions.
Yet they ignore the f-convergence tests needed to make complete statements
on U.S. regional convergence.

We check the robustness of Carlino and Mills’s results with respect to /-
convergence and extend them to the case of an unknown break date by using
new econometric tests proposed by Vogelsang (1997, 1998). These tests have
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the following useful properties. The tests are asymptotically valid for general
serial correlation in the data, including ARMA models, and do not require
estimates of serial correlation nuisance parameters (Vogelsang (1997, 1998)
showed that the tests also have good finite sample properties when asymptotic
critical values are used). The tests are also valid whether the errors are 7(0)
or I(1) and do not require unit root pre-tests (An 7(0) series is one that is
stationary around its deterministic trend, while an /(1) series has a unit root in
the error term). More importantly, the procedures work well in finite samples
for series with errors that have persistent serial correlation. Like Carlino and
Mills (1993) we allow a break in the trend function at the date 1946, but we
also report results where the break date is considered unknown and is chosen
by the data. Therefore, our results provide evidence regarding regional con-
vergence for the case where the break date is treated as unknown. Overall, we
find considerable evidence of f-convergence, although the strength of the evi-
dence depends on whether we can treat the break date as known or unknown,
and how robust we want to be with respect to persistence of the errors.

The remainder of the paper proceeds as follows. Section 2 describes
the time series notion of f-convergence and gives details of the econometric
methodology of trend function hypothesis testing. Section 3 reports our em-
pirical results. Section 4 concludes.

2. The econometric model and methodology

Let y, denote the natural logarithm of relative per-capita income for some
region at time ¢. That is, y, is the natural logarithm of the ratio of per-capita
income of that region to average income (across regions) of the entire country.
Following Carlino and Mills (1993), f-convergence requires that regions with
initial incomes above average should grow slower than the rest of the country
while regions with initial incomes below average should grow faster than the
rest of the country. In terms of y,, f-convergence requires that for regions
where y, is initially positive (negative), the growth rate of y, should be nega-
tive (positive). Therefore, these requirements for f-convergence map into
hypotheses regarding the parameters of the deterministic trend function of y,.
Suppose that y, is modeled as

Ve=u+pr+u (1)

where u, is a mean zero random process that is serially correlated. f represents
the average growth of y, over time and yu represents the initial level of y,.
According to f-convergence, if x> 0 then f < 0 and if u <0 then § > 0.
Though , the estimate of the intercept, is not precisely the same as y,, the
initial level of relative per-capita income, we have found that the differences
between the two are very small for all eight U.S. regions. Therefore, evidence
on f-convergence can be obtained from estimates of the trend function of y,.
Inference on estimates of ¢ and £ is complicated by the fact that u, is serially
correlated and may be a unit root (/(1)) process. The approach taken by
Carlino and Mills (1993) was to model u, as an AR(2) process and rewrite y,
as an autoregressive process.

There are some pitfalls to writing y, in the autoregressive form. First, the
trend parameters in the autoregressive representation of y, are nonlinear
functions of u, f and the serial correlation parameters. Therefore, obtaining



52 M. Tomljanovich, T. J. Vogelsang

information about x4 and f requires untangling this nonlinear relationship.
Second, the AR(2) model may not always provide an adequate approximation
to the correlation structure of u, for all regions, and thus lead to misspeci-
fication. Finally, when u, is I(0), information about f can be obtained from
the estimate of the coefficient on the trend term in the autoregressive repre-
sentation of y,. But when u, is (1), this estimate is not related to f§ (as the true
coefficient becomes zero) and information about f must be obtained from the
estimate of the coefficient on the intercept in the autoregressive representation
of y,. Therefore, the possibility of a unit root in #, can cloud the interpretation
of the point estimates of trend function parameters in the autoregressive
representation of y,.

We take a different approach which involves direct estimates of 1 and f
based on simple regressions. To test hypotheses about u and £, we use a class
of statistics recently proposed by Vogelsang (1998). The statistics are based on
two simple regressions that are both estimated by OLS. The first regression,
the y, regression, is given by

yI:ﬂlDU][+ﬁlDT]f+ﬂ2DU2[ —|—[)’2DT2[—|—L{, (2)

where DU;, = 1 if t < T, and 0 otherwise, DU, = 1 if t > T}, and 0 otherwise,
DTy, =t if t < T, and 0 otherwise and DT>, =t — T} if t > T} and 0 other-
wise. T} is the date of a shift in the parameters of the trend function of y,. T}
is considered either known, e.g. T, = 1946, or unknown, in which case 7T} is
estimated from the data. The parameters x4, and y, indicate whether relative
per-capita income is above (x; > 0) or below (g, < 0) average at times 1 and
T} respectively. The parameters ff; and f, are growth rates before and after
the break.
The second regression, the z, regression, is given by

zy = DTy + B1SDT; + p, DT + ,SDTH + Sy (3)

where z, = Zj’:l ¥y, SDTy = E_;:] DTy, i=1,2 and S, = 2;21 uj. This
regression is obtained by computing partial sums of y,.

Testing for convergence amounts to testing whether the parameters y, 1,
p, and p, are different from zero and have signs consistent with convergence.
Therefore, all that is needed are tests of the significance of the OLS estimates
in the y, and z, regressions. Vogelsang (1997) provides statistics that can be
used for this purpose. The statistics are simple modifications of standard ¢-
statistics computed by OLS. Let ¢, and f. generically denote f-statistics for
testing the null hypothesis that the individual parameters in the y, and z, re-
gressions are zero. For the y, regression the appropriate modified ¢-statistics
are simply 7'/2t,, where T is the sample size. For the z, regression the
appropriate modified #-statistics are defined as ¢ — PS;, = T~ '/%t. exp(—bJ7),
where b is a constant and J7 is 7! multiplied by the Wald statistic for testing
¢y =c¢3=---=c¢9 =0 1in the OLS regression

9
yr:ﬂlDUlt+ﬂ]DT1t+;u2DU2t+ﬂ2DT2t+ZCitl+ut (4)
i=2

The Jr statistic is a unit root statistic proposed by Park and Choi (1988) and
Park (1990). Jr can be computed as (RSSy — RSS;)/RSS;, where RSSy is
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the residual sum of squares from regression (2), and RSS; is the residual sum
of squares from regression (4). Given a significance level for the test, b can be
chosen so that the critical values of the r — PSy statistics are same when u; is
1(0) and when u, is I(1). Therefore, the Jr modification results in 7-tests from
the z, regression that are robust to /(1) errors. If » = 0, in which case the Jr
modification has no effect, the distribution of ¢ — PSy is different when u, is
1(0) compared to when u, is I(1). Use of b = 0 is appropriate if the errors are
known to be I(0) and we are certain the /(0) asymptotic approximations are
more accurate. The Jr modification is not needed in the y, regression since the
T~'/21, statistics have well-defined asymptotic distributions when u, is (1).
When u, is 1(0), T~'/*t, converges to zero. Therefore, 7~'/?¢, is a conser-
vative test when errors are 1(0). The 7~'/?¢, statistics are designed to have
power when u, is /(1) but remain robust when u, is 7(0), while the t — PSt
statistics are designed to have power when u, is 7(0) but remain robust when
u, is I(1). See Vogelsang (1997) for details.

Asymptotic distributions for the 7'/ 21, and 1 — PSy statistics are non-
standard (nonnormal) and depend on the break date used in the regressions.
In particular, the critical values depend on whether the break date is assumed
known or unknown. When the break date is assumed unknown, it must be
estimated from the data. The method of estimation affects the asymptotic
distributions. We use a straightforward method of estimating the break date.
We estimate the y, regression for break dates in the range 7,/, 7, +1,...,
T — T} where T} = 0.1T. Therefore, we do not consider break dates near the
end points of the sample. This is called trimming. For each regression we
compute 7! multiplied by the Wald statistic for testing the joint hypothesis
that u; = u, and f, = f, (this is the hypothesis that there is no break in the
trend function of y,). The estimated break date is the break date that results in
the largest normalized Wald statistic.

The asymptotic distributions of the 7!/ 21}, and ¢t — PSy statistics for both
known and unknown T}, follow directly from theorems in Vogelsang (1998).
Critical values are tabulated by Vogelsang (1997), which we also report in
Tables 1, 2 and 3.

A possible alternative testing approach is to jointly test that the signs of u
and S have opposite signs. Such a joint test could lead to higher power.
However, this joint test is a nonstandard testing problem that has a compli-
cated composite null hypothesis. Conceptually, we could extend the approach
of Chernoff (1954); however, integrating the joint test into our framework
would be a complicated and non-trivial extension of the econometric theory
that is well beyond the scope of this paper. We leave this interesting method-
ological problem as a future research topic.

3. Empirical results

Annual BEA data on per-capita personal income from 1929-1990 for the
eight U.S. regions, the same data as Carlino and Mills (1993), are used in this
study. The regions are: New England, Mideast, Great Lakes, Plains, South-
east, Southwest, Rocky Mountains and Farwest. These eight series are plotted
in Figures 1 and 2.

Recall Carlino and Mills’s definition for convergence: both f-convergence
and stochastic convergence are needed for actual convergence. Loewy and
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Papell (1996) have adequately demonstrated that stochastic convergence holds
for seven of the U.S. regions, with the exception being the Rocky Mountains.
If we can establish f-convergence for any of the seven regions that satisfy
stochastic convergence, then we have established convergence.

It turns out there is evidence to suggest that stochastic convergence holds
for the Rocky Mountains as well, using new unit root tests proposed by
Perron and Rodriguez (1998). See the appendix for more details. Thus, we can
conclude that stochastic convergence holds for the Rocky Mountains as well
as the other series.

In the regressions discussed in the previous section, the key to this question
lies in the point estimates of the intercepts and slopes. Testing for convergence
amounts to testing whether the parameters x4, and f;, i = 1,2, are different
from zero and negatively related. This negative relation is vital to the analysis,
because convergence indicates initially rich regions (with a positive intercept)
grow at a slower rate than poorer regions (shown by a negative trend point
estimate).

We estimate both known and unknown trend break date models. The
former is in the spirit of Carlino and Mills. The latter completely avoids the
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potential data-mining criticism arising from the choice of break date. This is
achieved by letting the data choose the break date (The interested reader
should consult Perron (1989) and the papers in the July 1992 issue of the
Journal of Business and Economic Statistics for a detailed discussion of the
choice of break date). It will become clear that using an endogenous trend
break date model weakens the case for regional f-convergence in that there
are fewer statistically significant point estimates.

The empirical results are presented in Tables 1 through 4. Tables 1, 2 and 3
report the raw point estimates along with z-statistics and critical values for
assessing significance. In each of these tables results are given for both known
and unknown break dates. The last column in these tables reports the esti-
mated break date. It is interesting to note that in six of eight regions the esti-
mates of T} fall within World War II and are relatively close to 1946. Table 4
conveniently summarizes the results of Tables 1, 2 and 3 with respect to con-
vergence.

Table 1 reports results using the z, regression and the ¢ — PSt test used to
assess statistical significance of the point estimates. The ¢t — PSy statistics are
given in parentheses below each point estimate and asymptotic critical values
are given in the bottom two rows. In this table, the J; correction was not ap-
plied when computing the ¢ — PSy statistics (b = 0 was used). The results of
Loewy and Papell (1996) indicate that most of the series have stationary
errors. Therefore, the J7 correction may not be needed if the persistence of the
errors is such that the 7(0) asymptotic approximation is accurate for t — PSy.
But, results based on Table 1 must be viewed with caution as even clearly
stationary errors with realistic persistence (for example, AR(1) errors with
autoregressive parameters of 0.8) could spuriously inflate the t — PSy statistics
in the sample size with which we are dealing.

Unlike Table 1, the results in Tables 2 and 3 are robust to highly persistent
errors and are, while more conservative, more reliable. Evidence of conver-
gence or divergence based on Table 2 or 3 can be viewed as strong and robust.
Table 2 contains the same point estimates as in Table 1, but the J, correction
is used. Because of this, the r — PSt statistics are smaller in magnitude com-
pared to Table 1. We report 1 — PSy statistics for 10% and 5% tests in
parentheses below each point estimate. Table 3 reports results using the y,
regression and provides the 7!/ 2ty statistic below each point estimate. An
important result appearing in Tables 1, 2 and 3 is that estimates of y, are
statistically different from zero for all eight regions. This says that initial per-
capita GDP of the regions were not the same in 1929. Therefore, the question
as to whether income convergence has occurred is relevant for all U.S. re-
gions, i.e. the regions were not in equilibrium in 1929.

Table 4 summarizes the results of Tables 1, 2 and 3. A C denotes point
estimates consistent with f-convergence (That is, £ > 0 and f <0, or £ <0
and S > 0) that are both statistically significant at least at the 10% level. A ¢
denotes point estimates consistent with f-convergence but with only one co-
efficient statistically significant at least at the 10% level. The D and d denote
point estimates consistent with divergence, where D signifies both coefficients
are statistically significant and d signifies one coefficient is statistically
significant. An E denotes point estimates that are small in magnitude and not
statistically different from zero. Such point estimates suggest f-convergence
has already occurred.

For all eight regions, there is considerable evidence for all the series that
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fB-convergence has or is occurring. For the Mideast, Plains, Southeast and
Southwest regions there is strong evidence of -convergence before WWII and
some evidence of f-convergence after WWII. Statistical significance is stron-
ger when the break date is assumed known to be 1946. Results are weaker
when the break date is assumed unknown. But, this reflects greater uncer-
tainty in the model with respect to the break date and power is lower. For the
Great Lakes and Farwest there is evidence of f-convergence before WWII
(pre-break), but post-WWII (post-break) there is strong evidence, regardless
of the econometric model, of f-convergence. For the Northeast, there is
strong evidence of f-convergence before WWII (pre-break) if T, = 1946 is
used. There is weaker evidence if T}, is assumed unknown. After WWII (post-
break) the point estimates are close to zero and not statistically significant,
suggesting the Northeast has attained a level of per-capita GDP, and GDP
growth, similar to that of the United States. The Northeast indeed suggests
strongly that convergence has occurred. Finally, for the Rocky Mountain
region there is evidence that supports f-convergence before 1946 (pre-break).
After 1946 (post-break), the point estimates are small and not statistically
significant, suggesting f-convergence had completed, as in the Northeast. A
general pattern in all of the results is that point estimates are much smaller
after 1946 (post-break) than before 1946 (pre-break), suggesting that the bulk
of convergence occurred before 1946. This conclusion was also suggested by
the results of Carlino and Mills (1993).

At the suggestion of one of the referees, we checked the sensitivity of our
results with regard to starting and ending dates. We used a starting date of
1934, and found that the empirical results were largely unaffected with the
exception of the Great Lakes. This is not surprising, if we examine Figure 1,
we see a large outlier during the early 1930s for this region, which is clearly
skewing the results. With 1934 as the starting date, the estimated break date
changes to 1956, and the point estimate on f; becomes positive, small in
magnitude and statistically insignificant. We also estimated the models using
an ending date of 1979 (dropping the post 1980 data). Our results did not
substantially change.

It is interesting to point out that for some regions (see the plots for New
England, Mideast and Southwest), there appears to be some evidence of
divergence after 1980. A detailed statistical analysis of the post 1980 period is
not feasible given the small number of observations. Also, given that the series
exhibit high variability, it would be hard to determine whether actual diver-
gence is occurring, or whether a temporary shock (away from convergence) to
these regions occurred. Although we cannot make a strong statement about
which option is more likely, it seems more plausible that the latter occurred.
We base this conjecture on the facts that the late 1970s and 1980s were char-
acterized by shifts in relative income and productivity in many regions of the
United States due to the oil price shocks, sharp recession, and subsequent
economic recovery that was led by New England, the Mideast and California.

Overall, our results combined with Loewy and Papell (1996) indicate that
there is considerable evidence that real per-capita income levels and growth of
the U.S. regions have been converging since 1929, which much of the con-
vergence (in terms of magnitude) occurring before WWII but continuing
throughout the 20th century. In the few cases where there is evidence of
divergence, it only occurred before 1946, and had switched to f-convergence
in the post-war period.
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Finally, if we take the conservative view and only focus on the robust
results of Tables 2 and 3 and treat the break date as unknown, there is still
weak evidence of f-convergence for most of the regions pre-break date,
and stronger evidence than reported by Carlino and Mills (1993) for p-
convergence in the post-break date period.

4. Conclusion

In this paper, we re-examined the question of regional income convergence for
the United States using more general and robust econometric methods than
previous authors. We reported empirical evidence on f-convergence for re-
gions of the United States using test statistics proposed by Vogelsang (1997).
There is considerable evidence to suggest that f-convergence has or is occur-
ring for all eight regions by 1990 and that many of the results are robust to the
form of serial correlation in the errors, as well as the persistence of the errors.
Evidence in favor of f-convergence is stronger if the break date is assumed
known to be 1946 compared to assuming an unknown break date. Ironically,
the evidence on stochastic convergence, as shown by Loewy and Papell (1996),
is stronger if the break date is assumed unknown. Together, our results, along
with Loewy and Papell’s, suggest there is substantial evidence that income
convergence has or is occurring in United States regions even if robust con-
servative econometric methods are used. This finding is consistent with
Solow’s neoclassical growth model, since population growth rates, deprecia-
tion rates and technological growth rates are all presumably similar across the
regions as well.

Appendix

In this appendix, we show there is evidence to suggest that stochastic conver-
gence holds for the Rocky Mountains using new unit root tests proposed by
Perron and Rodriguez (1998). These tests are extensions of the Zivot and
Andrews tests (1992) tests based on the GLS detrending method proposed by
Elliot, Rothenberg, and Stock (1996). Let ¢ = —23 and define a =1+ ¢/7T.
Let 7, denote the residuals from a regression of y; on 1*,¢*, DU;, and DT},
where

VI=Vo Y=V
I'=1,1l-al-a...,1—-a), t"'=t—a(t—1)
DUy, =0, DU, =DUy—aDUy-;
DT;, =0, DTy, =DTy—aDTy ;.

Consider the regression

k
A5, =nj, 0+ > Gl +er (A1)
Jj=1
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Regression (A1) is estimated for all possible break dates, with the trend break
chosen to minimize z;, where #; is the standard -statistic for testing 7 = 0. For
each value of T}, k is chosen by the data dependent method suggested by
Perron and Vogelsang (1992) and used by Loewy and Papell (1996). For the
Rocky Mountain series k = 0 and the estimated break date is 1951, with
min(¢;) = —4.058 (these values of k and T}, are the same as those obtained by
Loewy and Papell (1996)). The 5% asymptotic critical value as reported
by Perron and Rodriguez (1998) is —3.96, indicating that a unit root can be
rejected. Thus, we can conclude stochastic convergence holds for the Rocky
Mountains as well as the other series.
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