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Abstract
River water quality is assessed by collecting samples from rivers. During this process, a significant amount of data is generated, 
which often results in challenges in interpreting the dataset. In this study, 14 water quality parameters of the Gadarchay River 
basin in Iran, collected monthly, were analyzed to identify pollution sources and patterns. Nonlinear principal component analy-
sis was compared with frequently used multivariate statistical techniques. Results suggested that spatial and temporal nonlinear 
principal component analysis outperformed the other multivariate techniques by explaining 80.34% and 80.78% of the total 
variances, respectively. Cluster analysis categorized 20 sampling stations into three groups: less polluted, moderately polluted 
and highly polluted. Discriminant analysis was carried out both spatially and temporally for each of the three groups. The per-
formance of the spatial discriminant analysis for less polluted, moderately polluted, highly polluted and overall was observed to 
be 95.83%, 70.14%, 64.58% and 76.85%, respectively. Temporal discriminant analysis was also done for each season to find the 
most significant variables. The performance of temporal discriminant analysis for summer, winter, autumn and spring was 85%, 
85%, 40% and 61.67%, respectively. For source identification, principal component analysis was implemented on raw data. The 
results of spatial and temporal discriminant analysis were used to better interpret the results of principal component analysis for 
the less polluted, moderately polluted and highly polluted groups; five principal components covered 76% of the variance, four 
principal components covered 75% of the variance, and four principal components covered 77% of the variance, respectively.

Keywords River water quality assessment · Nonlinear principal component analysis · Discriminant analysis · Principal 
component analysis · Auto-associative artificial neural network

Introduction

In Iran, rivers are the main drinking water source for most 
populated centers. As a result, surface water pollution in the 
region poses a serious threat to public health. Surface water 
pollution has a variety of potential sources. In this region, 

pollution is transferred mostly from municipal and indus-
trial sources such as wastewater and urban runoff (Khaledian 
et al. 2018; Shrestha and Kazama 2007). To protect cities 
from water pollution, a variety of water quality (WQ) moni-
toring programs, both constant and intermittent, are used by 
regional governments to estimate spatiotemporal variations 
in WQ parameters. Such WQ monitoring programs produce 
a substantial amount of data (Alberto et al. 2001) that must 
be studied and analyzed continuously in what has become 
an expensive and labor-intensive approach (Chapman 1996).

Many studies have applied multivariate techniques for 
the purpose of data reduction, i.e., the process of remov-
ing non-significant data from a big dataset, pollution source 
identification and locating significant parameters. Helena 
et  al. (2000) used principal component analysis/factor 
analysis (PCA/FA) for the temporal evolution of ground-
water composition in an alluvial aquifer in Spain. Box and 
bivariate plots were used to interpret the results. PCA/FA 
extracted five principal components (PCs) from 16 variables 
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recorded from two surveys. These PCs explained 71.4% of 
total variance, and the source of pollution was found to be 
the mineralization processes in the aquifer. Other significant 
parameters, ranked from most to least significant, included 
lead, aluminum, iron, nitrate, cadmium, copper and zinc.

Traditionally, multivariate methods have been used for sev-
eral purposes, such as feature extraction of Landsat images 
(Balázs et al. 2018), summarizing the high spatial variability 
(Peña-Gallardo et al. 2019), and extracting spatial and temporal 
variabilities of rainfall (Suhaila and Yusop 2017). In multivariate 
statistical methods, linear mapping is usually applied to achieve 
various goals, including feature extraction and image compres-
sion. More recently, the introduction of artificial intelligence 
(AI) approaches has stimulated the development of new meth-
ods based on multivariate analysis and AI approaches, such as 
nonlinear principal component analysis (NLPCA). The main 
difference between PCA, a well-known statistical multivari-
ate technique, and NLPCA is nonlinear mapping between the 
original and the reduced data (Kramer 1991). This feature of 
NLPCA renders it as a good alternative for multivariate statis-
tical analysis in water resources studies. The current research 
uses NLPCA for feature extraction and dimensionality reduction 
of WQ parameters of the Gadarchay River, West Azerbaijan 
Province, Iran, and assesses its performance with other common 
multivariate techniques including PCA/FA and DA. To the best 
of the authors’ knowledge, this is the first time that NLPCA has 
been applied to the WQ assessment of rivers globally.

According to preliminary studies, currently, the river 
suffers from being exposed to several anthropogenic pol-
lutions (Laar Consulting Engineers 2018). Considering the 

fact that the river is the main drinking and irrigation water 
source of multiple population centers in the basin, constant 
WQ monitoring is needed. As mentioned, WQ monitoring 
creates a large amount of data which makes it hard for the 
decision-makers to manage the WQ of the river efficiently. 
The motivation behind this study lies on the importance of 
dimensionality reduction of these large matrixes of WQ to 
help managers analyze the river WQ more efficiently.

Materials and methods

Study area

The basin area of the Gadarchay River spans 875 km2 in the 
province of West Azerbaijan in Iran. The annual cumulative pre-
cipitation in this province is 351.7 mm. The river is 110 km long. 
There are 14 rural districts and 168 villages in the basin with a 
total population of 119,815 (Laar Consulting Engineers 2018).

The study area is comprised of the Gadarchay River 
basin, which is surrounded by the Barandouzchay, Zaab and 
Mahabad watersheds. The majority of the Gadarchay River 
basin is located in the mountainous region of Dalamper Bozorg 
and Baadgoole. The Ghalazchay, Kaanirash, Sheykhanchay, 
Balaghchichay and Mohamad Shah tributaries flow into the 
Gadarchay River along the river’s path to Lake Urmia, into 
which the Gadarchay River discharges after passing the Bah-
ramlou Bridge. Figure 1 illustrates the study area. For ease 
of analysis, the study area is divided into eight main regions.

Fig. 1  The Gadarchay River and its tributaries
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The first region encompasses the highest upstream point 
of the GR, which originates from the southern domains of 
Bikhul Mountain. Due to the region’s mountainous terrain 
and its nearness to the western border of the country, no 
monitoring station was chosen upstream from this zone. The 
second region is situated mainly in the watershed of the river 
Ghalazchay, which after passing from the city of Ashnouye 
discharges into the GR. In this region, no industrial sources 
of pollution are reported, save two fish hatchery centers. The 
land use upstream of this city is mainly agricultural. The 
third region is the watershed of the Sheykhanchay River, 
which is considered to be a perennial river without any 
reported industrial pollution sources. The vegetation type 
in this region differs season to season, from grassland to 
tundra. The fifth region contains the Kanirash River water-
shed, which is one of the main permanent water sources of 
the GR. The upstream side of this region is covered with 
grass and other types of vegetation, and in the lower alti-
tudes, dry farming is practiced. The city of Naghde in the 
sixth region is considered to be the main pollution source 
of the GR. Two sampling stations were located upstream 
and downstream of this city to carefully monitor WQ varia-
tions during the program. Other primary potential pollution 
sources are located in the eighth region, Mohamadyar City. 
Similar to Naghde, two sampling stations were chosen near 
the city to investigate the contribution of Mohamadyar City 
to pollution in the GR.

Monitored parameters

Fifty-four samples were collected through the Gadarchay 
River WQ monitoring program. In the current study, 14 
parameters collected from 20 stations along the river from 
10/22/2012 to 10/3/2013 were used based on the availability 
and continuity of data records during the study period. The 
parameters used in this study were water temperature (WT), 
turbidity (TR), total suspended solids (TSS), pH, electrical 
conductivity (EC), chemical oxygen demand (COD), 5-day 
biochemical oxygen demand (BOD), dissolved oxygen (DO), 

nitrite  (NO2), nitrate  (NO3), phosphate  (PO4), total phos-
phorus (TP), total coliform (TC) and fecal coliform (FC). 
These parameters were chosen based on their potential risks 
to human health and the surrounding environment (e.g., FC, 
TC, etc.), or based on their impact on other parameters (e.g., 
WT, pH and DO, etc.), or less-studied parameters (e.g., TP, 
EC, etc.). Table 1 displays details about the measurement 
units and the analytical methods used to analyze the samples.

Data preprocessing

The distribution of all variables was analyzed using a Kol-
mogorov–Smirnov (K–S) test. Three different methods of 
dimensionality reduction were used, i.e., DA, PCA, PFA 
and NLPCA. PCA, PFA, CA and NLPCA were performed 
on standardized data with a zero mean and unique standard 
deviation, while DA was performed on raw data. Since the 
purpose of this paper is to assess the performance of each 
of the above methods, other statistical tests on the original 
dataset, which are popular mainly due to their suitability for 
use with the PCA method, were not performed.

CA

The primary purpose of this multivariate technique is to 
classify a specific group of objects based on their similarities 
(Moya et al. 2015; Rakotondrabe et al. 2018; Shrestha and 
Kazama 2007). Agglomerative hierarchical cluster (AHC) 
is one of the most applied techniques for the classification 
of objects based on different methods such as Euclidean dis-
tance, Dice coefficient, and Chi-square distance. The output 
of this approach is usually plotted on a dendrogram, which 
is an illustrative summary of the defined clusters (Moya 
et al. 2015; Rakotondrabe et al. 2018). Based on previous 
research, CA was performed on the normalized dataset in 
the current study using Ward’s method in order to improve 
the comparative analysis (Alberto et al. 2001; Li et al. 2018; 
Shrestha and Kazama 2007). Ward’s method analyzes the 
variance of the input data to calculate the distance between 

Table 1  General information for the parameters measured in the current study

Parameter Unit Analytical method Parameter Unit Analytical method

WT C Laboratory and field NO2 mg/lit  NO2
− Colorimetric

TR NTU Nephelometric NO3 mg/lit  NO3
− Ultraviolet spectrophotometric

TSS mg/lit Gravimetric PO4 mg/lit P Vanadomolybdophosphoric 
acid colorimetric

TP mg/lit P Vanadomolybdophosphoric 
acid colorimetric

pH – Electrometric

TC MPN/100 ml Multiple tube method EC µmhos/cm Platinum electrode
FC MPN/100 ml Multiple tube method COD mg/lit O2 Closed reflux-titrimetric
DO mg/lit O2 Membrane electrode BOD mg/lit O2 Respirometric
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the clusters (Li et al. 2019; Peña-Gallardo et al. 2019). In the 
current study, this method was applied to the Euclidean dis-
tance, with an aim to minimize it. In an attempt to increase 
the within-group inertia as little as possible and to keep the 
clusters homogenous, this method aggregates two groups. 
It is noteworthy that Ward’s criterion can only be used in 
classes with quadratic distance, i.e., Euclidean or Chi-square 
distance. Although this method has been widely used in the 
literature, it has two primary disadvantages: (1) Analysis 
may be slow for cases in which the datasets are large and 
(2) the dendrogram may be unreadable if too many vari-
ables are used. The AHC calculation process begins with the 
calculation of dissimilarity between predefined objects. The 
minimization of the agglomeration criterion is emphasized 
during the calculation of the first two main clusters. Then, 
the dissimilarity between the two clusters (or classes) and 
the next object is computed by the agglomeration criterion. 
This process continues until all of the objects (or variables) 
have been clustered (XLSTAT 2018a).

PCA/FA

PCA and FA are multivariate statistical tools designed to 
extract, from a larger group of data, the critical variables 
that contribute most of the variance. More specifically, PCA 
highlights variables that improve the description of the data-
set relative to the other variables (Fouladi Fard et al. 2018). 
It also maximizes analysis simplification by giving the user 
the ability to eliminate other variables with a minimum loss 
of information (Gulgundi and Shetty 2018; Helena et al. 
2000; Noshadi and Ghafourian 2016). The detailed math-
ematical basis of the PCA method is widely available in 
the literature, for example, in Shrestha and Kazama (2007). 
Mathematically, each principal component (PC) is a linear 
combination of the original dataset and orthogonal eigenvec-
tors. This approach reduces information redundancy (John-
son and Wichern 1992).

FA is considered to be an extension of PCA (Johnson and 
Wichern 1992). The goal in FA is to further simplify PCA by 
reducing the contribution of less important variables through 
the application of varimax rotation, a process that generates 
varifactors (VFs). In the context of WQ assessment, there 
is a notable difference between PCA and FA. PC is a linear 
combination of WQ variables, while VF is able to incorpo-
rate unobservable, hypothetical, “latent” variables (Alberto 
et al. 2001; Helena et al. 2000; Vega et al. 1998). In the 
present study, based on the previous literature (Gulgundi 
and Shetty 2018; Li et al. 2018) PCs with eigenvalues less 
than one were not considered into further analysis, while 
PCs with eigenvalues greater than one were used to select 
the most suitable PCs and VFs.

DA

Introduced by Fisher (1936), DA has been slightly modified 
over the course of time but remains both explanatory and 
predictive. Although the current literature suggests better 
performance from DA than PCA (Alberto et al. 2001; Singh 
et al. 2005; Vega et al. 1998), in the sense that it uses linear 
combinations of variables, DA is considered to be similar to 
PCA and FA. Computationally, PCA calculates the vector(s) 
that has the largest variance among the original dataset, 
while DA explicitly models the difference between two 
classes using a vector that best discriminates between the 
classes (Martinez and Kak 2001). The mathematical equa-
tion that represents DA is presented in Eq. 1 (Alberto et al. 
2001; Johnson and Wichern 1992; Shrestha and Kazama 
2007; Singh et al. 2005).

where i corresponds to the number of groups (G), ki is the 
constant inherent to each group, n is the number of variables 
used to classify a set of data into a given group, and wj is the 
weight coefficient, assigned by DA to a given selected vari-
able pj . To assess the performance of the DA, a confusion 
matrix was used to compare the predicted output against the 
real observation to calculate the percentage of well-classified 
observations.

NLPCA

In PCA, a straight line is fitted through the middle of the data 
cluster. NLPCA differs in that a curved line is generated and 
then passed through the middle of the data cluster. The prin-
cipal difference between the NLPCA method and traditional 
PCA is that PCA only employs linear mapping between the 
input data and the first PC, while NLPCA supports nonlin-
ear mapping by training an auto-associative artificial neural 
network (AANN) (Hsieh 2004).

NLPCA trains an AANN using three hidden layers 
between the input and output layers. The output layer and 
three hidden layers contain four transfer functions (activation 
functions) (Hsieh 2004). Figure 2 provides a schematic of 
the NLPCA process.

As shown, the first layer (from left) is the input layer where 
the data are sorted as a matrix in a time series format. The 
second layer is the encoding layer, where a nonlinear function 
reduces the dimensions of the input data into single-dimension 
data. Data compression is achieved in the following layer, the 
bottleneck layer, by using a bottleneck neuron. The next layer, 
the decoding layer, recovers the lowered-dimension data to the 

(1)f
(

Gi

)

= ki +

n
∑

j=1

wijpij
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original form by using inverse transform mapping. Similar to 
the linear mapping in PCA, NLPCA can be defined by Eq. 2:

where G is a nonlinear vector function composed of f  indi-
vidual nonlinear vector functions, Y  is a row of an (n × m) 
data matrix, and T  is a single row of (n × f ) scores matrix. 
Consequently, Eq. 3 presents the definitive version of Eq. 2:

where Gi is the i th nonlinear factor of Y  . The inverse trans-
formation of Eq. 3, Y ′

i
 which restores the original dimen-

sionality of data using Hi as a second nonlinear function, is 
shown in Eq. 4:

This process continues until the ANN minimizes the cost 
function. The following equation (Eq. 5) defines the cost 
function (Kramer 1991):

where J is the cost function, which is minimized during the 
training period. To this end, a function of the following form 
(Cybenko 1989) can fit any nonlinear function � = f (u) to an 
arbitrary degree of accuracy (see Eq. 6):

where �(x) = 1

1+e−x
 is a sigmoidal transfer function imple-

mented as a monotonically increasing function. Equation 6 
is a feedforward ANN with N

1
 input, a hidden layer com-

prised of N
2
 node with a sigmoidal transfer function and a 

linear output node. wjk
2
 is the weight on the connection node 

(2)T = G(Y)

(3)Ti = Gi(Y)

(4)Y �
i
= Hi(T)

(5)J =
([[

Y − Y �
]])2

(6)�k =

N
2

∑

j=1

wjk
2
�

(

N
1

∑

i=1

wij
1
ui + �ji

)

i in layer k to node j in layer k + 1 and � is bias (Kramer 
1991).

The NLPCA model is able to utilize a pre-PCA to 
reduce the contribution of unimportant data. This method 
may improve the performance of the process. To complete 
this step, data must first be normalized. However, in the 
current study, to qualify the NLPCA performance, this 
option was not used, and therefore, the input data were 
applied in a raw format without any normalization (Scholz 
et al. 2008).

In standard PCA, the ranking of the variables is eas-
ily achieved by measuring the absolute value of the load-
ing matrix. However, in NLPCA, since the components 
are curves, no global ranking is possible. In NLPCA, the 
rank order differs for each time step; in other words, the 
rank order in NLPCA is dependent on time. The tangent 
direction dz = dx∕dt at the curve of components value x at 
time t  given by the first component for the sample point(s) 
defined in PC may be a reliable method to rank variables 
in each time step of the l2-normalized values of dz (Scholz 
et al. 2008). With the application of the bottleneck AANN, 
the training process undertaken using the mapped data 
was found to be more consistent compared to the same 
process under a regular multi-layer perceptron feedforward 
ANN. Other network parameters including the number of 
neurons (nonlinear components) in each layer, maximum 
iterations, type of NLPCA, i.e., hierarchical, circular, etc., 
and weight decay coefficient were optimized by a trial-
and-error process.

Software

For the multivariate statistical methods, i.e., PCA/FA, DA 
and CA, XLSTAT software version 2016 was used (XLSTAT 

Fig. 2  Schematic network topol-
ogy of the NLPCA process



2982 International Journal of Environmental Science and Technology (2020) 17:2977–2994

1 3

2016). For the NLPCA method, MATLAB version 2017a 
was used (MATLAB 2017).

Results and discussion

By referring to Fig. 2 and the result of the K–S test, it was 
shown that the distribution of data did not follow a normal 
distribution at a 5% significance level. After identifying the 
data distribution, Spearman correlation analysis was used 
to study the spatial correlation between the stations (see 
Fig. 4). As a side note, since the multivariate techniques 
used were nonparametric, the distribution of dataset did 
not affect results and hence, was not of importance (Razm-
khah et al. 2010). In Fig. 3, the mentioned parameters are 
displayed along with their basic statistical analysis results, 
including minimum value, maximum value, mean and stand-
ard deviation.

Spatial clustering

Since the 20 stations were located in different parts of the 
basin (e.g., upstream, downstream, tributaries and the main 
river), it was important to classify them based on their WQ 
parameters. To this end, CA was used. Figure 4 shows the 
dendrogram of the CA (right).

As shown in Fig. 4, all of the clusters that yielded a 
statistical significance of D

link
∕D

max
< 60% were classi-

fied. Then, the clusters were divided into three main sub-
clusters, i.e., less polluted (LP), moderately polluted (MP) 
and highly polluted (HP), based on the largest decrease 
in Shannon’s entropy between a node and the next node 
(Shannon 1948). Figure 5 provides more explanation of 
how the stations were clustered into three major groups. 
Stations 5, 2, 1 and 3 in the LP cluster are located near 
the upstream portion of the basin. The primary pollution 
sources in this area are land use and erosion. The effects 
of anthropogenic pollution in the LP region were less sig-
nificant than in the other clusters. Although an industry 
is active upstream of station 3, it is not especially water-
dependent and so has no discernible impact on local WQ. 
In the MP cluster, however, the effects of anthropogenic 
pollution are more noticeable than in the LP cluster. Sta-
tions in this cluster are mainly located midstream in the 
Gadarchay River basin. Domestic and industrial wastewa-
ter (Gabris et al. 2018), fertilizers in agricultural runoff 
(AlKhader et al. 2019) and erosion are significant sources 
of pollution (Hunt et al. 2019) in this region. Certain sta-
tions in this group, such as 6, 7, 8, 19 and 15, are more 
significantly affected by agricultural land use than domes-
tic wastewater. Agricultural jobs are dominant in the vil-
lages upstream of this region. Other stations in this group 

Fig. 3  Basic statistical analysis on the parameters used in the Gadarchay River study from the 20 monitoring stations from 10/22/2012 to 
10/3/2013
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(e.g., 13, 14, 10, 12, 4, 11 and 9) are primarily affected by 
pollution from agricultural sources, fish breeding centers, 
industrial practices and domestic wastewater. Stations in 
the HP category are generally located downstream of the 
Gadarchay River. The pollution sources in this area consist 

mainly of domestic and industrial wastewater discharge, 
urban and agricultural runoff and fish breeding centers that 
use groundwater.

The dominant land use in the LP cluster is mainly gar-
den and prairie, which likely contribute very little to the 

Fig. 4  Dendrogram of the clustered stations based on their WQ parameters (right) and correlation heatmap of each station (left)

Fig. 5  Water quality-correlated parameters of Gadarchay Basin
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pollution of the river. Considering the distance of the sta-
tions from the most upstream points in this cluster, natural 
attenuation and a low human population may support better 
WQ in this section. On the other hand, in the HP cluster, sta-
tions 20, 16, 17 and 18 are at the lowest elevation and are the 
most downstream points of the Gadarchay River. The higher 
population and the lack of wastewater treatment plants for 
most of the cities in this region are factors in the relatively 
poor WQ in this cluster. The results of this analysis and other 
studies suggest that CA can contribute considerably to the 
dimensionality reduction of stations (Alberto et al. 2001; 
Shrestha and Kazama 2007; Singh et al. 2005).

Temporal discrimination

The Spearman correlation test was used to assess whether to 
group temporal variations in seasonal form or wet/dry form. 
The correlation analysis results revealed that WQ param-
eters have a higher correlation with the seasonal form, i.e., 
from winter to autumn during a year. Among the considered 
parameters, seasonal variations were more closely correlated 
with WT, pH, EC, DO,  PO4,  NO3 and TP, with p values 
smaller than 0.05.

The raw data were grouped into four seasons and ana-
lyzed by the Box test (Chi-square and Fisher’s F asymp-
totic approximation) to study the level of equality among 
the covariance of grouped input data. The results suggested 
that the within-class covariance matrix is not equal, with 
a significance level of α = 0.01. This is an essential step in 
using DA since the equality of the covariance matrix is a 
measure of whether the linear discriminant function (when 

the within-class covariance matrix is equal) or quadratic dis-
criminant function (when the within-class covariance matrix 
is not equal) is more appropriate for the model in question. 
Besides, the Box test was found to be oversensitive to sample 
size, suggesting that increasing the sample size may increase 
the bias from real results (Cohen 2008).

After grouping the raw data, DA was applied. Since the 
performance of the three versions of DA, i.e., standard, for-
ward stepwise and backward stepwise, was similar accord-
ing to the results of the confusion matrix, only the results 
of the backward DA were provided in the current study to 
avoid redundancy. Classification functions are often used to 
determine to which group each case most likely belongs. In 
Table 2, the classification functions of each variable in back-
ward stepwise mode and their corresponding Wilks’ Lambda 
and p value are provided.

Smaller Wilks’ Lambda values suggest higher contribu-
tions to the model (Huberty 1994; IBM 2018). Contribut-
ing variables arranged from the highest to lowest Wilks’ 
Lambda values are WT, TC, EC,  NO3, pH, FC, COD and 
 NO2.

Also, a confusion matrix was used to evaluate the perfor-
mance of the DA. The confusion matrix counts the number 
of correct classifications versus misclassifications assigned 
by the DA. Table 3 shows the confusion matrix as a measure 
of DA performance. Note that standard DA outperformed the 
forward and backward stepwise modes.

The results indicate that the total performance of DA 
for discriminating between seasonal groups is about 68%. 
There are several possible explanations for the lower per-
formance of DA in spring and autumn, for example the use 

Table 2  Classification function 
obtained by Eq. 1 and temporal 
analysis of the Gadarchay River 
basin

a Values in strikethrough indicate non-significant by backward stepwise DA
b Values in 0.000 form are smaller than the tolerance value, i.e., 0.0001

Variables Backward stepwise classification functions Lambda p value

Autumn Spring Summer Winter

WT 0.887 1.336 1.834 0.696 0.347 < 0.0001
TRa

TSS
pH 31.860 31.054 32.808 31.280 0.960 0.021
EC 0.008 0.006 0.007 0.007 0.946 0.004
COD − 0.011 − 0.039 − 0.056 − 0.016 0.969 0.062
BOD
DO
NO2 − 3.281 − 3.063 − 3.428 − 3.158 0.972 0.080
NO3 − 0.196 − 0.394 − 0.460 − 0.147 0.957 0.016
PO4

TP
TC 0.000b 0.000 0.000 0.000 0.943 0.003
FC 0.000 0.000 0.000 0.000 0.966 0.042
Constant − 130.864 − 127.361 − 149.408 − 124.747
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of fertilizers, groundwater and agricultural pesticides, along 
with some macro-scale variables such as erosion. However, 
the main reason is suggested by the temperature box plots. 
Spring and summer are transitional seasons, as observable in 
Fig. 6. The first (the whiskers’ upper bounds) and the third 
quartiles (the whiskers’ lower bounds) of the autumn season 
cover almost all of the first and the third quartiles of the 
winter season. This is a possible reason for the misclassifica-
tion of autumn as winter. On the other hand, the whiskers’ 
spring season bounds are overlapped considerably by the 

minimum bound of the summer season. This overlapping 
phenomenon occurs throughout almost all seasons for EC 
and DO, as seen in Fig. 6.

Spatial discrimination

The results of “Spatial clustering” section, spatial CA, 
were used to group the raw input data into three categories, 
i.e., LP, MP and HP. After grouping, they were used as the 
input data for spatial DA. The sites were used as dependent 

Table 3  Confusion matrix of 
temporal standard DA

Autumn Spring Summer Winter Total % correct

Autumn 24 11 0 25 60 40.00
Spring 2 37 12 9 60 61.67
Summer 0 9 51 0 60 85.00
Winter 8 1 0 51 60 85.00
Total 34 58 63 85 240 67.92

Fig. 6  Box plots of the most discriminating variables
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variables, while the parameters were used as independent/
explanatory variables. The classification functions and 
standardized canonical discriminant function coefficients 
are provided in Table 4.

As shown in Table 4, parameters arranged from most to 
least significant are: DO, TP,  NO3, EC, BOD, TR, WT, pH, 
TSS and TC. Further analysis suggests that TC contributes 
nothing but noise and is therefore insignificant since its p 
value is greater than 0.1, its Wilks’ Lambda is the greatest 
among all parameters, and its univariate F value is lower 
than one at 0.561 (Huberty and Olejnik 2006).

Since the number of observations for the various groups 
of dependent variables differs, there is a risk of penalizing 
classes with a low number of observations in establishing the 
model (XLSTAT 2018b). To solve this, weight correction 
should be applied to the final results so that the performance 

of each class is not overestimated or underestimated by the 
confusion matrix.

As shown in Table 5, although the overall performance 
of both versions did not vary significantly, the individual 
class performance of groups with lower members, i.e., LP 
and HP, was considerably overestimated. The HP and MP 
groups were penalized since they had the fewest members. 
This suggests a bias in non-weight-corrected results.

Figure 7 shows DO and  NO3, the two most significant 
variables, to help clarify the lower performance of spatial 
DA with respect to HP stations. This figure demonstrates 
the overlapping of the first and third quartiles of HP by MP 
stations for both DO and  NO3, which may contribute to the 
lower performance of the HP sites compared to the LP and 
MP groups.

PCA/FA results

Based on the literature and the CA outputs particular to the 
current study, PCA/FA was done on standardized data for 
the three regions, LP, MP and HP (Alberto et al. 2001; Singh 
et al. 2005). The input matrix was in [parameters × observa-
tions] form. The PCA results for the LP, MP and HP stations 
are provided in Table 6. 

As Table 6 suggests, PCA results for the LP sites yielded 
five components explaining 76% of the total variance. Lower 
PCs extracted from the MP and HP sites accounted for 75% 
and 77% of the total variance, respectively. The relative 
importance of each PC is implied by its eigenvalue. Kim 
and Muller (1978) posit that eigenvalues greater than one are 
significant. Therefore, in the current study, only those PCs 
with eigenvalues greater than one undergo varimax rotation, 
as also suggested by Abdi and Williams (2010). Table 6 pro-
vides the results of varimax rotation for each spatial cluster, 
i.e., the LP, MP and HP stations.

The first five PCs in the LP group and the first four in the 
MP and HP groups were subjected to a varimax rotation 
based on the lowest eigenvalue, i.e., one, of each component. 
Since the results of varimax rotation due to the selection of 
multiple varifactors may not be one or two, squared cosine 
is used to avoid misinterpretation of PCs with lower squared 
cosine values due to projection effects. Squared cosine is 
also a measure of importance for each of the varifactors. 

Table 4  Classification function obtained by Eq. 1 and spatial analysis 
of the Gadarchay River basin

a A strikethrough indicates an insignificant variable as determined by 
backward stepwise DA
b Values in 0.000 form are smaller than the tolerance value, i.e., 
0.0001

Variables Backward stepwise classification 
functions

Lambda p value

LP MP HP

WT 0.013 0.122 0.099 0.939 0.001
TRa − 0.012 − 0.004 − 0.005 0.905 < 0.0001
TSS 0.000 0.000 0.000 0.980 0.095
pH 35.710 36.660 35.338 0.959 0.007
EC 0.000 0.001 0.003 0.710 < 0.0001
COD
BOD 0.413 0.411 0.358 0.816 < 0.0001
DO 1.543 1.112 0.514 0.559 < 0.0001
NO2

NO3 − 0.163 0.269 − 0.088 0.683 < 0.0001
PO4

TP − 9.118 − 8.972 − 7.814 0.683 < 0.0001
TC 0.000 0.000 0.000 0.995 0.572
FC 0.000 0.000 0.000
Constant − 142.881 − 151.305 − 136.266

Table 5  Confusion matrix of 
spatial DA with and without 
weight correction

Confusion matrix with weight correction Confusion matrix without weight correction

LP MP HP Total Correct (%) LP MP HP Total Correct (%)

LP 76.7 3.3 0.0 80 95.83 32 16 0 48 66.67
MP 19.4 56.1 4.4 80 70.14 13 128 3 144 88.89
HP 10.0 18.3 51.7 80 64.58 0 19 29 48 60.42
Total 106.1 77.8 56.1 240 76.85 45 163 32 240 78.75
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Fig. 7  Box and whisker plots of DO (left) and  NO3 (right)

Table 6  PCA results and factor loadings after varimax rotation of each group of the LP, MP and HP stations

a Indicates values with the largest squared cosine and therefore higher importance
b Cumulative variance

LP MP HP

PC1 PC2 PC3 PC4 PC5 PC1 PC2 PC3 PC4 PC1 PC2 PC3 PC4

PCA
 Eigenvalue 3.8 2.3 1.8 1.7 1.1 3.9 3.3 1.9 1.4 5.2 2.5 1.8 1.3
 Variability (%) 27.3 16.5 12.7 12.1 7.7 27.5 23.6 13.6 10.3 37.1 18.1 12.8 9.2
 Cumulative (%) 27.3 43.8 56.5 68.6 76.4 27.5 51.1 64.7 75.0 37.1 55.1 67.9 77.0

VF1 VF2 VF3 VF4 VF5 VF1 VF2 VF3 VF4 VF1 VF2 VF3 VF4

FA
 WT 0.7a − 0.2 0.1 0.4 0.4 0.1 0.1 0.6 0.4 − 0.5 0.0 − 0.1 0.6
 TR − 0.1 0.3 0.9 0.0 0.0 − 0.1 0.7 − 0.4 0.0 − 0.1 − 0.1 0.9 − 0.2
 TSS 0.0 0.1 0.9 0.1 0.0 0.0 0.8 − 0.1 0.0 − 0.2 − 0.1 0.9 0.1
 pH − 0.1 0.1 − 0.3 − 0.2 0.4 0.9 − 0.1 − 0.2 0.1 0.2 0.1 0.3 0.5
 EC − 0.1 0.1 − 0.3 − 0.1 0.6 0.0 − 0.1 0.7 − 0.3 0.2 0.2 − 0.3 0.7
 COD 0.0 0.9 0.2 0.0 − 0.1 0.0 0.9 0.3 0.1 0.9 0.0 0.0 0.2
 BOD 0.0 1.0 0.1 0.0 − 0.1 0.0 0.8 0.4 0.1 0.9 0.0 0.0 0.2
 DO − 0.7 0.1 − 0.2 − 0.4 − 0.2 0.2 − 0.3 − 0.8 − 0.2 − 0.8 − 0.1 0.2 − 0.1
 NO2 0.8 − 0.2 0.1 − 0.1 0.0 1.0 0.0 0.0 0.0 − 0.1 0.8 − 0.2 0.0
 NO3 − 0.2 0.3 − 0.1 − 0.1 − 0.8 0.1 0.2 − 0.2 − 0.2 − 0.7 0.0 0.1 0.4
 PO4 0.9 0.2 − 0.3 − 0.1 0.0 1.0 0.0 0.0 0.0 0.9 0.2 − 0.1 − 0.2
 TP 0.8 0.4 − 0.2 − 0.1 − 0.1 1.0 0.0 0.1 0.0 0.9 0.2 − 0.1 − 0.1
 TC 0.0 0.0 0.1 0.9 0.2 0.0 0.2 0.1 0.8 0.1 0.9 0.0 0.0
 FC 0.0 0.0 − 0.1 0.9 − 0.2 0.0 0.0 0.0 0.9 0.1 0.9 0.0 0.2
 Variance 21.9 16.3 15.3 14.0 10.5 27.2 21.0 14.1 12.7 35.2 17.0 14.5 10.3
 CVb 21.9 38.2 53.5 67.5 78.0 27.2 48.2 62.3 75.0 35.2 52.2 66.7 77.0
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Lower values indicate lower importance, and higher values 
indicate higher importance (Abdi and Williams 2010).

FA results of LP sites

This study used the results of both spatial and temporal DA 
for the first time to determine whether the loading of each 
VF was affected by spatial or temporal variations. Among 
the five VFs in the LP group, VF1 covers the greatest vari-
ance. As the cosine values of the VF1 were highest, the 
current study suggests that dissolved oxygen contributes 
the highest negative loading on WT,  NO2,  PO4 and TP. An 
increase in temperature can cause a decrease in oxygen solu-
bility. Lower oxygen solubility can lead to a higher chance 
of eutrophication in phosphorus-rich aqueous environments. 
In addition, biochemical reactions are highly dependent on 
temperature: A 10 °C rise in temperature can cause reaction 
rates to double. Consequently, bacterial oxidation can lead 
to higher  NO3 concentrations (Ireland 2001). The concentra-
tion of  NO2 in aqueous solution is relatively lower than its 
reduced form (ammonia) or its oxidized form  (NO3). The 
contribution of wastewater discharge from upstream of the 
river in raising  PO4, TP, and  NO3 levels, and consequently, 
decreasing DO cannot be ignored. BOD and COD are 
indicators of the amount of organic pollution and the total 
amount of chemically oxidizable organic matter discharge 
into a river, respectively. Since bacteria are not capable of 
oxidizing all types of matter, COD is assumed to be higher 
than BOD in water bodies. Therefore, as VF2 indicates, 
BOD and COD have the highest positive loadings.

In VF3, TR was found to have the highest positive load-
ing on TSS. A major source of TSS is the erosion of the 
upstream lands of LP sites. The source of the TR in LP 
sites, where wastewater discharge contribution is small, is 
the same as TSS. Consequently, it is expected that these 
variables have the highest positive loadings. In VF4, TC 
and FC were found to have positive loadings. As indicated 
by the relatively higher loading of TC compared to FC and 
the basic definition of TC, TC includes a wider range of bac-
teria than FC. This suggests that the primary source of the 
bacteria is environmental, not fecal. The lowest variance is 
covered by VF5. VF5 suggests the highest positive loadings 
on pH and EC and, conversely, negative loading on  NO2. 
Although pH and  NO3 may not have a direct influence on 
each other, a lower pH solution (more acidic) can change the 
kinetics of  NO3 to  NO2 reactions since nitrifying bacteria are 
very sensitive to pH (Holt et al. 1995; Skadsen and Sanford 
1996; Watson et al. 1981).

FA results of MP sites

In MP sites, VF1 covers the largest amount (27.2%) of the 
variance of all the VFs. VF1 has strong positive loadings on 

pH,  NO2,  PO4 and TP. When these loadings are compared 
to the same at LP sites, a more significant contribution of 
point source wastewater pollution is found in the MP areas. 
VF2 specifies loadings on TR, TSS, BOD, COD and  NO3. 
These loadings imply the existence of both wastewater and 
land-use pollution effects in this area. VF3 covers 14.1% of 
the variance, and WT, EC and DO have the greatest load-
ings. This VF illustrates the seasonal variations of WQ in 
this category. VF4 covers the lowest variance among VFs. 
Compared to VF4 in LP sites, the VF4 trend in MP sites is 
toward a relatively higher loading of FC than TC, which 
indicates a higher contribution of wastewater discharge at 
MP versus LP sites.

FA results of HP sites

VF1 of HP sites is dominated by domestic and industrial 
wastewater pollution. The highest loadings are observed in 
COD, BOD, DO,  NO3,  PO4 and TP. The impact of VF1 on 
these variables corresponds to their location in the down-
stream section of the Gadarchay River. VF2 covers 17% of 
the variance in HP sites and suggests that  NO2, TC and FC 
have the highest loadings. This may be a consequence of 
nitrification along the river. VF3 covers 14.5% of the vari-
ance and indicates that TSS and TR have the highest posi-
tive loading on each other. Since HP-suspended solids from 
agricultural and garden land use may be carried down the 
river, it is expected that the highest loadings will be between 
TSS and TR. VF4 covers 10.3% of total variance; WT, pH 
and EC have the highest loadings and indicate a seasonal 
variation in the Gadarchay River.

Temporal NLPCA

Since NLPCA is a data-driven method that demands a con-
siderable amount of data for the training process, the input 
data were not divided into the three major clusters, i.e., LP, 
MP and HP, and were not fed into the AANN. Instead, the 
whole cluster was used to train the model, and the CA results 
were used to label the data. This does not mean that it is 
impossible to divide data and feed it into the AANN model. 
Despite the difficulties in estimating the true total variance 
during the reconstruction process, the PC’s variance was not 
found to be overestimated. PCA preprocessing was done on 
the raw data, not for dimensionality reduction (dimension-
ality was still 14), but for rotating the space data by PCA. 
Weight initialization was selected as linear. Unlike its default 
value, which is random weight initialization, the optimiza-
tion process by this method, i.e., linear weight initialization, 
was found to be more efficient, consistent and time-saving. 
Table 7 provides the three PCs and their corresponding vari-
ances as extracted from each of the spatial groups.
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As described in Table 7, NLPCA extracted three PCs, 
covering more than 97% of the total variance. This sug-
gests that the NLPCA method can be considered a good 
alternative to the PCA method, which, under optimal con-
ditions, extracted 77% of the total variance with four PCs. 
Figure 8 gives an illustrative visualization of the NLPCA 
and its extracted PCs.

As described in “NLPCA” section, under NLPCA the 
extracted PCs are curves in data space. Therefore, one can-
not describe a global ranking of the variables for the whole 
period. This is evident in the current study, given that WQ 
parameters along the river during a month or season can 
change considerably, as discussed in “Temporal discrimi-
nation” section. To this end, the tangents or the derivatives 
for the component values were calculated over the entire 
study period.

There are challenges in accurately discerning which 
variables rank highest in different seasons. To address this, 
the box plot “ dz ” over 1 year of the sampling period is pro-
vided in Fig. 9. This approach may answer the question as 

to which variables can generally be considered significant 
according to the proposed NLPCA method. By performing 
a normality test, it was found that “ dz ” does not follow the 
normal distribution. Hence, unlike the median, the mean 
value of each parameter is not a good representative of the 
whole dataset.

Referring to Fig. 9 and the median value of each param-
eter, WT is the most significant variable and, in all cases, 
the median is skewed toward the third quartile. This agrees 
with the fact that WT can potentially affect all other vari-
ables in water bodies, especially DO, TR and  NO3. FC and 
TC in the summer and spring seasons have greater median 
values than in the winter and autumn seasons. This makes 
sense knowing that TC and FC populations are highly 
affected by temperature, especially in the winter and 
autumn seasons. In these seasons, TSS is more affected by 
the water flow rate and its density. These results are con-
sistent with Gurjar and Tare (2019); Shrestha and Kazama 
(2007); Sun et  al. (2019), and with the temporal DA 
results. For better readability, Table 8 shows the median of 

Table 7  The extracted 
components and the 
performance metrics of 
temporal NLPCA

Variance Cumulative Training error 
(MSE)

Train R coef-
ficient

Test error 
(MSE)

Test R 
coef-
ficient

PC1 50.12 50.12 0.14 0.92 0.12 0.89
PC2 25.37 75.49
PC3 5.29 80.78

Fig. 8  Extracted components by the bottleneck NLPCA process with linear weight initialization captured at iteration 300
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the l2-normalized value of each parameter for each season. 
As a side note, this does not indicate that short median val-
ues are not significant since any of these variables can be 
the most significant at some points of time. These results 
are simply a general measure of significance.

Spatial NLPCA

Table 9 provides performance metrics of the spatial NLPCA 
performed on the dataset. According to this table, spatial 
NLPCA explains 80.34% of the variance by three components. 
These results challenge the results of spatial PCA and DA.

Figure 10 shows box and whisker plots of “ dz ” at each 
station. According to this figure, WT is generally the most 
significant variable at all stations. Although the box plot 
of each station is rather similar, they have a different dis-
tribution. For example,  PO4, TP, BOD and COD in HP 
stations have a broader interquartile range than at LP and 
MP stations. While the interquartile range of DO is more 

Fig. 9  Box and whisker plots of dz value calculated by the temporal NLPCA

Table 8  Temporal ranking of each variable based on the median 
value of l2-normalized dz

Parameters Winter Spring Summer Autumn

WT 2.18 2.16 1.64 2.16
TR − 1.81 − 1.03 − 0.6 − 1.71
TSS 0.7 0.25 − 0.45 0.66
pH − 0.3 − 0.17 0.02 − 0.3
EC 0.11 0.17 0.31 0.11
COD 0.24 0.04 − 0.23 0.24
BOD 0.2 − 0.05 − 0.27 0.16
DO − 0.62 − 1.04 − 1.22 − 0.66
NO2 0.21 0.05 − 0.05 0.21
NO3 − 1.78 − 1.69 − 1.39 − 1.75
PO4 0.31 − 0.26 − 0.46 0.33
TP 0.29 − 0.21 − 0.37 0.31
TC 0.29 1.03 1.5 0.29
FC − 0.07 0.84 1.43 − 0.04

Table 9  The extracted 
components and the 
performance metrics of spatial 
NLPCA

Variance Cumulative Training error 
(MSE)

Train R coef-
ficient

Test error 
(MSE)

Test R 
coef-
ficient

PC1 61.24 61.24 0.13 0.92 0.1 0.92
PC2 14.19 75.43
PC3 4.91 80.34
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limited than at LP and MP stations, in contrast, outliers at 
LP stations are more abundant than at MP and HP stations. 
This may be due to higher members in LP stations and 
hence, higher diversity, especially for TSS, COD, BOD, 
DO,  NO2,  PO4 and TP. The distribution of outliers is of 
importance. For example, the outlier of TSS lies under 
the minimum, while for  NO2 it lies above the maximum.

Table 10 explains the median value of each variable in 
spatial NLPCA. Based on this table, TSS at LP and HP 
stations have larger median values. According to the PCA 
source identification results, the anthropogenic pollution 
effect may contribute more to HP than LP stations. The value 
for COD at HP stations is greater than at MP and LP stations. 
The value for BOD is greater at MP stations than LP and HP 
stations. TR in all three groups has significant negative value 
reflecting the impact of erosion in all LP, MP and HP sta-
tions. DO and  NO3 in all three clusters have negative median 
dz value, while WT and TC have strong positive median 
dz value. High values of  NO3 in all three clusters indicate 

Fig. 10  Box and whisker plots of dz values obtained by spatial NLPCA

Table 10  Spatial ranking of each variable based on the median value 
of l2-normalized dz

Parameters LP MP HP

WT 2.1 2.05 2.13
TR − 1.44 − 1.42 − 1.25
TSS 0.32 0.09 0.34
pH − 0.25 − 0.07 − 0.3
EC 0.14 0.21 0.12
COD 0.15 0.02 0.21
BOD 0.1 0.15 0.13
DO − 0.81 − 0.88 − 0.97
NO2 0.14 0.11 0.14
NO3 − 1.67 − 1.62 − 1.72
PO4 0.06 0.11 0.04
TP 0.07 0.11 0.05
TC 0.59 0.82 0.59
FC 0.29 0.54 0.24
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agricultural drainage (fertilizers and manure), a decrease in 
DO concentration, and an increase in TC concentration.

Conclusion

In the current study, several different multivariate analy-
sis methods, CA, PCA/FA and DA, were compared with 
NLPCA, an AANN-based technique. The effects of temporal 
and spatial variation on the WQ parameters of the Gadar-
chay River basin in Iran were evaluated with the mentioned 
techniques. The spatial grouping of 20 sampling stations was 
determined using CA on standardized data. AHC provided 
three homogenous groups of objects on the basis of their 
descriptions by a set of WQ parameters. The CA results then 
used spatially grouped variables as inputs for DA. A discus-
sion of the most suitable way to interpret the results of DA 
when using different sampling sizes followed. CA divided 
the stations into three classes: LP, MP and HP.

Spatial DA was performed on raw data inputs that were 
divided into the three mentioned groups based on CA 
results. By analyzing the p values and applying Wilks’ 
Lambda analysis to spatial DA, parameters were ranked from 
most to least significant as follows: DO, TP,  NO3, EC, BOD, 
TR, WT, pH and TSS. With a performance of 95.83%, the 
best performance was observed for the LP stations as iden-
tified via the confusion matrix with the weight correction 
technique. For the MP and HP stations, the performance of 
spatial DA was observed to be 70.14% and 64.58%, respec-
tively. The overall performance was 76.85%. By comparing 
the results of spatial DA with and without weight correction, 
the effect of each individual class size on the estimation of 
real performance of spatial DA was discovered.

Spearman correlation analysis was used to compare the 
dry/wet classification and the seasonal classification. The 
results were comparable; however, the seasonal form was 
observed to have a higher correlation with the data. Tem-
poral DA was also performed on the raw data, which were 
grouped into four seasonal classes, i.e., autumn, winter, 
spring and summer. Ranked from most to least significant 
variables in seasonal DA form, the variables were WT, TC, 
EC,  NO3, pH, FC, COD and  NO2. Since the group size 
was equal, weight correction was not applied in temporal 
DA. The best performance was observed for both summer 
and winter with 85% correct classification. Superior clas-
sification in these groups was found to be due to improved 
discrimination ability achieved through using temperature 
maximums and minimums. For autumn and spring, the per-
formance was 40% and 61.67%, respectively.

PCA/FA was also performed on the standardized spa-
tially divided datasets. The results of both spatial and tem-
poral DA were used to better interpret the results of PCA/
FA. PCA extracted five PCs for the LP stations covering 
approximately 76% of the total variance, four PCs for the 
MP stations covering approximately 75% of the total vari-
ance, and four PCs for the HP stations covering approxi-
mately 77% of total variance—the best performance in 
this group. In addition, the FA results helped to identify 
the origin of pollution and suggested that LP stations were 
mainly affected by erosion, MP stations were more affected 
by anthropogenic pollution than erosion, and HP stations 
were primarily affected by anthropogenic pollution.

NLPCA is capable of processing nonlinearities with 
more accuracy than PCA/FA, DA and CA. For the entire 
dataset, temporal and spatial NLPCA extracted only three 
PCs defining approximately 80.78% and 80.34% of the 
total variance, respectively. This method differs from PCA/
FA in that it extracts components dynamically, which can 
result in the identification of significant variables during 
the sampling period. NLPCA was capable of specifying 
the significance of each variable in each time step. NLPCA 
could discriminate each variable in different seasons and 
different locations separately.

Based on the results of this study, it can be concluded 
that NLPCA is a potentially reliable method for river WQ 
assessment. Also, this study contributed to certain practi-
cal details of the implementation of DA and estimation 
of its real performance, hence, avoiding overestimation 
due to sample size differences. It is recommended that 
further research using NLPCA be conducted to provide a 
better understanding of WQ interactions. The introduced 
methodology illustrates the usefulness of NLPCA, and its 
results can help decision-makers to analyze WQ param-
eters along the river both spatially and temporally more 
effectively. Also, precautionary measures based on pollu-
tion source identification can be undertaken to ensure the 
quality of drinking water.
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