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Abstract 

Nuclear cataract (NC) is a leading ocular disease globally for blindness and vision impairment. NC patients can 
improve their vision through cataract surgery or slow the opacity development with early intervention. Anterior 
segment optical coherence tomography (AS-OCT) image is an emerging ophthalmic image type, which can clearly 
observe the whole lens structure. Recently, clinicians have been increasingly studying the correlation between NC 
severity levels and clinical features from the nucleus region on AS-OCT images, and the results suggested the correla-
tion is strong. However, automatic NC classification research based on AS-OCT images has rarely been studied. This 
paper presents a novel mixed pyramid attention network (MPANet) to classify NC severity levels on AS-OCT images 
automatically. In the MPANet, we design a novel mixed pyramid attention (MPA) block, which first applies the group 
convolution method to enhance the feature representation difference of feature maps and then construct a mixed 
pyramid pooling structure to extract local-global feature representations and different feature representation types 
simultaneously. We conduct extensive experiments on a clinical AS-OCT image dataset and a public OCT dataset to 
evaluate the effectiveness of our method. The results demonstrate that our method achieves competitive classifica-
tion performance through comparisons to state-of-the-art methods and previous works. Moreover, this paper also 
uses the class activation mapping (CAM) technique to improve our method’s interpretability of classification results.
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Introduction
With an aging population globally,  cataract will become 
the first cause for visual impairment and blindness in 
2030 [1]. Cataract surgery and early intervention are two 
effective methods to improve cataract patients’ vision 
and life quality, reducing blindness ratio and social bur-
den. Nuclear cataract (NC) is a common age-related, yet 
reversible cataract type, associated with different fac-
tors,  such as, increasing age, lifestyle factors, and genetic 

factors [2]. The clinical symptoms of NC are gradual 
clouding and progressive hardening of the nucleus region 
in the crystalline lens structure. Ophthalmologists have 
used several ophthalmic images (e.g., slit lamp images) 
over the past years to diagnose NC severity levels based 
on the clinical cataract classification systems. Lens Opac-
ity Classification System III (LOCS III) [3] is a commonly 
accepted clinical cataract classification system for NC 
diagnosis, which is built on slit-lamp images. E.g., oph-
thalmologists usually use silt-lamp images to diagnose 
NC, but this manual diagnosis mode is subjective and 
highly relies on clinical experience and knowledge.

According to actual clinical diagnosis requirements and 
opacity development in the nucleus region, we can cat-
egorize the severity levels of NC into three levels based 
on the LOCS III. Level 1: Mild cataract (NC grade < 3 ), 
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is asymptomatic. Level 2: Moderate cataract (NC grade 
= 3 ), is symptomatic. Level 3: Severe cataract (NC grade 
> 3 ), is symptomatic severely. Clinical interventions, e.g., 
Kary Uni eye drops, can slow the opacity development of 
mild NC patients. For patients with moderate NC, clini-
cal progress follow-up is necessary. Patients with severe 
NC should undergo cataract surgery. Figure  1 provides 
three representative severity levels of NC on AS-OCT 
images: mild (b), moderate (c), and severe (d).

Anterior segment optical coherence tomography (AS-
OCT) imaging method is a quick, non-invasive, objective, 
user-friendly, and high-resolution, compared with other 
ophthalmic imaging modes like fundus imaging. Oph-
thalmologists and scholars have gradually used AS-OCT 
images for anterior segment ocular disease diagnosis and 
scientific research purposes. [4, 5] proposes deep convo-
lutional neural network (CNN) models for automatic cor-
neal structure segmentation, which can be used to assist 
ophthalmologists in locating corneal structure and diag-
nosing corneal diseases accurately. Fu et  al. [6–9] used 
deep learning methods to detect angle-closure glaucoma 
on AS-OCT images for helping ophthalmologists diag-
nose glaucoma objectively and obtained promising per-
formance. For clinical cataract diagnosis, AS-OCT image 
is able to capture the lens structure, including nucleus-, 
cortex-, and capsule- regions clearly compared with slit-
lamp image and fundus image, which is vital for diag-
nosing different cataract types. Scholars have recently 
studied the opacity correlation between NC severity lev-
els and clinical features from the nucleus region on AS-
OCT images. E.g., Wong et al. [10] analyzed the opacity 
correlation between the severity levels of NC and average 
density with Spearman’s correlation analysis method, and 
statistical results indicated that the opacity correlation 
relationship between them is strong. [11–14] also obtains 
similar opacity correlation coefficient values between 

them. Overall, existing clinical research provides the clin-
ical support for AS-OCT image-based NC classification 
automatically and a potential contribution for cataract 
surgery planning, it is because clinical research [13, 10] 
has suggested that high intra-class and inter-class repeat-
ability of AS-OCT image-based NC diagnosis.

Apart from clinical NC research on AS-OCT images, 
Zhang et  al. [15] first proposed a CNN model named 
GraNet to predict NC severity levels automatically by 
using AS-OCT images and achieved poor performance 
without considering the relationship between NC and the 
lens structure. [16] uses intensity-based statistics method 
to extract clinical features from the nucleus region and 
then utilizes random forest (RF) to classify NC severity 
levels. Xiao et al. [17] presented a gated channel attention 
network to predict NC and got good classification results. 
Furthermore, we obtain two findings according to exist-
ing literature of NC research: 1) [11–18] obtains differ-
ent correlation coefficients on different nucleus regions 
through the average density values of AS-OCT images, 
e.g., the bottom half region and the whole region; 2) 
clinical features play different roles in NC diagnosis like 
mean and maximum. We question whether clinical prior 
knowledge of NC can be converted into feature represen-
tation of CNNs to improve classification performance.

Over the years, attention mechanism [19, 20] has 
become a vital component of CNNs, enabling to aug-
menting feature representations of feature maps  
for obtaining expected classification performance. 
Squeeze-and-excitation (SE) is a widely used attention 
method, which reconstructs the inter-dependent rela-
tionship among channels and recalibrates the feature 
maps. The spatial pyramid attention (SPA) [21] method 
extracts global-local feature representations with the 
pyramid pooling method for boosting the represen-
tational power of a CNN. In [22], Residual Attention 

Fig. 1 Three nuclear cataract severity levels based on AS-OCT images (a). Mild nuclear cataract (b) with slight opacity but is asymptomatic. Moder-
ate nuclear cataract (c) with moderate opacity and is symptomatic. Severe nuclear cataract (d) with severe opacity and is symptomatic obviously
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Network is proposed to enhance further the classifica-
tion performance, which provides a learning paradigm 
to combine the residual connection mechanism with 
the attention mechanism. Convolutional block atten-
tion block (CBAM) [23] and bottleneck attention 
module (BAM) [24] extend the idea of SE by combin-
ing channel attention method with spatial attention 
method sequentially and concurrently. Specially, these 
attention methods adopt global pooling methods, e.g., 
global average pooling method (GAP), to extract local 
and global feature representations from feature maps, 
which can be taken as other forms of clinical features 
(mean and maximum) of NC on AS-OST images. Moti-
vated by the relationship between global feature rep-
resentation of CNNs and clinical features of NC, this 
paper develops a novel attention-based network named 
Mixed Pyramid Attention Network (MPANet) by infus-
ing the clinical prior knowledge of NC, to predict NC 
severity levels automatically on AS-OCT images, as 
shown in Fig. 2a.

In the MPANet, we design an effective mixed pyra-
mid attention (MPA) block (Fig.  2c), consisting of a 
group convolution layer, mixed pyramid pooling (MPP) 
structure, and multi-layer perception (MLP). The group 
convolution layer enhances the feature representation 
difference of feature maps with two individual convolu-
tion partitions. It is followed by the MPP, which extracts 
different feature representation types and local-global 
feature representations of the feature map from each 
channel with the MPP method. Finally, it uses a learn-
able MLP to construct the interaction between channels 
for adjusting the relative importance of feature maps. A 
clinical AS-OCT image dataset with 7,919 images from 
335 participants (average age is 69.40±9.97) is used to 
demonstrate the effectiveness of MPANet. The results 
show that our proposed MPANet achieves better perfor-
mance compared with state-of-the-art attention-based 
CNNs and previous methods. A public OCT dataset 
is used to verify the generation ability of the MPANet, 
and results demonstrate the superiority of our method 
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Fig. 2 The architecture of the Mixed Pyramid Attention Network (MPANet). We devise the MPA block by integrating clinical prior knowledge, and 
then utilize the MPA block to construct the Residual-MPA module by plugging it into the Residual module. MPANet (a) is used for NC classification 
by using the nucleus region from AS-OCT images, comprised of multiple Residual-MPA modules. We use a deep CNN model to acquire the nucleus 
region automatically. MPA block comprises a group convolution layer, a mixed pyramid pooling structure, and multi-layer perception. Green and 
blue pointwise convolutions (Conv. 1× 1 ) denote two learned feature representation types
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through comparisons to existing literature and attention-
based CNNs. Furthermore, we utilize the class activation 
mapping (CAM) technique to localize what and where 
our MPANet focuses on, enhancing predicted outputs’ 
interpretability.

The main contributions of this paper are summarized 
as follows:

• We propose a novel attention-based CNN architec-
ture named Mixed Pyramid Attention Network 
(MPANet) for automatic NC classification on AS-
OCT images by incorporating the clinical prior 
knowledge of NC: relative importance of clinical 
features and correlation between different nucleus 
regions and NC severity levels.

• In the MPANet, we construct a novel mixed pyramid 
attention (MPA) block for learning different feature 
representation types and local-global feature rep-
resentation information adaptively. Moreover, this 
paper exploits three MPA variants: MPA-A, MPA-B, 
and MPA-C, testing which factors affect the per‑
formance of our MPA .

• We conduct experiments on a clinical AS-OCT image 
dataset and a public OCT dataset, and the results 
demonstrate that the MPANet surpasses strong base-
lines and previous works. This paper also uses the 
CAM method to visualize the classification results to 
improve interpretability.

The rest of this paper is organized as follows: Section 2 
introduces our MPANet framework in detail. In Sec-
tion  3, dataset introduction and experiment setting are 
presented. We discuss results and validate the general 
performance of our method in Section  4 and Section 5. 
Finally, we conclude and present future work in Section 6.

Methodology
A mixed pyramid attention (MPA) block can be taken 
as a computational unit which aims at incorporating the 
clinical prior knowledge into attention-based CNNs for 
boosting their representational power. Given the feature 
tensor X = [x1, x2, ..., xC ] ∈ R

C×H×W  as the input for 
MPA, and it generates the augmented representations 
X

′

= [x
′

1
, x

′

2
, ..., x

′

C
] ∈ R

C×H×W .

Mixed pyramid attention block
Figure  2c presents the overall framework of our mixed 
pyramid attention block architecture, which is comprised 
of a group convolution layer, a mixed pyramid pooling 
structure, and multi-layer perception (MLP). We will 
illustrate these tree components and their effects step by 
step in the following.

 Group convolution layer
The group convolution (GC) method has been widely 
used to design efficient CNN architectures [25–27], 
since it can reduce the convolution redundancy as well 
as improve the general performance. Figure 3 provides 
a comparison example of standard convolution method 
and group convolution method.

Considering the advantages of the group convolution 
method, this paper first uses it to learn different fea-
ture representations for enhancing their difference in 
the MPA block, where we split convolution kernels into 
two convolution partitions. Thus, two convolution par-
titions can independently learn different feature repre-
sentations from the previous layer, as shown in Fig.  2 
(blue and green colors represent two convolution parti-
tions, respectively). Specifically, two convolution parti-
tions correspond to two individual pooling operations 
in the mixed pooling pyramid structure correspond-
ingly. Furthermore, we set the convolution kernel size 
to 1× 1 (named pointwise convolution, Conv. 1x1) for 
two convolution partitions, and the number of convolu-
tion kernels of each convolution partition is equal. This 
is because the pointwise convolution method is capable 
of clustering feature representations from previous fea-
ture maps according to literature [28, 29].

(a) Standard convolution method

(b) Group convolution method

Fig. 3 Toy example comparisons between standard convolution 
method and group convolution method
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Mixed pyramid pooling structure
Following the group convolution method, we design a 
mixed pyramid pooling structure (MPP) to extract local-
global feature representation and different feature repre-
sentation types simultaneously. It first uses multi-scale 
global average pooling (GAP) and multi-scale global max 
pooling (GMP) operations to capture local-global feature 
representation types from feature maps correspondingly, 
which are generated by two independent convolution 
partitions in the group convolution layer. In the MPP, 
multi-scale GAP extracts local-global channel-wise aver-
age feature representations and multi-scale GMP extracts 
local-global channel-wise salient feature representations.

The motivation to adopt these two pooling operations 
as follows: 1) clinical findings have suggested that max 
density and mean density have varying levels of signifi-
cance with NC severity levels [10, 14] (Noted that max 
and mean are two significant indicators for clinical NC 
diagnosis). Furthermore, these two clinical features can 
be viewed as channel-wise average feature representation 
and channel-wise salient feature representation of CNNs. 
2) [11–18] indicates that top half- and bottom half- 
nucleus regions have different correlations with NC sever-
ity levels. Thus, we set two pyramid pooling scales for 
GAP and GMP: 2× 2 and 1× 1 . Two pooling methods 
can adaptively learn local-global feature representations 
and two feature representation types, e.g., 2× 2 scale 
pooling operation can capture four local feature rep-
resentations. In contrast, 1× 1 scale pooling operation 
can capture the global feature representation of the fea-
ture map from each channel. GAP and GMP operations 
capture both channel-wise average and salient feature 
representations. Then we convert the extracted feature 
representations generated by two pooling operations into 
1D vectors and concatenate them together along with 
channel axis and can be formulated as follows:

where Z = [z1, z2, ..., zC ] , zC ∈ R
10×1 , 

µ1,µ2,µ3,µ4,Max1,Max2,Max3, andMax4 denote local 
channel-wise average and salient feature representations 
from each channel of feature maps; µ and Max denote 
global channel-wise average and salient feature represen-
tations from each channel of feature maps;.

Multi‑layer perception network
The MPP generates mixed feature representations 
Z, which cannot represent the inter-dependencies of 
channels directly. Thus, we convert mixed feature rep-
resentations into channel-wise weights by a simple 
multi-layer perceptron (MLP) network. Like SE, the MLP 
adopts two fully connected (FC) layers to construct the 

(1)
Z = Concate([µ1,µ2,µ3,µ4,µ,Max1,

Max2,Max3,Max4,Max], axis = 1),

inter-dependencies between channels. The First FC layer 
is used to squeeze different global-local feature represen-
tation types with the dimensionality reduction d for bet-
ter efficiency, like an encoder operation. The second FC 
layer reconstructs the dependency relationship of intra-
channels, which is like a decoder operation. The opera-
tions of two FC layers can be formulated as follows:

where W2 ∈ R
C×d , W1 ∈ R

d×C , δ , G ∈ R
C×1 , and σ denote 

the learnable weights of two fully-connected layers, 
Relu function, attention weights, and sigmoid function. 
Finally, the input X is reweighed by the attention weights, 
thus, the output can be obtained by:

To study the effects of d on the performance of the net-
work, we adopt a reduction ratio r to control the value of 
d through the following equation:

where M represents the minimal value of d by man-
ual setting, and we set M and r to 32 and 16 in the 
experiments.

Discussion To exploit which factors affect the perfor-
mance of our MPA block, this paper develops three MPA 
variants: MPA-A, MPA-B, and MPA-C.

MPA-A: The number of convolution kernel sizes of 
each convolution partition in the group convolution layer 
is equal to the previous convolutional layer has. GMP 
and GAP only use 1× 1 pooling scale size.

MPA-B: Two convolution partitions in the group con-
volution layer using half the convolution kernel sizes as 
the previous layer adopts. GMP and GAP also only use 
the 1× 1 pooling scale.

MPA-C: Each convolution partition in the group con-
volution layer has the same number of convolution ker-
nel sizes as the previous layer contains. GMP and GAP 
also use 1× 1 and 2× 2 pooling scales.

Network architecture
This paper uses ResNets [30] as backbone networks to 
verify the effectiveness of our method according to two 
reasons. First, Resets are widely used CNN architectures 
and have achieved surpassing performance; many state-
of-the-art attention-based CNN models like SENet built 
on ResNet, which provide strong baselines to evaluate our 
MPANet’s performance. Second, the residual connection 
method (residual block) can alleviate the gradient vanish-
ing problem in deep CNN models. We incorporate Resid-
ual block into MPA block titled Residual-MPA module, 

(2)G = σ(W2δ(W1Z)),

(3)X
′

= G · X ,

(4)d = max(C/r,M),
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and construct our MPANet through stacking Residual-
MPA modules, a GAP layer, and a classifier, as shown in 
Fig. 2. We adopt ResNet18 and ResNet34 as baselines in 
this paper because these two models are commonly used 
and can achieve competitive results on limited datasets. 
Following modern attention-based CNNs, this paper 
adopts softmax function and cross-entropy loss as the 
classifier and loss function, respectively.

Dataset and experiment setting
Datasets
AS‑OCT image dataset
This paper collected a clinical AS-OCT image data-
set through the CASIA2 ophthalmology device (Tomey 
Corporation, Japan). AS-OCT images capture the whole 
anterior chamber structure of each eye, as shown in 
Fig.  1a. Considering NC severity levels is only related 
to the nucleus region according to clinical research, as 
shown in Fig. 1b–d.We use a deep segmentation network 
[31] to crop the nuclear region automatically, as shown in 
Fig. 2 (top left).

The AS-OCT image dataset contains 335 participants, 
and the total number of eyes is 437 (the number of right 
eyes is 213, and the number of left eyes is 224). The aver-
age age of participants is 69.40±9.97. We collect the 
number of AS-OCT images from each eye is 20, and the 
total number of AS-OCT images is 7,919. Since we man-
ually remove poor-quality images with the help of expe-
rienced clinicians. The dataset collection of this paper is 
conducted according to the tenets of the Helsinki Dec-
laration. Because of the retrospective nature and fully 
anonymized usage of the dataset, we are exempted by 
the medical ethics committee to inform the patients. 
Given lacking clinical cataract classification systems built 
on AS-OCT images, NC labels of AS-OCT images are 
mapped from slit-lamp images, which three experienced 
ophthalmologists labeled based on LOCS III. Moreo-
ver, clinical NC research [10, 13] have proved that high 
intra-class and inter-class repeatability for NC diagnosis 
on AS-OCT images, which provides strong support for 
automatic AS-OCT image-based NC classification.

We divide the dataset into two disjoint subsets based on 
eye level: training dataset (307 eyes) and testing dataset 
(130 eyes). The training and testing datasets do not con-
tain AS-OCT images from the same eye. The AS-OCT 
images in the training and testing datasets are 5,551 and 
2,368, respectively. 10% training dataset is used as valida-
tion dataset. Table 1 shows the NC severity level distri-
bution on AS-OCT images. For data augmentation, we 
use random flipping (horizontal and vertical directions) 
and rotating (-20-20 degrees) method for the training 
dataset. We then normalize AS-OCT images with chan-
nels’ means and standard deviations in the training by 

following the standard practice. We only normalize AS-
OCT images with channels’ means and standard devia-
tions for the testing dataset. We resize AS-OCT images 
into 224x224 for both training and testing datasets.

USUD dataset
 It is an OCT image dataset of diabetic macular edema 
and age-related macular degeneration (AMD), which is 
collected and released by University of California, San 
Diego. The dataset comprises two sub-datasets: training 
and testing datasets. training dataset has 108,312 images: 
37,206with choroidal neovascularization (CNV); 11,349 
with diabetic macular edema (DME); 8,617 with drusen, 
and 51,140 normal. The testing dataset has 1000 images, 
and each class has the same number of images (250 
images)-the more detailed introduction of the USUD 
dataset in [32]. In the experiments, we adopt the same 
dataset split method in [32].

Evaluation measures
Four commonly used evaluation measures are consid-
ered to evaluate the performance of methods [33, 34]: 
Accuracy (ACC), precision (PR), sensitivity (Sen), and F1 
score, which are formulated as follows:

where TP, FP, TN, and FN denote the numbers of true 
positives, false positives, true negatives, and false nega-
tives, respectively. ACC: the total number of AS-OCT 
images include mild, moderate, and severe are classified 
correctly. F1: F1 score is the harmonic mean of PR and 

(5)ACC =
TP + TN

TP + TN + FP + FN
,

(6)Sen =
TP

TP + FN
,

(7)PR =
TP

TP + FP
,

(8)F1 =
2× PR× Sen

PR+ Sen
,

Table 1 Severity level distribution of nuclear cataract on 
AS-OCT image dataset

Dataset Severity Levels

Mild Moderate Severe

Training 1969 2185 1397

Testing 949 978 441

Total 2918 3163 1838
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Sen, which is a significant indicator of assessing overall 
performance.

Sen assesses how many TP’s AS-OCT images are classi-
fied correctly, which is a vital clinical diagnosis indicator.

Baselines
To evaluate the overall performance of our MPANet 
on two datasets thoroughly, we conduct the following 
baselines:

• Advanced attention methods: CBAM, efficient channel 
attention (ECA) [20], GCA, SPA, and SE are used to 
demonstrate the effectiveness of our MPA.

• State-of-the-art CNN models: GoogleNet, EfficientNet 
[35], SKNet [36], VGGNet, ResNeXt, GraNet, and 
BAM.

• Classical machine learning methods. We extracted 
eight clinical features from the lens nucleus region 
of AS-OCT images according to previous works [37, 
16]: mean density, maximum density, entropy, inten-
sity range, variance, skewness, absolute mean devia-
tion, and median. Then, we use classical machine 
learning methods to classify NC’s severity levels 
based on extracted features, like Naive Bayes (NB), 
decision tree (DT), random forest (RF), support vec-
tor machine (SVM), linear regression (LR), Adaboost, 
and XGboost.

Experiment setting
We implement our MPANet, its variants, comparable 
deep networks with the Pytorch platform, OpenCV, 
and Python. This paper uses the stochastic gradient 
descent (SGD) optimizer to optimize all deep net-
works and sets the SGD optimizer with a weight decay 
of 0.0005 and a momentum of 0.9. The batch size is 16, 
and training epochs are 100. We set the initial learn-
ing rate to 0.025 and decreased it by a factor of 5 every 
20 epochs. All deep networks train from scratch. We 
conduct all experiments on a server with one TITAN V 
GPU (11 GB).

Results and analysis

Performance comparison with state‑of‑the‑art attention 
blocks
Table  2 presents the NC classification results of the pro-
posed MPA, its three variants, and state-of-the-art atten-
tion methods by using the same backbones (ResNet18 and 
ResNet34). Note that the base models denote ResNet18 
and ResNet34. The results show that our MPA consistently 
improves the performance through comparisons to other 
attention methods. Remarkably, MPA outperforms SPA, 
GCA, and SE with 1.85%, 3.66% and 1.61%, respectively. 
The results demonstrate that the effectiveness of our pro-
posed MPA by infusing the clinical prior knowledge.

For comparison between MPA and its three variants, 
MPA and MPA-C get better NC classification results than 
MPA-A and MPA-B, verifying that the multi-scale pyramid 
pooling structure can extract different feature representa-
tion types and global-local feature representations effi-
ciently. MPA outperforms MPA-C, which confirms that the 
group convolution method can improve classification per-
formance by enhancing feature representation difference 
from feature maps.

Overall, the results demonstrate that MPA is more able to 
get better performance than advanced attention methods 
and strong backbones by considering the global-local fea-
ture representation and feature representation types with 
group convolution method and mixed pyramid pooling 
structure. Interestingly, we observe that not all attention 
methods achieve better performance by taking ResNet34 
as the backbone than taking ResNet18 as the backbone. 
One possible reason to account for the results is that the 
number of parameters in ResNet34 is much more than 
ResNet18; thus, it needs massive data to train a good CNN 
model. However, available AS-OCT images of NC classifi-
cation are limited, since it is challenging to collect massive 
medical data.

Performance comparison with strong baselines
We compare our MPANets with state-of-the-art deep net-
works and classical machine learning methods based on 
four evaluation measures, as shown in Table 3. The results 

Table 2 Performance comparison of our MPA and state-of-the-art attention methods on the AS-OCT image dataset (The 
best results are marked in bold)

Base SE CBAM GCA SPA ECA MPA MPA‑B MPA‑C MPA

ResNet18 82.94 85.09 84.54 83.66 85.22 85.09 85.77 85.90 86.40 86.70
ResNet34 83.78 85.47 84.25 83.36 85.14 84.88 86.19 86.23 86.61 86.99
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show that our MPANet get better classification results 
than advanced deep networks and machine learning meth-
ods. Specifically, MPA-D-Net-34 gets the best accuracy, 
the best sensivity, and the best F1 score with  86.99% and 
89.09%, and  88.70% respectively. It outperforms vanilla 
CNN models: ResNet, VGGNet, ResNeXt, and GoogleNet, 
above absolute 3.21%, 2.61%, 2.23%, and  4.51% of accu-
racy. Compared with attention-based CNNs, our MPA-D-
Net-34 obtains 1.91% and 2.72% absolute improvements 
of sensitivity than SENet34 and SPANet34 correspond-
ingly. The results prove that combining the group convo-
lution method with a mixed pyramid pooling structure is 
an efficient method for devising the attention module. This 
is because the MPA module can capture two feature repre-
sentation types and local-global feature representations by 
introducing clinical prior knowledge.

Table 3 also presents NC classification results of seven 
machine learning methods on the AS-OCT image data-
set. RF obtains the best performance through compari-
son to other machine learning methods. Our MPANet 
surpasses RF by noticeable gains of 4.39% in the accu-
racy, 3.93% in precision, 4.45% in the sensitivity, and 
4.18% in F1, showing the superiority of our proposed 
method. Deep networks achieve better performance than 
machine learning methods. The GraNet achieves 84.56% 
accuracy and outperforms GraNet [15] (57.86%) by a sig-
nificant improvement of 26.7%, demonstrating that NC 
severity levels are only associated with the nucleus region 
rather than the crystalline region lens region, which is 
also consistent with clinical research.

Furthermore, Fig.  4 visually presents sensitivity and 
F1 values of our MPANet and other five strong base-
lines: SVM, GraNet, SENet, ECANet, and SPANet. The 
horizontal axis represents our MPANet and comparable 
methods, and the vertical axis represents the values of 
sensitivity and F1. As previously introduced, sensitivity 
(red color) is a vital evaluation indicator clinically, and F1 
(green color) is a commonly used evaluation indicator to 
evaluate the general performance of a method. Accord-
ing to Fig. 4, it can be seen that our MPANet significantly 
surpasses other strong baselines, proving the efficacy of 
method by incorporating clinical prior knowledge. To 
better understand the NC classification results of our 
MPANet, Fig. 5 shows the confusion matrix of it. The hor-
izontal and vertical axes represent predicted results and 
ground truth, respectively. According to Fig.  5, sensitiv-
ity values of mild NC, moderate NC, and severe NC are 
89.57%, 79.45%, and 98.19% based on MPANet accord-
ingly, showing it is challenging to predict moderate NC 
accurately as well as for clinical diagnosis. Our MPANet 
obtains 86.03%, 83.46%, and 96.44% for mild NC, mod-
erate NC, and severe NC in F1 score, respectively, 

Fig. 4 Performance comparison of our MPANet and strong baselines 
in sensitivity and F1

Table 3 NC classification results of machine learning 
methods and deep learning methods on AS-OCT image 
dataset (The best results are marked in bold)

Method ACC PR Sen F1

SVM [16] 82.19 83.64 85.05 84.29

NB 80.62 81.28 84.17 82.22

LR 81.80 85.36 82.65 83.84

DT 80.62 83.03 83.01 82.98

RF [16] 82.60 84.49 84.64 84.52

Adaboost 75.55 83.53 79.52 76.84

XGboost 82.18 84.45 84.18 84.31

GraNet [15] 85.05 85.66 87.25 86.37

VGG19 84.38 86.41 85.70 85.94

ResNet34 83.78 85.57 86.02 85.71

ResNeXt29 84.76 87.6 85.92 86.63

GoogleNet 82.48 86.28 84.21 84.03

EfficientNet 84.42 86.12 86.30 86.11

SKNet 85.68 88.22 86.78 87.32

SENet34 85.47 87.44 87.18 86.83

BAM 83.19 86.66 84.79 85.07

GCA-Net-18 [17] 83.66 85.97 84.68 85.26

ECANet-18 85.09 86.45 86.32 86.38

SPANet-18 85.22 88.13 86.37 86.92

CBAM-ResNet18 84.54 87.20 85.88 86.39

MPANet-18-C 86.40 89.02 88.78 88.02

MPANet-34-C 86.61 88.07 89.02 88.31

MPANet-18 86.70 88.26 89.06 88.59

MPANet-34 86.99 88.42 89.09 88.70
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demonstrating the general performance of MPANet is 
good. Furthermore, we can get the kappa coefficient value 
of MPANet based on the confusion matrix, and the kappa 
coefficient is a vital indicator to assess diagnostic reliabil-
ity. The kappa coefficient value of our MPANet is 0.7955, 
proving that it exhibits high reliability of NC diagnosis.

In this paper, AS-OCT images used for automatic classi-
fication, collected from NC participants with varying sever-
ity levels, and there are no AS-OCT images from normal 
participants without opacity. Hence, our proposed MPANet 
cannot be used for NC screening directly and only can be 
used for clinical diagnosis. In the future, we will plan to col-
lect AS-OCT images from normal participants further to 
test the robustness and generation of our method.

Ablation study

Effects of different combinations
To further test which factors affect the performance of 
the MPA block, we conduct a number of ablation experi-
ments, as shown in table 4. GC, GMP, and GAP represent 
group convolution method, global max pooling method, 

and global average pooling method. ✗ denotes that we 
do not use GC, GMP, or GAP in the MPA block, while ✓ 
represents we use GC, GMP, or GAP in the MPA block.

MPA-5 outperforms MPA-2 and MPA-4, indicating 
that the mixed pyramid pooling structure has a more sig-
nificant effect on the NC classification results than the 
group convolution method. MPA-1 achieves better per-
formance than MPA-3, showing GAP is more capable of 
learning important feature representation information 
than GMP, agreeing with clinical research. MPA achieves 

Fig. 5 The confusion matrix of MPANet

Table 4 Comparison of with different combinations based 
on the MPA when taking ResNet34  (The best results are 
marked in bold)

Method GC GMP GAP ACC 

MPA-1 ✗ ✗ ✓ 86.28

MPA-2 ✓ ✗ ✓ 86.36

MPA-3 ✗ ✓ ✗ 85.98

MPA-4 ✓ ✓ ✗ 86.11

MPA-5 ✗ ✓ ✓ 86.74

MPA ✓ ✓ ✓ 86.99

Table 5 Comparisons of different gating operators based 
on the MPA block when taking ResNet34 (The best results 
are marked in bold)

Operator ACC F1

Tanh 85.73 87.48

Softmax 84.92 86.77

Sigmoid 86.99 88.70

Table 6 Comparisons of different r and M (The best results 
are marked in bold)

Ratio r Dimensionality reduction d

8 16 32

8 85.73 86.19 84.76

16 85.64 85.30 86.99
32 86.15 85.81 85.56

Table 7 Performance comparison of the MPANet and 
state-of-the-art methods on USUD dataset  (The best 
results are marked in bold)

Method ACC Sen F1

LBP-SVM [38] 71.33 48.27 64.04

HOG-SVM [39] 78.90 66.20 –

MDFF [38] 93.93 91.76 91.46

VGG16 [38] 91.50 91.50 91.50

ResNet34 [32] 80.50 78.30 –

Inception [39] 90.30 90.00 –

LACNN [39] 90.20 88.10 –

LACNN-Inception [39] 93.00 91.60 –

SENet 94.16 90.00 91.49

ECA 94.40 91.83 92.08

SPA-Net 94.11 89.83 91.32

GCA-Net 94.94 92.12 92.79

BAM 94.89 91.95 92.69

CBAM 94.20 89.74 91.30

MPANet 96.74 95.12 95.39
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better NC classification performance than MPA-5, dem-
onstrating that GC, GMP, and GAP can boost the clas-
sification performance as previously discussed in Table 2.

Effects of different gating operators
Table  5 shows the classification results of three gat-
ing operators based on the MPA block. It can be seen 
that replacing sigmoid with tanh and softmax slightly 
worsens the performance of MPANet. The comparable 
results suggest that it is significant to design the gating 
operator, which is capable of highlighting useful channels 
efficiently.

Effects of dimensionality reduction d
Dimensionality reduction d is a vital factor to affect 
the performance and the computational cost of our 
MPANet, which are determined by two significant 
hyper-parameters: r and M. We conduct a series of 
experiments by setting different combinations of M 
and r for investigating the trade-off between the perfor-
mance and the computational cost mediated by these 
two hyper-parameters, as shown in Table  6. It can be 
observed that increased/decreased complexity does not 
improve/worsen the performance of the MPANet. We 
set M and r to 32 and 16, respectively, and our method 
keeps a good trade-off between accuracy and com-
plexity. In fact, using the identical M and r for differ-
ent layers of a network may not be an optimal method 

Fig. 6 The CAM visualization results of our proposed MPANet and other state-of-the-art attention-based CNNs. Row 1 to row 3 denotes the mild 
NC, moderate NC, and severe NC. The heat maps highlight the informative regions that CNNs learned for specific NC severity levels



Page 11 of 12Zhang et al. Health Information Science and Systems  (2022) 10:3

considering the varying roles of different layers played. 
Thus, further improvements can be obtained by tuning 
the M and r to meet the needs of a CNN architecture.

Validation on USUD dataset
We also compare our MPANet with advanced atten-
tion-based CNNs and previous works, as shown in 
Table  7. It can be seen that our MPANet gets 96.74% 
accuracy, 95.12% sensitivity, and 95.39% F1, respec-
tively, and significantly outperforms other comparable 
methods above absolute 1.8% at least on three evalua-
tion measures. The results prove the generation ability 
of MPANet.

Visualization of improved interpretability
Figure  6 presents the CAM visualization results of 
our MPANet and other four state-of-the-art atten-
tion methods on the AS-OCT image dataset. It offers 
the three representative AS-OCT images of three NC 
severity levels and their CAM visualization results. We 
can see that our method is more capable of localizing 
opacity information of NC on AS-OCT images through 
comparisons to other attention-based CNNs. For exam-
ple, our proposed MPANet pays more attention to the 
center- and bottom- nucleus regions for moderate and 
severe NC levels, agreeing with the conclusion of WHO 
Cataract Grading System [40] which suggests that clini-
cians should focus on the center- and bottom- nucleus 
regions in diagnosing NC. Overall, visualization results 
also explain why our method performs better than 
other attention-based CNNs, e.g., SENet.

Conclusion and future work
This paper presents an effective mixed pyramid attention 
network (MPANet) to predict severity levels of NC by 
using AS-OCT images automatically. In the MPANet, we 
design a mixed pyramid attention block for learning dif-
ferent feature representation types and local-global fea-
ture representations with the group convolution method 
and the mixed pyramid pooling structure. We conduct 
experiments on a clinical AS-OCT dataset, and the 
results show that our MPANet achieves 86.99% in accu-
racy and 89.09% in sensitivity accordingly, which outper-
forms previous methods and strong baselines. Moreover, 
we also conduct extensive experiments on a public OCT 
dataset, and MPANet also gets better performance than 
state-of-the-art methods, demonstrating its generation 
ability. Overall, our MPANet has great potential for clini-
cal nuclear cataract diagnosis and cataract surgery plan-
ning on AS-OCT images.

In the future, we plan to collect more AS-OCT images 
to evaluate the performance of the MPANet from both 
NC and normal participants; it is because we only use 

the AS-OCT images from NC participants in this paper. 
Moreover, we will design lightweight and advanced atten-
tion mechanisms to enhance the deep network’s inter-
pretability and boost the classification results.
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