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Abstract With the advent of evolutionary developmental

research, or EvoDevo, there is hope of discovering the

roles that the genetic bases of development play in mor-

phological evolution. Studies in EvoDevo span several

levels of organismal organization. Low-level studies

identify the ultimate genetic changes responsible for mor-

phological variation and diversity. High-level studies of

development focus on how genetic differences affect the

dynamics of gene networks and epigenetic interactions to

modify morphology. Whereas an increasing number of

studies link independent acquisition of homoplastic

or convergent morphologies to similar changes in the

genomes, homoplasies are not always found to have iden-

tical low-level genetic underpinnings. This suggests that a

combination of low- and high-level approaches may be

useful in understanding the relationship between genetic

and morphological variation. Therefore, as an empirical

and conceptual framework, we propose the causality

horizon to signify the lowest level that allows linking

homoplastic morphologies to similar changes in the

development. A change in a system below the causality

horizon cannot be generalized. In more concrete terms,

homoplastic morphologies cannot be reduced to the same

change in gene regulation when that change occurs below

the causality horizon; rather, a higher-level mechanism

should be identified.

Keywords Causality horizon � EvoDevo �
Genotype–Phenotype map � Patterning

Introduction

Different scientific fields such as evolutionary biology and

developmental biology address issues related to the phe-

notype. Although there is some degree of overlap in the

interests of these respective fields, there is also a large

degree of variation in the assumptions and burdens of

proofs between them. Whereas multidisciplinarity should

be advantageous, it requires concepts that can cross disci-

plines and levels of organization in order to connect studies

ranging from evolution to development.

Here we review current research approaches on which

levels of developmental regulation (regulatory sequences,

genes, gene interactions, gene networks, and epigenetic

networks) are used to explain morphological variation

between individuals, populations, species, and higher-order

taxonomic categories. We discuss a conceptual barrier or

‘‘causality horizon’’ that limits the predictability of mor-

phological variation (Fig. 1). We propose the use of the

causality horizon as a boundary of successful, or appro-

priate, reductionism in development. For example, below

the causality horizon, homoplastic change in morphology

between two species cannot be reduced to the same change

in development. In other words, below the causality hori-

zon determining the ultimate genetic or developmental

cause underlying a specific change in the phenotype in one

species would not help in predicting the cause underlying a

corresponding change in another species. Future work,
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especially at the population and species levels, will help to

delineate the causality horizon of the genetic basis of

morphological evolution.

Approaches to Link Morphology to Different Levels

of Organismal Organization

From the Genes to the Phenotype

Two opposing views can be considered for the role of

developmental genetics in evolution: the master gene view

and the micromanager view. Hox genes have had a central

role in this debate since their discovery. According to the

master gene view (Gehring 1993), Hox genes and other

major transcriptional factors would be among the more

upstream regulators of body plans and segment identity.

These genes would control segment identity through a

hierarchy of downstream transcriptional factors and effec-

tors (Gehring 1993). This master gene view stems from

early studies of homeotic mutations, which uncovered the

unexpected conservation of these genes and their spatio-

temporal patterns of expression. There is a growing body of

literature correlating gross anatomical differences between

high taxonomic categories, such as orders and classes, with

spatial differences in gene expression in Hox or other

conserved transcriptional factors (reviewed in Carroll et al.

2001). These ‘‘macro-EvoDevo’’ studies are especially

common in arthropods, because they possess a clear cor-

relation between the morphological identity of a segment

and Hox expression during development.

Other studies, however, have indicated that changes in

Hox regulation can be implicated in more subtle morpho-

logical differences at the species level (Akam 1998). This

‘‘micromanager’’ (Akam 1998) view suggests that Hox

genes and other major transcriptional factors may oppor-

tunistically affect development both at upstream and

downstream levels. Consequently, no strict genetic hierar-

chy may exist in development and major morphological

transitions may not require ‘‘master’’ genes to explain

differences in body plans.

The identification of differences in gene expression

underlying morphological variation leaves open the ques-

tions of how specific morphologies arise over the course of

development, and how morphological diversity arises over

the course of evolution. The latter issue is particularly

vexing because genetic differences underlying morpho-

logical diversity between two lineages may not be indica-

tive of the genetic variance that originally produced their

differences in form (Nijhout 1990). This is because genes

and genetic interactions involved in the formation of a

specific morphology can evolve and change through time

without concomitant changes in morphology. The more

time which has elapsed between the common ancestor of

two lineages, the more likely the genetic bases of mor-

phological diversity may have changed by phenogenetic, or

developmental system drift (Weiss and Fullerton 2000;

True and Haag 2001; Salazar-Ciudad 2009).

Regardless of the exact developmental mechanism,

macro-evolutionary differences arise first as intrapopulation

variation. For this and other reasons many researchers in

EvoDevo (Pennisi 2002) have turned their efforts towards

the study of the developmental bases of morphological

differences between closely related species or populations.

Many of these studies focus on the disappearance of specific

morphological structures. For example, the loss of eyes in

cave populations of the fish Astyanax mexicanus appears to

be a consequence of an expansion of the Sonic hedgehog

(Shh) expression domain in the head (Jeffery 2009).

Another example is stickleback fishes, many species of

which have undergone independent and repeated coloni-

zation of fresh-water habitats from an originally marine

population. In many cases this colonization has been
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Fig. 1 Causality horizon and the limits of predictability of develop-

mental systems. A hypothetical example of the homoplastic evolution

of a tail in three species of mice (Species A, B, and C, top). In each

species the ancestor did not have a tail. Developmentally (bottom),

acquisition of a tail can be achieved through similar changes in the

cis-regulation of the same gene (left). Alternatively, a tail can form

through changes in the regulation of a different gene in each species

(right). In the latter case, comparable changes in the gene network, for

example, would explain the homoplastic acquisition of a tail. In the

former (left) and latter (right) cases the causality horizon is at lower

and higher levels of organization, respectively

The Causality Horizon 287

123



accompanied by a reduction in their dermal armor and these

reductions have been linked to the Ectodysplasin gene in

several populations (Knecht et al. 2007; DeFaverti et al.

2011). Turning from the loss to the modification of struc-

tures, differences in the width and length of the beaks of

several species of Darwin finches seem to be associated

with differences in Bone morphogenetic protein 4 (Bmp4)

and Calmodulin expression, respectively (Abzhanov et al.

2004, 2006). At the tissue level, Bmp4 and Calmodulin

produce different beak morphologies through specific spa-

tial patterns of proliferation in the beak primordia (Wu et al.

2006). In general, since a morphological structure requires

interactions between many genes, it is likely that disruptive

mutations resulting in the loss of a structure occur easily in

evolution. In contrast, new morphological structures or

changes in existing structures may be less likely to appear

during evolution. Indeed, whereas loss of cusps, the major

morphological features of teeth, occurs when individual

genes are experimentally manipulated in mouse molar

teeth, substantial increases in cusp number (and thus in

tooth complexity) occur through experimentally tinkering

with a specific combination of three genes (Harjunmaa et al.

2012). This experimental result on teeth indicates that

dental complexity is a polygenic trait, and an increase in

complexity would be unlikely to result from evolutionary

drift alone.

Other studies have gone to an even lower organizational

level and have been able to identify the ultimate sequence

differences underlying morphological variation between

populations or closely related species. Most of these studies

have identified specific cis-regulatory regions underlying

differences in the morphology. This kind of genetic dif-

ference has been found, for example, in the variation of

thoracic bristle number and position in two species

of Drosophila (Marcelini and Simpson 2006), the amount

of bristles in different segment numbers in different species

of Drosophila (Frankel et al. 2011), and the differences in

the patterns of wing coloration in several species of Dro-

sophila (Rebeiz et al. 2009).

From the Phenotype to the Genes

Studies in developmental biology have often treated mor-

phological variation more as a nuisance than as an

important phenomenon in its own right. Indeed, many

laboratory animals are inbred in order to provide a uniform

genetic background for experimental studies. In contrast,

because variation is a requisite for natural selection and

evolution, evolutionary biologists have been extraordi-

narily attentive to measuring variation. Classical (Fisher

1930; Haldane 1932), and more recent (Charlesworth and

Lande 1982; Barton and Partridge 2000; Coyne 2006)

models of population genetics assume abundant genetic

variation for most morphological traits and a relatively

simple relationship between the genotype and the pheno-

type. These models omit development, which has been

criticized by many EvoDevo biology studies over the last

quarter century (e.g., Alberch 1982; Goodwin 1994; Sala-

zar-Ciudad 2006). On the other hand, multivariate quanti-

tative genetics allows approaching many questions in

population genetics without assuming a simple relationship

between genotype and phenotype (Atchely 1987). Genetic

variation and the relationship between genotype and phe-

notype are statistically inferred from phenotypic measure-

ments and from information about genetic relatedness in a

population. In some cases, research in multivariate quan-

titative genetics tries to infer the genetic basis of mor-

phological variation or, in its own terminology, the genetic

architecture of traits. In those cases the methodology uses a

top-down approach in which phenotypic information is

used to identify genes, or regions in the genome, with roles

in producing morphological variation. Conversely, in

developmental genetics interactions between genes are

used to understand morphology and its variation.

Some studies also partially merge approaches in quan-

titative genetics with developmental genetics (Gibson and

Hogness 1996; Palsson and Gibson 2000; Mezey et al.

2005; Dworkin and Gibson 2006). In these studies mor-

phological variation arising from sets of natural or artificial

alleles is studied in detail by morphometric or other

methods. This approach is not restricted to quantitative

genetics, because morphometric studies of mutants can

uncover variational properties of complex structure such as

the mouse face (Marcucio et al. 2011).

Modeling Gene Networks

As more and more developmental genes are identified and

mutants described, there is a gradual and long-lasting

change of research focus from the study of individual genes

to the study of gene interactions and gene networks. These

networks tend to be complex and include many genes. In

contrast, most techniques available in developmental

genetics involve the manipulation of one or few genes in a

rather crude way (for example, knock-outs and overex-

pression gene constructs). The understanding of how

genetic manipulations alter the dynamics of gene networks

and developmental processes is far from straightforward.

This challenge is one of the reasons why developmental

studies, trying to understand how gene networks produce

phenotypes and morphological variation, increasingly use

gene network modeling.

The improvement in computational power and the

accumulation of large amounts of data on gene network

topologies involved in pattern formation and morphogen-

esis is facilitating a steady increase of studies that closely
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integrate experiments and mathematical modeling (Shv-

artsman et al. 2002; Janssens et al. 2006; Sheth et al. 2012).

As in most other approaches in developmental biology,

these studies on gene networks aim to explain wild-type

development and phenotypes. Relatively few studies using

gene networks try to predict the phenotypes of mutants and

other species (Shvartsman et al. 2002; Nakamasu et al.

2009; Gong et al. 2012). Eventually, the capacity of a

model to predict how phenotypes change when one or a

few gene functions are altered could be regarded as the best

test for models.

Most developmental models, indeed most studies in

developmental biology as a whole, treat patterning as a

strictly bounded process in which a fixed number of rela-

tively immobile cells exchange extracellular signals. These

approaches have been quite successful in developmental

systems such as Drosophila segmentation (Janssens et al.

2006), lateral inhibition by notch-delta signaling (Collier

et al. 1996), and several Turing-like regular patterns

(Meinhardt 1982). In development it is often the case that

during signaling cells participate in intricate morphoge-

netic movements. This limits the general applicability of

gene network models to development. Since studies on

phenotypic variation during development are scarce (von

Dassow and Davidson 2007; Marcucio et al. 2011) gene

network models have few opportunities to be tested in

explaining, for example, phenotypic variation underlying

evolution. There are, thus, good reasons to expand gene

network models to include morphogenetic movements,

such as tissue growth, and be able to make predictions

about final morphology.

Modeling Epigenetic Networks

At present, due to lack of knowledge about development

and computational power, it is impossible to simulate any

single individual from fertilization to adulthood. Devel-

opment is, instead, partitioned into a sequence of separate

pattern transformations. In these kinds of simulations,

spatial distributions of cell types in one stage, or patterns,

are transformed into new patterns in a later stage. Even for

this limited task it is rarely the case that most of the genes

involved in a pattern transformation are known. However,

it is perhaps a reasonable assumption that the ultimate

action of a gene or gene network is to regulate cell

behavior, and that these behaviors in turn are limited in

number. Cells can divide, die, secrete extracellular matrix

or signaling molecules, express membrane receptors for

signaling or adhesion, and move and change shape

according to internal changes in the cytoskeleton (Salazar-

Ciudad et al. 2003). Thus, development and pattern trans-

formations can be understood as the collective behavior of

large sets of cells. Each cell reacts to external inputs, in the

form of extracellular molecular signals or incoming forces,

by changing a limited number of behaviors in specific

ways. These behavioral changes can also affect the mate-

rial properties of cells and extracellular matrices and alter

the cells’ mechanical responses to pressures (Newman and

Comper 1990; Beloussov 1998) and the diffusivity of

extracellular signals. These kinds of integrative approaches

have been proposed by many workers in morphodynamics

(Salazar-Ciudad et al. 2003), in morphoregulation (Plikus

et al. 2005), on the palimpsest model (Hallgrı́msson et al.

2005), and on generic mechanisms (Newman and Müller

2005).

Many of the high-level studies include gene networks,

and aim to explain not only the wild-type morphology but

also the generation of variation and, in general, the rela-

tionship between the genotype and the phenotype. Some of

these studies focus on vertebrate organs that develop in

relative isolation from the rest of the body, and in which

the basic genetic and epigenetic interactions are relatively

well known. These models can act as devices to integrate

known low-level interactions into mechanistic hypotheses

that give quantitative morphological predictions. These

predictions can in turn be tested against variation in nature

and in the laboratory, and used to design further

experiments.

Because both gene interactions and cell behaviors are

incorporated into the models, there are currently relatively

few examples of such models. Moreira and Deutsch (2005),

for example, have been able to explain the color patterns in

the skin of zebrafish from a model including local cell

signaling and differential cell adhesion. A reaction–diffu-

sion model that includes experimentally corroborated

inhibition between Shh and Bmp signaling has been used to

explain the branching pattern of different types of chick

feathers (Harris et al. 2005), and to suggest how different

types of feathers may have evolved (Prum 2005). A model

of tooth morphogenesis (Salazar-Ciudad and Jernvall 2002;

Salazar-Ciudad 2008) considers cell proliferation, differ-

entiation, and adhesion, together with a gene network

incorporating experimentally derived dynamics of Bmp,

Shh, and Fibroblast growth factor (Fgf) signaling. A bio-

mechanically more realistic model (Salazar-Ciudad and

Jernvall 2010) of tooth development is able to capture

aspects of population-level variation in tooth shapes, thus

potentially bridging micro- and macroevolution.

Causality Horizon

From our discussion above it is clear that there are many

different low- and high-level approaches by which the

relationship between genotype and phenotype is studied.

Low-level approaches are closer to the directly heritable
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elements, the genes, in which mutations occur. Gene

function is dependent on complex networks of interactions

between genes themselves and the epigenetic context of the

developing embryo. Perhaps a central question in coming

years will be whether all morphological variation can

eventually be understood from the genes. That is, are genes

the level where morphological variation should be under-

stood? Whereas these questions are reminiscent of episte-

mological debates about reductionism and synthesis

(Gilbert and Sarkar 2000), the increasing number of

experimental studies may provide an empirical answer to

these questions.

In principle, for morphology to be predictable from low-

level approaches it is required that every morphological

change is uniquely attributable to a specific genetic change.

To conceptualize this principle, we develop a causality

horizon concept coined by Nebot et al. (1994) in connec-

tion to modeling system behavior. Basically, a low cau-

sality horizon implies that a low-level link, such as a

specific gene, is involved in a specific change in mor-

phology (Fig. 1). An example would be the involvement of

Ectodysplasin in the homoplastic reduction of stickleback

armor plates (Knecht et al. 2007). Conversely, a high

causality horizon implies that a high-level link, such as

modification of gene network topology, underlies a

homoplastic change in morphology. Moreover, this modi-

fication does not need to involve the same gene in every

case, such as is the case of wing polyphenism in different

ant species (Abouheif and Wray 2002). Even if in every

individual species one can identify that a specific gene or

regulatory region corresponds to a similar change in mor-

phology, these low-level changes would provide little

power to predict the underlying gene in new species.

Although identifying ‘‘similar’’ morphological changes

is far from a trivial task in practice, a few predictions can

be made based on the discussion above (Fig. 2). First,

whereas the acquisition of new characters, which can be

seen as an increase in complexity, may be hypothesized to

involve changes at higher levels, losses of characters can

often be explained by single gene changes. Second,

because development itself evolves, similar morphological

changes in phylogenetically distant species are more likely

to involve higher-level changes. Third, most of the studies

that indicate a low causality horizon consider only two or

few independent occurrences of a morphological transition.

As more examples of each transition get studied, we may

actually be able to place a probability value on the cau-

sality horizon. For example, because comprehensive pop-

ulation inventories of the genetics in the loss of stickleback

armor plates are being carried out (Leinonen et al. 2012),

sticklebacks may become one of the first examples in

which a causality horizon can be placed with an estimate of

probability.

In summary, there is an ongoing transition in the field of

EvoDevo to examine evolutionary changes at all levels of

development, from genes to gene networks and epigenetic

networks. This expansion in the research program co-

occurs with a change of focus from comparisons between

distantly related species to closely related species, and to

the population level at which microevolution occurs. The

changing research focus should be accompanied by a

stronger attention to the description of subtle morphologi-

cal variation occurring in mutants and other experimental

manipulations of development. In this way EvoDevo can

help to provide models of the relationship between the

genotype and the phenotype. Eventually we may know

when the causality horizon is low and genes matter more,

and when the causality horizon is high and we have to

focus more on gene networks and cellular behaviors to

explain morphology.
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