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Abstract
Clustering is an unsupervised learning method that divides data into groups of similar features. Researchers use this technique
to categorise and automatically classify unlabelled data to reveal data concentrations. Although there are other implementa-
tions of clustering algorithms in R, this paper introduces the Clustering library for R, aimed at facilitating the analysis and
comparison between clustering algorithms. Specifically, the library uses relevant clustering algorithms from the literature with
two objectives: firstly to group data homogeneously by establishing differences between clusters and secondly to generate a
ranking between the algorithms and the attributes of a data set to obtain the optimal number of clusters. Finally, it is crucial
to highlight the added value that the library provides through its interactive graphical user interface, where experiments can
be easily configured and executed without requiring expert knowledge of the parameters of each algorithm.

Keywords Unsupervised learning · Cluster analysis · Clustering algorithms · Cluster quality

1 Introduction

Data clustering [1,2] is one of the main tasks within data
mining. Its main aim is to explore the properties of data to
generate groups of objects with similar features, where all the
attributes are treated in the same way. This allows to extract
relevant knowledge about the behaviour of the data. Some
common application examples are market segmentation [3],
social network analysis [4], or anomaly detection [5], among
others. The result of the application of clustering is a con-
cise data model where data are partitioned into groups, called
clusters. The clusters must meet two conditions: they must
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be as different as possible, and the elements they contain
must be as similar as possible. These conditions are satis-
fied by maximising, or minimising, some quality measures
related to the clusters data distribution. In the literature, sev-
eral measures to validate the quality of clusters can be found
[6]. The first kind of measure is based on external metrics,
which involves evaluating the results of a base algorithm in
a pre-specified structure. This is imposed on a data set and
reflects our intuition about the structure of the clustering of
the data set. The second kind of measure is based on inter-
nal metrics, where the results of a clustering algorithm are
evaluated in terms of the characteristics of the instances that
belong to each cluster, e.g. the proximity matrix.

In the specialised literature, there are many proposals on
clustering algorithms. Therefore, a review was carried out
of the algorithms available in the R libraries. In fact, the
Clustering library for R incorporates the most relevant algo-
rithms from the Hierarchical and Partitioning sections of
the Clustering Task View1 based on the number of citations
and downloads of the different algorithms. The libraries that
implement these algorithms and that are most cited in the
Partitional Clustering section are apcluster [8] and cluster
[9], while in Hierarchical Clustering the most cited library
are: cluster [9], ClusterR [19], and pvclust [10]. In addition,

1 https://cran.r-project.org/web/views/Cluster.html.
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Table 1 Comparison of the functionality provided by the packages

Library Algorithms used External and
internal measures

Validate external
measure using
the attributes data
set

Comparison by
algorithm

Comparison by
metrics

GUI

pvclust Pvclust and Pvpick N/A N/A N/A N/A N/A

cluster Agnes, Clara, Diana, Fanny,
Mona, Pam

Silhouette N/A N/A N/A N/A

apcluster Aggexcluster, Apclusterk,
Apclusterl

N/A N/A N/A N/A N/A

ClusterR Ap_affinity_propagation,
Gmm, Kmeans_arma,
Kmeans_rcpp,
Mininbatchkmeans

Rand_index,
adjusted_rand_index,
fowlkes_Mallows_index,
mirkin_metric, purity,
entropy

N/A N/A N/A N/A

amap hcluster, Kmeans N/A N/A N/A N/A N/A

Clustering Hcluster, Aggexcluster,
Apclusterk, Agnes, Clara,
Daisy, Diana, Fanny,
Mona, Pam, Gmm,
Kmeans_arma,
Kmeans_rcpp,
Minibatchkmeans,
Pvclust, Pvpick

Entropy, Variation
Information, Precision,
Recall, F-measure,
Fowlkes mallows,
Silhouette, Dunn, and
Connectivity

Yes Algorithm,
Cluster, distance
measure, exter-
nal, and internal
measure

Yes Yes

library amap [7] is also included in our Clustering library
because it includes the widely used Kmeans algorithm.

Table 1 shows a comparison of the features offered by the
libraries included in the package and our Clustering package.
The description of each column of Table 1 is detailed as
follows:

• External and Internal Measures This column indicates
whether the package implements any novel or traditional
quality measures. If so, the name of the measures imple-
mented is reflected.

• Validate external measure using the attributes data set
Traditionally, external validation methods make use of
external information to assess quality. To validate exter-
nal information, it uses the values of the attributes of the
data set.

• Comparison by algorithm A useful functionality is to be
able to compare sets of algorithms by quality measures,
and the number of clusters to evaluate the results. In this
column, we indicate the fields by which it is possible to
compare the results.

• Comparison by metrics This column indicates whether
comparison by quality measures is possible.

Unfortunately, not much software implements quality cri-
teria in clustering to measure and analyse the quality of
different algorithms. In particular, there are several problems
associated with current libraries:

• It is not possible to work with different input formats.
• The algorithm mainly focuses on the distribution of the
data in the clusters, but they do not show their quality.

• It is not possible to work with a set of data sets, so it is
not easy to compare different algorithms.

• Few libraries include a graphical user interface (GUI).

To address these problems, this paper presents the Clus-
tering library for R. It is a library that allows for the
comparison ofmultiple clustering algorithms simultaneously
while assessing the quality of the clusters extracted. The pur-
pose of this library is to evaluate a set of data sets to determine
which attributes are the most suitable for obtaining clusters
of interest. Therefore, assessment of the clusters created, how
they have been distributed, whether the distributions are uni-
form, and how they have been categorised from the data can
beperformed. In addition, the libraryoffers the addedvalueof
an easy-to-use and highly helpful GUI, which allows exper-
iments to be quickly set up and run with no need for the user
to know the parameters of each algorithm, facilitating the
analysis and comparison of the results provided by different
algorithms.

The advantages provided by the Clustering library com-
pared to other packages are:

• This library can work with a data set and with a directory
of several data sets.

• Putting all this together, the main advantage and nov-
elty appears: users can run an experimental study with
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multiple algorithms, measures, number of clusters, and
similarity measures where the comparison between the
algorithms is based on internal and external measures. In
addition, the measurement of the external quality mea-
sures in order to determine the optimal number of clusters
is performed automatically for each of the attributes in
the data set as a parameter.

• Finally, another strong point is the GUI facilitates the
use of the library by the user. Nowadays, there are only
two libraries that implement GUI (ProjectionBasedClus-
tering and VarSelLCM) to the best of our knowledge. In
addition, VarSelLCM does not work, while the Projec-
tionBasedClustering library does not allow the compari-
son of algorithms with quality measures.

The structure of this contribution is as follows: firstly, in
Sect. 2 a library presentation is given together with the def-
inition of the architecture and functionalities; in Sect. 3, an
example of the use of the library is described; and finally,
Section 4 outlines the conclusions reached.

2 Software description

The Clustering library is implemented in R [11]. R can work
with practically any type of data, begin multiplatform, and
include advanced graphics capabilities. It is also constantly
being improved by its fairly large community, the devel-
opment of new functionalities and bug fixes. Among the
properties of the Clustering library, it is worth highlighting
that it uses:

• 5 Libraries amap [7], apcluster [8], cluster [9], ClusterR
[19], and pvclust [10].

• 16 Algorithms aggExCluster [8], agnes [13], apcluster
[8], clara [14], daisy [15], diana [16], fanny [17], gmm
[19], hcluster [18], KMeans_arma [19], KMeans_rcpp
[19], MiniBatchKmeans [19], mona [20], pam [21],
pvpick [10], and pvclust [10].

• 6 External measurements Entropy [23], Variation Infor-
mation [24], Precision [27–29], Recall [27–29], F-
measure [25], and Fowlkes mallows [26].

• 3 Internal measurements Silhouette [30], Dunn [6], and
Connectivity [31].

However, the library can be easily extendedwith newalgo-
rithms and user-specified metrics making use of the cluster-
ing object. InR, it is possible to implement an object-oriented
programming style that implements a number of generic
methods. This style is called S3. The methods implements
are print(), summary(), and plot(). In addition, another essen-
tial functionality incorporated concerning existing solutions

in CRAN2 is the possibility of sorting, filtering, and export-
ing the results for further analysis. Regarding the source of
the data, it is important to remark that the library accepts
different formats of input data sets, such as CSV, KEEL,
ARFF (Weka), and data.frame objects, highlighting the
possibility to work with directories containing different data
sets instead of working with a single data set. This allows
the execution of multiple data sets with a single configura-
tion, saving a lot of time and effort. Finally, the results can
be easily exported to LATEX to facilitate their incorporation
into reports and documents. Note the non-inclusion of the
RWeka and RKeel libraries in the package for not to increase
the number of dependencies since the code needed to read
files of these formats is easy to develop.

2.1 Software architecture

The Clustering library imports a series of libraries that are
used internally for processing. These libraries are represented
in Fig. 1. In the image, the grey squares represent all the
imports of the Clustering library. The red database repre-
sents the dependency with the R library. And the orange box
represents the Clustering library. The dependency on R is
required.

As mentioned previously, the library includes 16 clus-
tering algorithms from different libraries. Specifically, the
algorithms included in the Clustering library are given in
Table 2.

All these algorithms are wrapped up in the Clustering
library and can be executed through of the clustering()
method, which is the core of this library. This method is in
charge of several aspects:

1. To properly handle the parameters of each method.
2. To run in parallel the chosen algorithms and to collect

their results for each data set.
3. To assess the quality of the clusters extracted and to per-

form a ranking concerning them.
4. To display and allow easy management of all this infor-

mation in a user-friendly way.

When theclustering()method is executed, it returns
an object called clustering. This object contains infor-
mation about: what algorithms have been executed, metrics
used, flags to indicate if it has internal and external measure-
ments, and the results of the execution. The library provides
several helper functions to evaluate and rank the results
extracted, plot, and export them, to perform further analysis.
These functions can be evaluated using the clustering
object. Finally, all this functionality is accessible through
the GUI. To run the GUI the library has a method called

2 https://cran.r-project.org/web/packages/index.html.

123

https://cran.r-project.org/web/packages/index.html


36 Progress in Artificial Intelligence (2023) 12:33–44

Fig. 1 Graphic with dependencies and imports of the Clustering library

appClustering(). The library is available in the Cran
directory3.

2.2 Software functionalities

The Clustering library provides several functionalities to
handle all the previously described components:

• clustering(): It is the core function of the library.
The parameters of the method are as follows:

– Path The file path. It is only allowed to use path or
df but not both at the same time. The directory must
contain a list of files with the data sets to be uploaded.
Allowed formats are CSV, KEEL, ARFF (Weka), and
data.frame.

– df Data matrix or data frame, or similarity matrix.
It is only allowed to use path or df but not both at
the same time. Through this parameter, it is possible
to load a data set. R has several utility packages for
reading data sets. The best known is utils [18].

– Packages String array with the libraries that import
algorithms. The imported libraries are: pvclust, clus-
ter, apcluster, ClusterR, and amap. By default the
system runs all packages. It is only allowed to use
packages or algorithms but not both at the same time.

– Algorithm An array of strings with the algorithms
implemented in the imported libraries. It is only
allowed to use packages or algorithms but not both
at the same time. The algorithms are: aggExClus-
ter, agnes, apcluster, clara, daisy, diana, fanny, gmm,

3 https://cran.r-project.org/web/packages/Clustering/index.html.

hcluster, kmeans_arma, kmeans_rcpp,mini_kmeans,
mona, pam, pvpick, and pvclust.

– MinAn integerwith theminimumnumber of clusters.
The default value is 3.

– Max An integer with the maximum number of clus-
ters. The default value is 4.

– Metrics Array of strings with quality measures.
The measures are: Connectivity, Dunn, Entropy,
F-measure, Fowlkes mallows, Precision, Recall, Sil-
houette, and Variation Information. It is required to
indicate an external measure.

As a result, it generates the clustering object. The
library allows sorting and filtering operations for further
processing of the results. The ’[’ operator makes use of
the filter method of the dplyr library [22].

• External metrics. These methods are responsible for
assessing the quality of the extracted clusters using
the attributes in the data set as target. The follow-
ing methods receive the clustering object as an
input parameter. The methods return the best algo-
rithms, distance measures, and the number of clus-
ters based on the quality measures. For the meth-
ods evaluate_best_validation_external_by_metrics and
result_external_algorithm_by_metric in addition to the
clustering object, it is necessary to indicate the external
quality measure.

– best_ranked_external_metrics():
The execution of this method allows to obtain the
attributes with better behaviour by algorithm, mea-
sure of distance, and number of clusters in a ranking
way.
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– evaluate_best_validation_external
_by_metrics(): This method groups the data by
algorithm and distance measure, instead of obtaining
the best attributes from the data set.

– evaluate_validation_external
_by_metrics(): It groups the results by algo-
rithms.

– result_external_algorithm
_by_metric(): It is used for obtaining the results
of a given algorithm grouped by number of clusters.

• Internal metrics. Incorporates the same set of methods
and input parameters mentioned above for the external
metrics:

– best_ranked_internal_metrics().
– evaluate_best_validation_internal
_by_metrics().

– evaluate_validation_internal_by
_metrics().

– result_internal_algorithm_by
_metric().

• plot_clustering(): This method represents the
results of clustering in a bar chart. The graph represents
the distribution of the algorithms based on the number
of partitions and the evaluation metrics employed, which
can be internal or external.

• export_external_file(): It exports the results
of external metrics in LATEX format, for integration into
documents with that format.

• export_internal_file(): Thismethod is used in
order to export in LATEX format the results of the internal
metrics.

3 Example of use of Clustering library

This section presents an illustrative example to show the per-
formance of the Clustering library. At this point, it is time
to work with the library to examine the real potential it has
by evaluating algorithms, internal and external quality mea-
sures as well as being able to work with a range of clusters
that allows us to select the best algorithm from the config-
ured data. The operation of the library consists of performing
parallel runs for each of the attributes of the data set. To exe-
cute the clustering()method, it is necessary to indicate
to the package through external parameters the quality mea-
sures, the number of clusters, the algorithms, and the data
set or set of data sets. For the simulation, it is used Precision
[27–29] and Recall [27–29] as external quality measures and
Silhouette [30] as internal quality measures. The Precision
[27–29] is the ratio tp

(tp+ f p)
where tp is the number of true

positives and f p the number of false positives. The Precision

[27–29] is intuitively the ability of the classifier not to label as
positive a sample that is negative. The best value is 1 and the
worst value is 0. TheRecall [27–29] is the ratio tp

(tp+ f n) where
tp is the number of true positives and fn the number of false
negatives. The best value is 1 and the worst value is 0. The
value of the Silhouette [30] coefficient is between [−1, 1]. A
score of 1 denotes the best meaning that the data point is very
compact within the cluster to which it belongs and far away
from the other clusters. The worst value is−1. Values near 0
denote overlapping clusters. The data set used is called Stock
and is included in the library. This data set contains the daily
stock price data of ten aerospace companies from January
1998 to October 1991. The algorithms used are clara [9] and
kmeans_rcpp [19]. Finally, it is required indicate the cluster
number. It is also possible to work with a range of clusters.
The range used for this study is set up between 3 and 5.

Tables 3 and4 show the results obtained after the execution
of the clustering() method. In this table, Algori thm
indicates the name of the algorithm, Distance represents the
distance measurement employed (for methods with a single
metric), Clusters is the number of clusters used in that exe-
cution, and Data is the data set analysed. The Clustering
library tries to find the attribute that provides the best par-
titioning of the data about the external metrics used. It is
mandatory to indicate an external measure in the clustering()
method. To achieve this, it selects each attribute in the data
set as a target and calculates its associated external metrics.
This is given in Tables 3 and 4 in column Var , which reflects
which attribute in the data set has been used as the target. The
remaining columns presented below, i.e. T ime, Precision,
and Recall, show the value of the external metrics employed
concerning using that attribute Var as the target.

Once the complete analysis is performed, theClustering
library is ready to summarise the data. The objective of this
summary is twofold: on the one hand, it tries to determine
the optimum number of clusters of each algorithm according
to the results extracted; on the other hand, the attribute that
shows the best influence on the results is also determined.
The methods best_ranked_external_metrics()
and best_ranked_internal_metrics() have been
employed to achieve this. These methods need a clustering
object as a parameter. This object is obtained with the output
of the clustering() method. The results are given in Tables 5
and 6.

It is important to highlight that new columns ending with
Att appear in Tables 5 and 6, showing the attribute of the
data set with the greatest influence on the metrics analysed.

Finally, it is possible to discover situations where it is nec-
essary to know which distance measurement best suits the
external and internal metrics. The main purpose is to reduce
and facilitate the analysis and study of several algorithms for
multiple data sets. In this way, theClustering library incorpo-
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Table 3 Results obtained by the
Clustering library for the
kmeans_rcpp algorithm

Algorithm Distance Clusters Data Var Time Precision Recall

kmeans_rcpp – 3 Stock 1st 0.0060 0.0269 0.7876

kmeans_rcpp – 3 Stock 2nd 0.0060 0.0267 0.7642

kmeans_rcpp – 3 Stock 3rd 0.0070 0.0189 0.7363

kmeans_rcpp – 3 Stock 4th 0.0080 0.0149 0.6969

kmeans_rcpp – 3 Stock 5th 0.0080 0.0132 0.6479

kmeans_rcpp – 3 Stock 6th 0.0100 0.0120 0.6342

kmeans_rcpp – 3 Stock 7th 0.0100 0.0115 0.6214

kmeans_rcpp – 3 Stock 8th 0.0120 0.0093 0.6026

kmeans_rcpp – 3 Stock 9th 0.0120 0.0063 0.5796

kmeans_rcpp – 3 Stock 10th 0.0130 0.0058 0.5554

kmeans_rcpp – 4 Stock 1st 0.0060 0.0293 0.7871

kmeans_rcpp – 4 Stock 2nd 0.0070 0.0281 0.7076

kmeans_rcpp – 4 Stock 3rd 0.0080 0.0185 0.6490

kmeans_rcpp – 4 Stock 4th 0.0080 0.0172 0.6392

kmeans_rcpp – 4 Stock 5th 0.0080 0.0139 0.5901

kmeans_rcpp – 4 Stock 6th 0.0090 0.0133 0.5857

kmeans_rcpp – 4 Stock 7th 0.0091 0.0123 0.5654

kmeans_rcpp – 4 Stock 8th 0.0109 0.0105 0.5624

kmeans_rcpp – 4 Stock 9th 0.0120 0.0066 0.5559

kmeans_rcpp – 4 Stock 10th 0.0130 0.0065 0.5488

kmeans_rcpp – 5 Stock 1st 0.0069 0.0331 0.8385

kmeans_rcpp – 5 Stock 2nd 0.0070 0.0290 0.7092

kmeans_rcpp – 5 Stock 3rd 0.0070 0.0222 0.6111

kmeans_rcpp – 5 Stock 4th 0.0080 0.0189 0.5851

kmeans_rcpp – 5 Stock 5th 0.0080 0.0187 0.5827

kmeans_rcpp – 5 Stock 6th 0.0089 0.0152 0.4954

kmeans_rcpp – 5 Stock 7th 0.0090 0.0145 0.4761

kmeans_rcpp – 5 Stock 8th 0.0100 0.0139 0.4561

kmeans_rcpp – 5 Stock 9th 0.0110 0.0087 0.4531

kmeans_rcpp – 5 Stock 10th 0.0130 0.0085 0.4495

ratesmultiplemethods, as given in Tables 7 and 8 for external
metrics and Tables 9 and 10 for internal ones.

Clustering library incorporates other methods such as
plot(). It shows a graphical representation of the distribu-
tion of the data by cluster and algorithm as shown in Fig. 2.

So far, this illustrative example has been performed at con-
sole level, but thanks to the appClustering() method,
users can graphically interact with the library using its GUI.
Specifically, a browser with the interface is available to facil-
itate the execution and analysis by any type of user (both
novel and expert). There is a layout with a header, a side
menu, and the main menu, as shown in Fig. 3. In the header,
the user can choose to display results numerically or in plots
in the same way as presented in Fig. 3. In the left menu,
the user can see the different parameters with which can be
run the algorithms. Finally, in the main menu, the result of
the execution of the clustering() method is presented.

The operation of the application is simple, and Fig. 4 shows
a step-by-step explanation. In more detail, Fig. 4 presents
two ovals marked in red. The first one represents the header
menu, while the second one represents the library configu-
ration parameters. Rectangles are each of the configuration
parameters. The parameters will explain as follows:

• Marked in red, the user can choose whether to work with
test data sets or indicate a directory of data set files to be
processed.

• In blue, the libraries that implement the clustering algo-
rithmsmentioned throughout the paper can be selected. It
is possible tomark all the libraries or a subset of them.All
the algorithms implemented within the selected library
are marked when a library is marked.

• In yellow, the algorithms implemented by the libraries
are shown. Multiple algorithms can be selected.
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Table 4 Results obtained by the
Clustering library for the clara
algorithm

Algorithm Distance Clusters Data Var Time Precision Recall

Clara Euclidean 3 Stock 1st 0.0050 0.0273 0.7945

Clara Euclidean 3 Stock 2nd 0.0060 0.0261 0.7386

Clara Euclidean 3 Stock 3rd 0.0060 0.0180 0.7267

Clara Euclidean 3 Stock 4th 0.0060 0.0150 0.7089

Clara Euclidean 3 Stock 5th 0.0080 0.0132 0.6456

Clara Euclidean 3 Stock 6th 0.0080 0.0121 0.6421

Clara Euclidean 3 Stock 7th 0.0087 0.0115 0.6378

Clara Euclidean 3 Stock 8th 0.0090 0.0092 0.6092

Clara Euclidean 3 Stock 9th 0.0100 0.0063 0.5776

Clara Euclidean 3 Stock 10th 0.0120 0.0057 0.5674

Clara Euclidean 4 Stock 1st 0.0050 0.0292 0.7841

Clara Euclidean 4 Stock 2nd 0.0050 0.0280 0.7052

Clara Euclidean 4 Stock 3rd 0.0070 0.0186 0.6536

Clara Euclidean 4 Stock 4th 0.0079 0.0171 0.6315

Clara Euclidean 4 Stock 5th 0.0080 0.0139 0.5873

Clara Euclidean 4 Stock 6th 0.0080 0.0133 0.5832

Clara Euclidean 4 Stock 7th 0.0080 0.0122 0.5702

Clara Euclidean 4 Stock 8th 0.0100 0.0106 0.5573

Clara Euclidean 4 Stock 9th 0.0110 0.0066 0.5547

Clara Euclidean 4 Stock 10th 0.0230 0.0065 0.5473

Clara Euclidean 5 Stock 1st 0.0060 0.0362 0.6554

Clara Euclidean 5 Stock 2nd 0.0070 0.0299 0.6351

Clara Euclidean 5 Stock 3rd 0.0070 0.0234 0.6090

Clara Euclidean 5 Stock 4th 0.0070 0.0195 0.5784

Clara Euclidean 5 Stock 5th 0.0070 0.0159 0.5725

Clara Euclidean 5 Stock 6th 0.0080 0.0155 0.5033

Clara Euclidean 5 Stock 7th 0.0080 0.0145 0.4399

Clara Euclidean 5 Stock 8th 0.0090 0.0128 0.4375

Clara Euclidean 5 Stock 9th 0.0119 0.0091 0.4092

Clara Euclidean 5 Stock 10th 0.0220 0.0084 0.3983

Clara Manhattan 3 Stock 1st 0.0050 0.0274 0.8299

Clara Manhattan 3 Stock 2nd 0.0060 0.0260 0.7504

Clara Manhattan 3 Stock 3rd 0.0060 0.0180 0.7291

Clara Manhattan 3 Stock 4th 0.0061 0.0146 0.7032

Clara Manhattan 3 Stock 5th 0.0070 0.0127 0.6855

Clara Manhattan 3 Stock 6th 0.0070 0.0118 0.6292

Clara Manhattan 3 Stock 7th 0.0070 0.0115 0.6179

Clara Manhattan 3 Stock 8th 0.0090 0.0090 0.5960

Clara Manhattan 3 Stock 9th 0.0100 0.0061 0.5765

Clara Manhattan 3 Stock 10th 0.0100 0.0056 0.5620

Clara Manhattan 4 Stock 1st 0.0050 0.0319 0.8174

Clara Manhattan 4 Stock 2nd 0.0059 0.0291 0.7578

Clara Manhattan 4 Stock 3rd 0.0070 0.0207 0.6455

Clara Manhattan 4 Stock 4th 0.0070 0.0158 0.6378

Clara Manhattan 4 Stock 5th 0.0080 0.0157 0.6375
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Table 4 continued Algorithm Distance Clusters Data Var Time Precision Recall

Clara Manhattan 4 Stock 6th 0.0085 0.0138 0.5615

Clara Manhattan 4 Stock 7th 0.0090 0.0137 0.5373

Clara Manhattan 4 Stock 8th 0.0090 0.0130 0.5229

Clara Manhattan 4 Stock 9th 0.0109 0.0079 0.4768

Clara Manhattan 4 Stock 10th 0.0120 0.0075 0.4491

Clara Manhattan 5 Stock 1st 0.0070 0.0370 0.6744

Clara Manhattan 5 Stock 2nd 0.0070 0.0285 0.6701

Clara Manhattan 5 Stock 3rd 0.0070 0.0229 0.6111

Clara Manhattan 5 Stock 4th 0.0070 0.0202 0.5624

Clara Manhattan 5 Stock 5th 0.0080 0.0165 0.5548

Clara Manhattan 5 Stock 6th 0.0090 0.0151 0.5117

Clara Manhattan 5 Stock 7th 0.0090 0.0150 0.4515

Clara Manhattan 5 Stock 8th 0.0100 0.0133 0.4223

Clara Manhattan 5 Stock 9th 0.0120 0.0092 0.4142

Clara Manhattan 5 Stock 10th 0.0230 0.0089 0.4081

Table 5 A summary of the external measurements sorted by algorithm, distance measure, and number of clusters

Algorithm Distance Clusters Data Var Time Precision Recall TimeAtt PrecisionAtt RecallAtt

kmeans_rcpp – 3 Stock 1st 0.0060 0.0269 0.7876 10th 8th 2nd

kmeans_rcpp – 4 Stock 1st 0.0060 0.0293 0.7871 10th 8th 2nd

kmeans_rcpp – 5 Stock 1st 0.0069 0.0331 0.8385 10th 8th 2nd

Clara Euclidean 3 Stock 1st 0.0050 0.0273 0.7945 10th 8th 2nd

Clara Euclidean 4 Stock 1st 0.0050 0.0292 0.7841 10th 8th 2nd

Clara Euclidean 5 Stock 1st 0.0060 0.0362 0.6554 9th 8th 2nd

Clara Manhattan 3 Stock 1st 0.0050 0.0274 0.8299 10th 3rd 2nd

Clara Manhattan 4 Stock 1st 0.0050 0.0319 0.8174 10th 8th 2nd

Clara Manhattan 5 Stock 1st 0.0070 0.0370 0.6744 10th 8th 2nd

Table 6 A summary of the
internal measurements sorted by
algorithm, distance measure,
and number of clusters

Algorithm Distance Clusters Data Var Time Silhouette TimeAtt SilhouetteAtt

kmeans_rcpp – 3 Stock 1st 0.0279 0.44 6th 1st

kmeans_rcpp – 4 Stock 1st 0.0269 0.47 7th 1st

kmeans_rcpp – 5 Stock 1st 0.0269 0.46 6th 1st

Clara Euclidean 3 Stock 1st 0.0269 0.43 1st 1st

Clara Euclidean 4 Stock 1st 0.0269 0.47 5th 1st

Clara Euclidean 5 Stock 1st 0.0269 0.44 1st 1st

Clara Manhattan 3 Stock 1st 0.0309 0.47 3rd 1st

Clara Manhattan 4 Stock 1st 0.0309 0.44 1st 1st

Clara Manhattan 5 Stock 1st 0.0309 0.43 1st 1st

Table 7 Classification of the result by algorithm and distance measures through the evaluate_best_validation_external_by_
metrics() method

Algorithm Distance Clusters Time Precision Recall TimeAtt PrecisionAtt RecallAtt

kmeans_rcpp – 5 0.0069 0.0331 0.8385 10th 8th 2nd

Clara Euclidean 5 0.0060 0.0362 0.6554 9th 8th 2nd

Clara Manhattan 5 0.0070 0.0370 0.6744 10th 8th 2nd
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Table 8 Results of the algorithms on external metrics through the result_external_algorithm_by_metric()method

Algorithm Distance Clusters Time Precision Recall TimeAtt PrecisionAtt RecallAtt

kmeans_rcpp – 5 0.0069 0.0331 0.8385 10th 8th 2nd

Clara Manhattan 5 0.0070 0.0370 0.6744 10th 8th 2nd

Table 9 Classification of the
result by algorithm and distance
measures through the
evaluate_best_validation
_internal_by_metrics()
method

Algorithm Distance Clusters Time Silhouette TimeAtt SilhouetteAtt

kmeans_rcpp kmeans_rcpp 4 0.0269 0.47 7th 1st

Clara Euclidean 4 0.0269 0.47 5th 1st

Clara Manhattan 3 0.0309 0.47 3rd 1st

Table 10 Results of the
algorithms on internal metrics
through the
result_internal_algori thm
_by_metric() method

Algorithm Distance Clusters Time Silhouette TimeAtt SilhouetteAtt

kmeans_rcpp kmeans_rcpp 4 0.0269 0.47 7th 1st

Clara Euclidean 4 0.0269 0.47 5th 1st

Fig. 2 Graphical representation
of the external and internal
metrics by a number of clusters
for the algorithms indicated in
the execution

(a) Precision by number
of clusters for each algo-
rithm.

(b) Recall by number of
clusters for each algo-
rithm.

(c) Silhouette by number
of clusters for each algo-
rithm.

Fig. 3 Clustering app user interface
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Fig. 4 Clustering app user interface

• In green, it is possible to choose the desired number of
clusters. It is possible to indicate ranges or select only
one cluster by positioning the maximum and minimum
on the same value.

• Finally, in violet the evaluation metrics used when vali-
dating the clusters are chosen.

4 Conclusions

This paper presents a novelty library for R to facilitate the
execution and analysis of clustering algorithms available in
CRAN. Specifically, the Clustering library is emphasised on
the metrics to measure the quality of clusters. In addition,
Clustering library offers the following advantages: it allows
to analyse one or multiple data sets simultaneously using
different algorithms, to use multiple distance measures in the
executions, to work with a range of clusters, to incorporate
quality metrics to analyse the most relevant attributes for the
data set, as well as to be able to use user-friendly graphical
interface that facilitates the use of the library with no need
of in-depth knowledge of R. As future work, the quality of
the clusters is being improved using classification techniques
such as hyperrectangle with genetics (CHC), to reduce the
number of clusters and improve quality measures.
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