
Progress in Artificial Intelligence (2022) 11:143–150
https://doi.org/10.1007/s13748-021-00265-z

REGULAR PAPER

Detection and recognition of concrete cracks on building surface
based onmachine vision

Xiaofei Zhu1

Received: 18 February 2021 / Accepted: 1 October 2021 / Published online: 6 November 2021
© Springer-Verlag GmbH Germany, part of Springer Nature 2021

Abstract
Surface cracks need to be detected regularly to ensure the safety of concrete buildings. For the sake of efficiency and accuracy,
concrete surface cracks are detected by machine vision technology. This paper briefly introduced the convolutional neural
network (CNN) algorithm used for identifying concrete surface cracks. Then, the traditional CNN algorithmwas improved by
the particle swarm optimization (PSO) algorithm, and it was compared with the support vector machine (SVM) algorithm and
the traditional CNN algorithm in the simulation experiment. The results showed that the improved CNN algorithm effectively
identified the concrete surface cracks with different cracking degrees; moreover, the precision ratio, recall ratio, and F value
of the improved CNN algorithm were superior to those of SVM and traditional CNN algorithms in recognizing cracks on the
concrete surface, and the training and testing time was shorter than that of SVM and CNN algorithms.
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1 Introduction

Most infrastructure belongs to public resources, which can
be used by anyone. Once there is a problem in public infras-
tructure construction, people’s personal and property safety
will be damaged; therefore, its safety is very important [1].
However, every building material has a life cycle, so does
concrete. With the increase in service time, the concrete will
gradually age, and the structure will be damaged under the
action of load, natural disasters, and environmental erosion.
The accumulation of damages will reduce the bearing capac-
ity of the structure, causing accidents such as collapse [2].
The main purpose of this paper is to realize rapid recogni-
tion of the cracks on the surface of concrete buildings to
make timely maintenance and prolong the service life of
buildings. In the actual inspection process, the most com-
monly used inspection method is manual inspection, but
this method is time-consuming, laborious, inefficient, and
extremely dependent on the subjective judgment of inspec-
tors, which is severely restricted by the external environment
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[3]. Therefore, there is a need for machine detection technol-
ogy that does not rely on manpower and is not restricted by
environmental conditions. Studies on machine vision detec-
tion of cracks in China and abroad were basically similar in
principle and the flow of related algorithms. For example,
when using machine vision to identify cracks on the sur-
face of a concrete building, the flow usually includes image
preprocessing, image feature extraction, and identification
of extracted features [4]. In the face of different applica-
tion environments, specific links and measures will change.
Lins [5] developed a crack measurement system based on
the machine vision concept and verified the application of
the method in actual structure through experiments. In order
to automatically extract the unobvious cracks on the premise
of retaining the width information, Zhao et al. [6] designed
an anisotropic clustering algorithm based on the surface geo-
metric characteristics. The experimental results showed that
the cracks extracted by the method were very similar to
the manually traced real cracks on the ground. Islam et al.
[7] proposed an automatic crack detection method based
on machine vision, composed of a complete convolutional
neural network (FCN) and a codec framework for seman-
tic segmentation. The experimental results showed that the
method was very effective for concrete crack classification
and the recall rate and average F1 score were about 92%. In
the above-mentioned related studies, Lins et al. mainly used
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machine vision tomeasure the crack size and identify surface
cracks based on the size; however, thismethod can only deter-
mine the size of the crack but cannot determine whether it is
a crack, and the dark lines on the surface may also be iden-
tified as cracks for size calculation. Zhao et al. also applied
machine vision to the calculation of crack size. In this paper,
cracks on the surface of concrete buildings were identified
by the convolutional neural network (CNN) algorithm. The
CNN algorithm was optimized by PSO to replace the adjust-
ment means of hyperparameters In order to prevent the CNN
algorithm from overfitting in the training process and fall
into the locally optimal solution. Then, a simulation experi-
ment was performed on the improved CNN algorithm in the
MATLAB software. The final experimental results verified
the effectiveness of the improved CNN algorithm in iden-
tifying cracks on the concrete surface. The novelty of this
paper is that parameters in the algorithm were adjusted by
PSO to avoid the CNN algorithm falling into locally opti-
mal solution in the iterative process as much as possible. The
improvement of the CNN algorithm and the research results
of the improved CNN algorithm in the surface crack recog-
nition of concrete buildings in this study provide an effective
reference for the application of machine vision in identifying
cracks.

2 Recognition of concrete surface cracks
bymachine vision

Under the influence of the load borne by the concrete building
and the change of the external environment, cracks will occur
in the concrete structure,whichwill further affect the stability
of the structure, aggravate the influence of the load and exter-
nal factors, cause more serious cracks, and cause a vicious
circle [8]. Therefore, in the face of concrete buildings, it is
necessary to detect the building structure regularly to find the
surface cracks in time. The traditional surface crack detection
is manual. The efficiency of the method is low as the staff
directly inspect the concrete building surface, and the accu-
racy depends on the experience and concentration degree of
the inspectors, leading to unstable detection results [9]. Also,
it is difficult to dispatch staff to implement the manual detec-
tion method in the face of difficult detection occasions, such
as overpass piers and concrete structures below the water
surface. After the emergence and development of machine
vision technology, machines replace humans to detect cracks
on the surface of concrete, which improves the accuracy of
detection and ensures the stability of high accuracy [10].
With the help of intelligent machine equipment equipped
with machine vision technology, it can replace human detec-
tion on high-risk occasions to ensure the safety of staff [11].

2.1 Image preprocessing

The functions of preprocessing [12] include: (1) reducing the
amount of data in color images captured by the device; (2)
removing the “noise” contained in images to reduce the inter-
ference in feature extraction. The gray conversion formula is
as follows:

Gray(xi, j ) � ωR R(xi, j ) + ωGG(xi, j ) + ωB B(xi, j ), (1)

where xi, j is the pixel with a coordinate of (i, j), Gray(xi, j )
represents the gray value of the corresponding pixel, R(xi, j ),
G(xi, j ), and B(xi, j ) are the components of the red, green, and
blue channels of the corresponding pixel [13], and ωR , ωG ,
andωB are theweights of corresponding channels. Due to the
influence of unstable light sources, camera jitter, and settings,
the camera will mix the unavoidable “noise” into the image.
The “noise” needs to be removed in order to recognize the
image later. In this study, the noise was removed by filtering
[14]. The bilateral filtering method is adopted in this study
to remove the “noise” as much as possible and preserve the
image features in the filtering process.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ID(i, j) �
∑

k,l I (k, l)ω(i, j, k, l)
∑

k,l ω(i, j, k, l)

ω(i, j, k, l) � d(i, j, k, l) · r (i, j, k, l)

d(i, j, k, l) � exp(− (i − k)2 + ( j − l)2

2σ 2
d

)

r (i, j, k, l) � exp(−‖I (i, j) − I (k, l)‖2
2σ 2

r
)

, (2)

where ID(i, j) is the gray value of pixel (i, j) after filtering,
I (k, l) is the gray value of the neighborhood pixel of pixel
(i, j), ω(i, j, k, l) is the weight coefficient, d(i, j, k, l) is the
filteringkernel of the space domain, r (i, j, k, l) is thefiltering
kernel of the gray domain [15], and σd and σr are standard
deviations of the filtering kernels.

2.2 Convolutional neural network algorithm

The basic process of image recognition by the CNN algo-
rithm [16] is as follows. ➀ The preprocessed image is input
into the input layer. ➁ The image is convoluted in the convo-
lution layer, and the convolution kernel slides on the image
according to some step size. The convolution formula of the
convolution kernel in the sliding process is as follows:

ai, j � f

(
M∑

m�1

N∑

n�1

ωm,nxi+m−1, j+n−1 + wb

)

,

where f (•) is the activation function [17], ai, j is the element
with a coordinate of (i, j) in the feature map after activation,
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xi+m−1, j+n−1 is the elementwhose coordinate is (i+m−1, j+
n−1) in the originalmap,which is selected for convolutionby
the convolution kernel, ωm,n is the weight of the convolution
kernel in the m-th row and n-th column, and wb is the bias
of the convolution kernel.

➂ After convolution, the feature image is pooled in the
pooling layer, i.e., image compression, to reduce the amount
of data. The pooling operation [18] is divided into maximum
pooling and average pooling. In this study, the maximum
pooling operation was used. The target box slides on the
feature image by a length and the largest pixel in the target
box are taken as the compression result of the target box.

➃ Steps (2) and (3) are repeated according to the require-
ments, and then, the output is output to the fully connected
layer. The crack images are classified by the softmax [19] in
the fully connected layer.

The CNN algorithm needs to be trained before it is offi-
cially used. In the training process, it is trained by the training
samples according to steps➀~➃. Then, the calculated results
are compared with the expected results, and the weight in the
convolution formula is adjusted reversely according to the
difference. The formula of reversely adjusting the weight
parameter is:

�ω(t) � −η∇E(t) + a�ω(t − 1), (4)

where �ω(t),�ω(t − 1) are the weight adjustment amount
of this time and last time, E(t) is the output error of this time,
a is the momentum factor, and η is the learning rate [20].

2.3 The improvement of the CNN algorithm

The training and use of the traditional CNN algorithm are
shown above. In the training process, it uses the method of
reversely adjusting the weight. The learning method is to
adjust the weight gradually to let the rules in the neural net-
work gradually fit the actual rules. The efficiency and effect
of the adjustment have a great relationship with the learning
rate. The learning rate of the traditional CNN algorithm is
fixed and depends on experience. If the value of the learning
rate is too large, it is difficult to converge; if it is too small,
it will fall into the locally optimal solution because of little
change. This study improved the weight adjustment method
in the process of training to improve the training effect of the
CNN algorithm (Fig. 1).

The improved CNN algorithm adjusts the weight using
the PSO algorithm [21], and the flow is as follows.

➀ For the images as training samples, i.e., the concrete
images with cracks and the concrete images without
cracks, graying and bilateral filtering were carried out.
The specific formulas are shown above.

➁ The parameters of CNN and PSO algorithms were ini-
tialized. The parameters of the hidden layer in the CNN
algorithmwere generated by the initial population of the
PSO algorithm.

➂ In the improvedCNNalgorithm, eachparticle in the pop-
ulation of the PSO algorithm represented a parameter
setting scheme in the hidden layer of theCNNalgorithm.
The parameters represented by the PSO population were
substituted into the CNN algorithm.

➃. The preprocessed image was input into the CNN algo-
rithm, and convolution and pooling operations were
carried out. The convolution formula refers to Eq. (3).
The maximum pooling operation was used. The con-
volution operation was performed on the preprocessed
concrete surface image using the convolution kernel.
Every convolution kernel could obtain the feature map.
Then, the maximum pooling operation was performed
on feature maps of the concrete surface obtained by con-
volution to compress the data volume.

➄. The classification probability of the concrete surface
image features was calculated after convolution and
pooling operations in the fully connected layer. When
the calculation results could take more than two clas-
sification labels, i.e., with and without cracks in this
study, the one with higher probability was selected, or
the final classification was determined according to the
set threshold t. Then, the result was compared with
the classification result of whether there were cracks in
the concrete surface image in the training samples, and
the error was calculated. As the final objective of this
study was to determine whether there were cracks on
the concrete surface, i.e., the result was not a number,
but a classification label, the classification error was cal-
culated by cross-entropy. Then, whether the improved
CNN algorithm reached the termination condition of
iteration was determined; if it did, then the training fin-
ished.

➅. If the termination condition of iteration was not reached,
the population particles were adjusted using the formula
of the PSO algorithm. The formula of the PSO algorithm
is:

{
vi (t + 1) � �vi (t) + c1r1(Pi (t) − xi (t)) + c2r2(Gg(t) − xi (t))

xi (t + 1) � xi (t) + vi (t + 1)
,

(5)

where vi (t + 1) and xi (t + 1) are the speed and position
of particle i after one time of iteration, vi (t) and xi (t)
are the speed and position of particle i before iteration,
� is the inertia weight of the particle, c1 and c2 are
learning factors, r1 and r2 are random numbers between
0 and 1, Pi (t) is the optimal position that particle i has
experienced, and Gg(t) is the optimal position that the

123



146 Progress in Artificial Intelligence (2022) 11:143–150

Fig. 1 The training process of the improved CNN algorithm

particle swarm has experienced. When the PSO algo-
rithm adjusted the parameters of the CNN algorithm,
the standard for judging whether the particle position
was good or bad was the gap between the actual result
and the expected result after the convolution, pooling,
and classification of the CNN algorithm. The smaller
the gap was, the better the particle position was, and the
better the represented parameter was.

7. ➆ The parameters represented by the particles adjusted
by the PSO algorithm were substituted into the CNN
algorithm, and steps ➂~➅ were repeated.

The process of improving the CNN algorithm with the
PSO algorithm for training is as shown above. The improve-
ment of the PSO algorithm to the traditional CNN algorithm
was that the parameters in the iteration process of the CNN
algorithm were no longer adjusted reversely, but the CNN
parameters that needed to be adjusted are used as the coordi-
nates of the particles in the search space in the PSOalgorithm.
Every iteration of the improved CNN algorithm in the train-
ing process was accompanied by the iteration of the PSO
algorithm. In the iterative process of the PSO algorithm, the
particle swarm gradually gathers at the optimal parameter
point in the search space. Unlike the gradual adjustment of
the traditional CNN algorithm, the PSO algorithm adjusted
the parameters according to the step size that was determined
by the flying speed and direction of particles; therefore, the
algorithm was prevented from falling into a locally optimal
solution in the parameter adjustment process.

3 Experimental analysis

3.1 Experimental environment

In this study, the improved CNN algorithm was simulated by
theMATLAB software [22]. The experiment was carried out
with a laboratory server configured with Windows 7 system,
I7 processor, and 16 G memory.

3.2 Experimental data

In this study, a total of 3000 concrete building surface images
were collected, ofwhich1800 images hadno concrete surface
cracks and 1200 images contained surface cracks with differ-
ent cracking degrees. The images of some concrete surfaces
with cracks are shown in Fig. 2. Figure 2 shows the con-
crete surface cracks with three cracking severity degrees, i.e.,
severe cracking, moderate cracking, and mild cracking, from
left to right. There were 325 images of severe cracking, 512
images of moderate cracking, and 363 images of mild crack-
ing. In the simulation experiment, 60% of the images were
randomly selected from the images with or without cracks as
the training set and the remaining 40% as the testing set.

3.3 Experimental setup

The improved concrete surface crack identification algorithm
adopted in this study was developed by introducing the PSO
algorithm based on the CNN algorithm. Some structural
parameters of the CNN algorithm are shown in Table 1. The
relevant parameters of the PSO algorithm are as follows. The
number of particle swarms was 30, the two learning factors
were set as 1.5, the maximum number of iterations was 1500,
and the inertia weight was 0.8.

The main purpose of the simulation experiment was to
verify the performance of the improved CNN algorithm in
recognizing surface cracks on concrete buildings; therefore,
traditional CNN and SVM algorithms were also used for
comparison. The basic parameters of the traditional CNN
algorithm are shown in Table 1. The difference between the
traditional CNN algorithm and the improved CNN algorithm
lays in parameter adjustment. The traditional CNN algorithm
used the reverse adjustment method; therefore, the initial
weight was randomly generated between 0 and 0.5, the learn-
ing rate was 0.1, and the maximum number of iterations was
1500. The kernel function of the SVM algorithm was the
radial basis function, the penalty parameter was set as 1, and
the local binary coding (LBP) was used for extracting fea-
tures [23].
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Fig. 2 Images of concrete surface cracks

Table 1 Parameters of the CNN algorithm

Structure
name

Setting Structure
name

Setting

Convolution
layer

Three layers Convolution
kernel

64, in a size of
5 × 5

Pooling layer Three layers;
maximum
pooling

Pooling box In a size of
2 × 2;
moving step
length: 2

The activation
function of
the
convolution
layer

Relu function Image size in
the input
layer

150 × 100

3.4 Evaluation indicators

This study evaluated the performance of three concrete sur-
face crack recognition algorithms by the precision, recall,
and F value calculated by the confusion matrix [24]. Table 2
shows a confusion matrix. In the confusion matrix, TP indi-
cates that there were cracks on the concrete surface actually,
and the recognition algorithm also judged that there were
cracks; FN indicates that there were cracks on the surface
actually, but the algorithm judged that there were no cracks;
FP indicates that there were no cracks on the surface actually,
but the algorithm judged that there were cracks; TN indicates
that therewere no cracks on the surface actually, and the algo-
rithm also judged that there were no cracks. The calculation
formula of indicators for evaluating the performance of the
algorithm is:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

P � TP

TP + FP

R � TP

TP + FN

F � 2 · P · R
P + R

(6)

where P represents the precision ratio, which reflects the
number of samples with actual cracks when being judged
with cracks on the surface, R represents the recall ratio,which
reflects the number of samples that are accurately predicted

Table 2 Confusion matrix

The algorithm judges
that there are cracks

The algorithm judges
that there are no cracks

With cracks TP FN

Without cracks FP TN

among the sampleswith actual cracks, and F is a comprehen-
sive evaluation of precision and recall, which can avoid the
difficulty in evaluatingwhen there are contradictions between
precision and recall [25].

3.5 Experimental results

Limited by space, this paper only shows some concrete sur-
face cracks and the recognition results of three recognition
algorithms. In this study, three typical pictures with differ-
ent cracking degrees were selected as examples, as shown
in Fig. 3. It was seen from the original images in Fig. 3 that
image (1) has the most serious cracks, image (2) takes the
second place, and image (3) only has shallow cracks. The
recognition results of the three recognition algorithms are
also shown in Fig. 3. The red lines in the images were the
recognition results of cracks. Figure 4 shows that the three
recognition algorithms effectively identified the cracks in the
face of image (1) with the most serious cracking; in the face
of image (2) with the secondmost serious cracking, the SVM
algorithmdidnot effectively identify the cracks,while the tra-
ditional and improved CNN algorithms identified the cracks;
in the face of image (3) with the least serious cracking, SVM
and traditional CNN algorithms did not effectively identify
the cracks, but the improved CNN algorithm did.

The performance test results of three concrete surface
crack identification algorithms are shown in Fig. 4. The pre-
cision of the SVM algorithm, the traditional CNN algorithm,
and the improved CNN algorithm was 77.8%, 90.9%, and
97.8%, respectively. The recall of the SVM algorithm, the
traditionalCNNalgorithm, and the improvedCNNalgorithm
was 72.9%, 83.3%, and 95.5%, respectively. The F value of
the SVM algorithm, the traditional CNN algorithm, and the
improved CNN algorithm was 75.3%, 86.9%, and 96.6%,
respectively. It can be seen from Fig. 4 that the SVM algo-
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Fig. 3 Part of the original images and the recognition results of the three recognition algorithms

Fig. 4 Surface crack identification performance of the three algorithms

rithm had the lowest precision and recall, and the improved
CNN algorithm had the highest precision and recall. To
further verify the performance of the three algorithms, the
precision and recall were comprehensively evaluated by the
F value, and the final result was that the improved CNN algo-

rithm had the largest F value and the SVM algorithm had the
smallest F value.

The reason for the above result was that the SVM algo-
rithm needed to extract the features of the image first. For
the SVM algorithm, the quality of feature extraction could
directly affect the recognition performance. The basic prin-
ciple of the SVM algorithm for image recognition was to
find the “hyperplane” in the vector space composed of the
extracted features to make it divide the classification area as
much as possible. But in the face of the nonlinear character-
istic law, the SVM algorithmwas difficult to fit it completely.
Compared with the SVM algorithm, the CNN algorithm did
not need to rely on the feature extraction algorithm. The con-
volution kernel pooling operation of the CNN algorithm has
the function of feature extraction, and its activation func-
tion could effectively fit the nonlinear law. The improved
CNN algorithm also used the PSO algorithm to help adjust
its parameters, avoiding the locally optimal solution in the
learning process of the traditional CNN algorithm.
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Table 3 Training and testing time of the three recognition algorithms

The SVM
algorithm

The traditional
CNN
algorithm

The improved
CNN
algorithm

Training time 20.2 min 18.4 min 15.3 min

Testing time 835 ms 621 ms 587 ms

The time takenby the three recognition algorithms in train-
ing and testing is shown in Table 3. It can be seen from Table
3 that the SVM algorithm took the longest time in the train-
ing phase, while the improved CNN algorithm took the least
time . The reason for the above result was that the SVM algo-
rithm needed to obtain image features through the feature
extraction algorithm before training, but the convolutional
and pooling operation in the CNN algorithm had the function
of feature extraction. In the training process of the traditional
CNN algorithm, the adjustment of internal parameters was
carried out step by step; however, the improved CNN algo-
rithm adopted the way of population evolution, which was a
multi-scheme parallel contrast adjustment, not a single step-
by-step adjustment. In testing, the SVM algorithm took the
longest time, while the improved CNN algorithm took the
least time. The main reason for the above result was that
the SVM algorithm needed to extract additional image fea-
tures, while the CNN algorithm did not need to. Although
the improved CNN algorithm took less time than the tradi-
tional CNN algorithm, the difference was relatively small.
The structure of the two algorithms was similar after train-
ing. The improved CNN algorithm used the PSO algorithm
to avoid the locally optimal solution as much as possible.

4 Conclusion

This paper briefly introduced the CNN algorithm used for
concrete surface crack recognition. Then, the traditional
CNN algorithm was improved by the PSO algorithm. The
simulation experiment was carried out on the improved CNN
algorithm in MATLAB software. SVM and traditional CNN
algorithms were used for comparison to verify the effec-
tiveness of the improved CNN algorithm. The results are as
follows. (1) Facing the concrete surface imageswith different
cracking degrees, only the improved CNN algorithm could
effectively recognize the concrete surface images with dif-
ferent cracking degrees, the traditional CNN algorithm was
difficult to recognize the images with slight cracking, and
the SVM algorithm could effectively recognize the images
with relatively serious cracking only. (2) In recognizing the
concrete surface images with or without images, the preci-
sion, recall, and F value of the SVM algorithm were 77.8%,
72.9%, and 75.3%, respectively, those of the traditional CNN

algorithm were 90.9%, 83.3%, and 86.9%, respectively, and
those of the improved CNN algorithm were 97.8%, 95.5%,
and 96.6%, respectively. (3) The training and testing time
of the SVM algorithm was 20.2 min and 835 ms, respec-
tively, that of the traditional CNN algorithm was 18.4 min
and 621 ms, respectively, and that of the improved CNN
algorithm was 15.3 min and 587 ms, respectively.
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