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Abstract
We proposed an unsupervised keyphrase extraction model that incorporates the structural information and the semantic
information of a document. The structural information refers to the directed graph that is composed of keyphrase candidates
and topics. The weight between two candidates is computed by their relative distance in the document and the positions of
the corresponding sentences. Graph ranking algorithm is then applied to get the structural scores of the candidates. Then, the
semantic score is obtained by the similarity between candidate and all sentences. The final score of a candidate is the sum of
the structural score and the semantic score. The top N candidates with the highest scores are selected as the recommended
keyphrases. The comparison experiments on three widely used datasets show that our model achieves the best results in the
long documents and a competitive result in the short document. It indicates that our model is effective and is superior to the
state-of-the-art unsupervised models.

Keywords Keyphrase extraction · Unsupervised model · Structural information · Semantic information · Graph-based model

1 Introduction

Keyphrase extraction is an important issue in natural lan-
guage processing. Keyphrases are very helpful in many
natural language processing tasks, such as text classification,
text clustering, recommendation systems, and search engine
[1].

The task of keyphrase extraction is to select the impor-
tant and topical phrases that best describe a document [2,3].
According to the definition of the task, the core problem of
keyphrase extraction is to determinewhich candidate phrases
can best describe a document. Further, keyphrase extraction
needs to determine the importance of each candidate phrases.

Many approaches have been proposed in keyphrase
extraction. These approaches can be roughly divided into two
categories: supervised methods and unsupervised methods.
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Supervisedmethods translate a keyphrase extraction prob-
lem into a binary classification problem, in which candidate
phrases are classified as keyphrase or non-keyphrase [4].
All classification methods can be used in the supervised
approaches.However, the supervised approaches require a lot
of labeled data, which may be impractical in some domains.
Thus, the unsupervised approaches attract more and more
attention [1]. Many unsupervised methods have been used
in keyphrase extraction, such as language modeling, cluster-
ing or graph-based ranking [4]. Among them, graph-based
ranking provides impressive results [5].

The graph-based ranking is inspired by Google’s PageR-
ank that is proposed to analyze the link structure of theWorld
Wide Web [3]. In graph-based ranking, a document is mod-
eled as a graph where vertexes are phrases, and edges are
the relationships between phrases. The main idea of graph-
based ranking approaches is that a vertex is important if it is
related to a large number of vertexes or related to important
vertexes [4]. The graph-based ranking focuses on measuring
the semantic relation between vertexes or designing ver-
tex ranking functions [5]. There are a lot of studies about
graph-based ranking. For example, Wan and Xiao [6] apply
a graph-based ranking algorithm on a graph that is com-
posed of a document and several adjacent documents similar
to the document. Bougouin et al. [7] present a graph-based

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s13748-019-00200-3&domain=pdf
http://orcid.org/0000-0001-6314-1159


78 Progress in Artificial Intelligence (2020) 9:77–83

keyphrases extraction approach named TopicRank. In Topi-
cRank, candidate keyphrases are first clustered into topics, a
graph-based ranking algorithm is then applied to each topic,
and the most representative keyphrases from each topic are
chosen [7]. Boudin [5] proposed an unsupervised keyphrase
extraction model that encodes topical information within a
multipartite graph structure. This model is an improvement
of the TopicRank. As sorting candidate keyphrases in a single
operation, it implicitly enforces topical diversity and avoids
accumulation of errors [5].

Based on the TopicRank and its improvements, we pro-
posed a new model that incorporates semantic information
and structural information of a document to keyphrase extrac-
tion. In [5], the weight between two vertexes is firstly
computed by the distance of the two candidates in differ-
ent topics and then adjusted by the position of candidates.
Though the position of candidate can provide important
information, it is too sensitive and often leads to unex-
pected results [1]. To improve this insufficiency, we use the
position of the sentence where the candidate is located to
adjust the weight between two vertexes instead of the abso-
lute position of candidate. In addition, we incorporate the
semantic information of candidates in keyphrase extraction.
Since keyphrases are single or multi-word phrases that best
describe the document [3], the semantic relation between
keyphrases and sentences certainly includes valuable infor-
mation. Thus, incorporating the semantic information of
candidates is helpful. Our contributions are as follows:

• We proposed an unsupervised model that incorporates
the structural information and the semantic information
of a document to score and rank candidate keyphrases.

• We aggregate the information from all positions of sen-
tences that a candidate phrase is located in to adjust the
weight between candidate phrases, which is an improve-
ment of graphical presentation of a document.

• We proposed a new method to get the semantic infor-
mation from a document, and it shows that the semantic
information of a document is helpful in scoring and rank-
ing candidate keyphrases.

We experimentally evaluate our model on three datasets that
are widely used in keyphrase extraction, and its superiority
is shown by the comparisons of unsupervised graph-based
model that do not take into account sentence positions and
semantic information, as well as some baselines for unsuper-
vised keyphrase extraction. The rest of the paper is organized
as follows: The related work is summarized in Sect. 2. The
details of our proposed model are provided in Sect. 3. Exper-
iments are conducted in Sect. 4. The conclusion and future
work are presented in Sect. 5.

2 Related work

Many supervised and unsupervised approaches have been
proposed in the task of keyphrase extraction [4]. Supervised
methods take keyphrase extraction as a binary classifica-
tion task. Unsupervisedmethods include languagemodeling,
clustering or graph-based ranking, etc. Since the pioneer-
ing work of Mihalcea and Tarau [3], graph-based methods
have been the most widely used unsupervised approaches for
keyphrases extraction [7]. Many researchers have devoted
a large amount of effort to develop better ways of mod-
eling documents as graphs or ranking vertexes in graphs
[5]. Bougouin et al. [7] present a graph-based keyphrase
extraction approach named TopicRank. In TopicRank, simi-
lar keyphrases in a document are first clustered into a topic
[7]. Then, a document can be represented as a graph in
which vertexes are topics and the edge between two topics
is weighted according to the position relationship of phrases
in two topics [7]. As an improved approach of TopicRank,
Boudin [5] proposed an unsupervised keyphrase extraction
model that encodes topical information within a multipar-
tite graph structure. Different from TopicRank, vertexes of
graph in [5] are phrases and the edge between two phrases is
weighted according to the position relationship of phrases if
they are from different topics. Once the graph is created, the
graph-based ranking model TextRank proposed by Mihal-
cea and Tarau [3] is used both in [5,7] to rank vertexes. In
TopicRank, the phrase in a topic which first appears in the
document is selected as keyphrase [7].

To capture the semantic relatedness of words in a docu-
ment, word sense disambiguation is an essential predecessor
step. Word sense disambiguation is the core task of human
language understanding [8]. So far, researchers have already
proposed many approaches for word sense disambiguation.

In this paper, we adopt the state-of-the-art approach pro-
posed by Luo et al. [9] that integrate the context and glosses
of the target word into neural network in order to make
full use of labeled data and lexical knowledge. The gloss
of a word is provided by WordNet that is a famous online
lexical database in which English nouns, verbs, adjectives,
and adverbs are organized into sets of synonyms [10]. Syn-
onymy, antonymy, hyponymy, meronymy, troponymy, and
entailment are semantic relations for words inWordNet [10].
Next, we will briefly describe the model proposed by Luo et
al. [9].

The model proposed by Luo et al. [9] consists of gloss
module, context module, memory module, and scoring mod-
ule. The context module encodes a sequence of surrounding
words of the target word into a distributed vector representa-
tion [9]. The gloss module encodes the gloss of three items,
namely the target word, the corresponding hypernyms, and
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hyponyms into distributed vector representations [9]. The
memory module contains two steps: attention calculation
and memory update [9]. The attention calculation models
the inner relationship between the context and glosses [9].
The memory states are updated after the attention calcula-
tion [9]. Finally, the output of the context module and the
output of the memory module are used in scoring module
to calculate the scores for all the related senses in WordNet
corresponding to the target word [9].

3 Proposedmodel

In this section, we will describe our approach in detail. Our
approach can be divided into two steps. We first build a
multipartite graph to represent document in which the edge
weights are adjusted with sentence position, and structural
score for candidates is obtained by the structure informa-
tion of document. Semantic score for candidates is then
computed by the semantic similarity between the candidate
and all the sentences. The structural score and the seman-
tic score are integrated to form the final score. In order to
facilitate comparison with other approaches, our candidates
are noun phrases that match the regular expression ’(adjec-
tive)*(noun)+’ and the phrases will be stemmed to reduce the
number of mismatches. The overall framework is illustrated
in Algorithm 1.

Algorithm 1: Overall framework
Input: positions of candidates P, set of candidates C, sentences

positions of candidates Ps , set of Sentences S
1 adjacency matrix W, set of topics T ← Graph construction(P, C)
2 Graph weight adjustment(Ps , T, W)
3 Structural score Sbase ← Graph ranking(W, C)
4 Semantic score Ssmtc ← Semantic ranking(C, S)
5 Final score S f inal ← Norm(Sbase) + Norm(Ssmtc)

3.1 Graph-based rankingmodel

The graph-based ranking model can be subdivided into three
stages: (1) the multipartite graph construction at phrases
level; (2) the weight adjustment; (3) the structural scores of
candidates.

3.1.1 Graph construction

Wefollow the approaches proposed byBougouin et al. (2013)
to group the candidates into topics in a document. Hierar-
chical agglomerative clustering (HAC) algorithm is used to
automatically group similar candidates into topics [7]. Two
candidates are considered similar if they have at least 25% of
overlapping words and the candidates are stemmed to elimi-

Fig. 1 Multipartite graph representation of a document, where the
nodes are candidates and edges are position relationship between can-
didates. Nodes of the same color belong to the same topic

nate the influence of word form [7]. A directed graph is built
as illustrated in Fig. 1 in which the vertexes are connected if
they belong to different topics. The weight from vertex i to
vertex j is defined as follows:

wi j =
∑

pi∈P(ci )

∑

p j∈P(c j )

1

|pi − p j | (1)

where ci and c j are corresponding candidates and P(ci ) is
the set of the word positions of candidate ci . Algorithm 2
describes the process of graph construction.

Algorithm 2: Graph construction
Input: positions of candidates P, set of candidates C
Output: adjacency matrix W, set of topics T

1 set of topics T ← Clustering(C)
2 for Ta, Tb in T do
3 for ci in Ta, c j in Tb do
4 for pi in P[ci ], p j in P[c j ] do
5 W [i][ j] ← W [i][ j] + 1

|pi−p j |
6 end
7 end
8 end
9 return W, T

3.1.2 Graph weight adjustment

Theweight in (1) just captures the distance relations between
candidates and is not sufficient to determine the importance
of the candidates. The positions of the candidates can provide
more information about the importance of the candidates [5].

In [5], the positions of the candidates are used for weight
adjustment. Adjustment of the incoming edgeweights for the
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first occurring candidate of each topic is helpful for keyphrase
extraction [5]. The adjustment strategy in [5] results in differ-
ent importance if candidates are located in different positions
in the same sentence. However, it is unreasonable to assign
different importance to different candidates in the same sen-
tence based on the order. For example, the active sentence
and the passive sentence express the same meaning, but the
order of the same words is different. It results in that the
same words have different importance. Hence, it may be
more reasonable and more robust that the importance of the
candidates in a sentence is considered to be the same. Fol-
lowing [5], we adjust the incoming edge weights of the first
occurring candidate of each topic. Similar to the method pro-
posed by Boudin [5], candidates that occur at the beginning
of the document gather information from the other candidates
belonging to the same topic. Different from [5], our method
adjusts the incoming edge weights with positions of the sen-
tences in which the candidates located rather than absolute
positions of the candidates. Weights of the incoming edge
for the first occurring candidate of each topic are adjusted by
the following equation:

wi j = wi j + α · exp
∑

p∈Ps (c j )
1
p ·

∑

ck∈T (c j )\{c j }
wki (2)

where Ps(c j ) is the set of word positions of the sentences
where the candidate ci located, T (c j ) is the set of candidates
with the same topic as c j , and α is a hyperparameter that con-
trols the strength of the weight adjustment. According to the
experiments of Boudin (2018), we empirically set α = 1.1
[5]. The procedure of graph weight adjustment is illustrated
in Algorithm 3.

Algorithm 3: Graph weight adjustment
Input: sentences positions of candidates Ps , set of topics T,

adjacency matrix W
1 for Ta in T do
2 c j ← FirstOccur(Ta)
3 c ← Incoming(c j )
4 for ci in c do
5 t ← 0
6 for ck in Ta and ck �= c j do
7 t ← t + W [k][i]
8 end
9 tp ← 0

10 for p in Ps [c j ] do
11 tp ← tp + 1

p

12 end
13 W [i][ j] ← W [i][ j] + α × exptp ×t
14 end
15 end

3.1.3 Graph ranking

After the graph is built, we compute the score of candidates
by a graph-based ranking algorithm. Here, we use the widely
used TextRank algorithm proposed by Mihalcea and Tarau
[3]. TextRank algorithm is based on graph-based ranking
algorithm named PageRank [3]. A graph-based ranking algo-
rithm uses global information recursively computed from the
entire graph to obtain the importance of the vertex [3]. The
structural score of the candidate ci is computed as follows:

Sbase(ci ) = (1 − λ) + λ ·
∑

c j∈I (ci )

wi j Sbase(c j )∑
ck∈O(c j ) w jk

(3)

where I (ci ) is the set that is made up of predecessors of ci ,
O(c j ) is the set that is made up of successors of c j , and λ is
a damping factor that integrates the probability of jumping
from a given vertex to another random vertex in the graph
[3]. According to the experiments of Mihalcea and Tarau [3],
we empirically set λ = 0.85. The computation of structural
score is illustrated in Algorithm 4.

Algorithm 4: Graph ranking
Input: adjacency matrix W, set of candidates C
Output: Structural score Sbase

1 number of candidates N ← Len(C)
2 for ci in C do
3 Sbase[ci ] = 1

N
4 Slastbase[ci ] = 0
5 end

6 while Sum(abs(Sbase−Slastbase))
N > 1e − 6 do

7 Slastbase ← Sbase
8 for ci in C do
9 t ← 0

10 cin ← Incoming(ci )
11 for c j in cin do
12 cout ← Outcoming(c j )
13 td ← 0
14 for ck in cout do
15 td ← td + W [ j][k]
16 end

17 t ← t + W [i][ j]×Sbase[c j ]
td

18 end
19 Sbase[ci ] = (1 − λ) + λ × t
20 end
21 end
22 return Sbase

3.2 Semantic relatedness model

The semantic relatedness model can be subdivided into two
stages: (1) The correct meaning of words in a document
is assigned by word sense disambiguation algorithm; (2)
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the scores of candidates are assigned by semantic similar-
ity between candidates and sentences in a document.

3.2.1 Word sense disambiguation

Our similarity measuring is based on the senses assigned by
word sense disambiguation algorithm. In this paper, we adopt
the state-of-the-art approach proposed by Luo et al. (2018)
to assign senses to the words in a document [9].

3.2.2 Semantic ranking

Keyphrases can be directly or indirectly mentioned in many
places in a document. And the semantic relatedness between
candidates and sentences can provide effective assist for
keyphrases extraction especially for short documents with
less structural information. In order to obtain the semantic
relationship between candidates and sentences, we calculate
the similarity between candidates and sentences based on the
senses assigned by word sense disambiguation algorithm.

Aphrasementioned in a sentence does notmean that every
word in the sentence is similar to the words in the phrase,
but at least one word is similar to the word in the phrase.
Hence, our similarity between a phrase and a sentence is the
maximum of the similarity between the words in the phrase
and those in the sentence. The semantic score of candidate
ci is computed by:

Ssmtc(ci ) =
∑

s j⊂S

max
uk∈s j ,un∈ci

[Sim(uk, un)] (4)

where S is a set of sentences, uk and un arewords in s j and ci ,
respectively, and Sim is the similarity calculation function
in WordNet that is based on the shortest path that connects
the senses. The computation of semantic score is illustrated
in Algorithm 5.

3.3 Final score calculation

The above two steps produce two sets of score sequences for
candidates. The final score is integrated by:

S f inal(ci ) = Norm(Sbase(ci )) + Norm(Ssmtc(ci )) (5)

where the weights of two scores are the same and Norm is
the maximum and minimum normalization computed by:

Norm(Sci ) = Sci
max(Sc) − min(Sc)

(6)

where Sc is the set of scores.

Algorithm 5: Semantic ranking
Input: set of candidates C, set of Sentences S
Output: Score Ssmtc

1 Synsets ← WordSenseDisambiguation(C, S)
2 for ci in C do
3 Ssmtc[ci ] ← 0
4 end
5 for ci in C do
6 for s j in S do
7 t ← 0
8 for uk in s j do
9 for un in ci do

10 t ← max(t, Similarity(Synsets[uk ], Synsets[un]))
11 end
12 end
13 Ssmtc[ci ] ← Ssmtc[ci ] + t
14 end
15 end
16 return Ssmtc

4 Experiments and results

4.1 Datasets and evaluationmeasures

We carry out our experiments on three widely used datasets.
The first dataset is Krapivin-2009 that has a high quality
and consists of 2304 of scientific papers from computer
science domain published by ACM [11]. Each paper has
its keyphrases assigned by the authors and verified by the
reviewers [11]. The seconddataset is SemEval-2010 that con-
sists of 244 scientific articles from the ACMDigital Library,
and their keyphrases are carefully chosen by both authors
and readers [12]. The last dataset is Hulth-2003 that consists
of 2000 abstracts from the Inspec database, and each abstract
has its keyphrases assigned by a professional indexer [13].
Some statistical information of these datasets is detailed in
Table 1.

We evaluate the performance of our approach in terms
of F1-score at the top N keyphrases. The F1-score is the
harmonic average of the precision and recall and is computed
as follows:

F1 = 2 × precision × recall

precision + recall
(7)

For the convenience of display,wemultiply F1-score by 100.

Table 1 Average size of each article in the datasets

Krapivin-2009 SemEval-2010 Hulth-2003

Articles 2304 244 2000

Sentences 781 345 6

Words 9198 7910 138

Candidate phrases 755 634 28

Keyphrases 5 15 10
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Table 2 F1-scores computed at
the top 5, 10 extracted
keyphrases

Krapivin-2009 SemEval-2010 Hulth-2003

F1@5 F1@10 F1@5 F1@10 F1@5 F1@10

TextRank 1.66 2.79 2.51 3.54 27.12 34.05

SingleRank 2.33 3.68 2.73 3.90 29.92 35.71

TopicRank 9.94 10.41 9.70 12.30 25.30 29.30

PositionRank 4.07 5.32 10.60 12.20 23.50 30.30

YAKE 9.85 10.58 10.12 13.08 13.77 15.73

MultipartiteRank 11.59 12.07 12.20 14.50 25.90 30.60

Proposed model 12.19 12.41 12.69 16.63 27.72 31.49

The bold value represents the maximum value for each column

4.2 Baselines and parameter settings

We compare the performance of our approach against that
of six baselines. The first baseline is TextRank, which is
the first graph-based keyphrases extraction method [3]. The
second baseline is SingleRank, which is an improvement of
TextRank by adding weighted edges between words that co-
occur in a window of variable size w > 2 [14]. The third
baseline is TopicRank which relies on a topical representa-
tion of the document [7]. The fourth baseline is PositionRank
which incorporates information fromall positions of aword’s
occurrences into a biased PageRank algorithm [1]. Unlike
other baselines, the fifth baseline named YAKE is a feature-
based method which uses statistical features such as word
frequency to directly calculate every words’ scores [15]. The
last baseline is an approach which encodes topical informa-
tion within a multipartite graph structure [5].

Our experiments are based on the pke toolkit [16]. The
parameters are set to the values suggested by the authors.

4.3 Results

The results for the baselines and the proposed approach
are detailed in Table 2. Overall, our approach achieves
the best results in the datasets with long documents and
achieves the competitive results in the datasets with short
documents. MultipartiteRank obtains the best performance
in the datasets with long documents among the baselines,
which means that multipartite graph structure is effective in
keyphrases extraction especially in long documents. Because
TextRank and SingleRank construct graph based on words
rather than phrases, they perform well in the datasets with
short documents but poorly in long documents. The structural
information of long documents is more complicated than that
of short documents. The graph constructed by words cannot
capture such complex information. This iswhyTextRank and
SingleRank perform well in short documents but poorly in
long documents. The results of our approach in the first two
datasets are close to the results of MultipartiteRank. The rea-

son is that our approach is based on MultipartiteRank. The
first two datasets are composed of long documents in which
MultipartiteRank performs much better than other baselines.
The scores computed by semantic relationships are lower dis-
crimination in long documents than that in short documents.
It can also explain why our approach performs much better
thanMultipartiteRank in the third dataset,which is composed
of short documents. In general, our approach achieves the
best results in the datasets with long documents and achieves
the competitive results in the datasets with short documents.

5 Conclusion

We introduced an unsupervised keyphrases extraction algo-
rithm that combines semantic information and structural
information, and demonstrated its effectiveness on three pub-
lic datasets. In future work, we would like to apply more
proper methods instead of clustering to break the document,
especially the short document into topics.
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