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Abstract
With the increasing popularity of social photograph-sharing Web sites, a huge mass of digital images, associated with a set of
tags voluntarily introduced by amateur photographers, is daily hosted and consequently, the Tag-based social Image Retrieval
technique has been widely adopted. However, tag-based queries are often too ambiguous and abstract to be considered as
an efficient solution for the retrieval of the most relevant images that meet the users’ needs. As an alternative, the Semantic-
based social Image Retrieval technique has emerged for the purpose of retrieving the relevant images covering as much
possible the topics that a given ambiguous query (q) may have. Actually, the diversification strategies are a great challenge for
researchers. In this context, we jointly investigate two processes at the ambiguous query preprocessing and postprocessing
levels. On the one hand, we propose a Tag-based Query Semantic Reformulation process, which aims at reformulating the
tag-based users’ queries, according to multiple semantic facets of the different images’ views, by using a set of predefined
ontological semantic rules. On the other hand, we propose a Multi-level Image Diversification process that can first perform
a two-level-based image clustering offline, and second, filter and re-rank the image cluster retrieval results according to their
pertinence versus the reformulated query online. The experimental results and statistical analysis performed on a collection
of 25.000 socio-tagged images shared on Flickr demonstrate the effectiveness of the proposed technique, which is compared
with the research technique based on one-level-based image clustering, tag-based image research technique and recent CBIR
techniques.

Keywords Socio-tagged images · Semantic annotation · Semantic retrieval · Semantic rules · k-means clustering · Search
result diversification

1 Introduction

Information is considered one of the most valuable assets
in our time. Massive amounts of information are daily
exchanged between people through the World Wide Web. In
other words, we can say that this is the era of digital commu-
nication. In the beginning, the exchange of information was
mainly used through text documents. Nevertheless, with the
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technological progress, the exchange of information covers
various other forms such as audio, video and image.

Due to the advancements of digital image acquisition
devices, image capturing is no longer a difficult task. In fact,
images have been increasingly used since they are one of the
bestways of expressing, sharing andmemorizing knowledge.
Moreover, image databases of artworks, satellites, remote
sensing, tourism, biology,medicine, etc., have attractedmore
and more users in various professional and amateur fields,
which has created an urgent need for effective and efficient
systems that help retrieve as quickly as possible the relevant
visual information from a gigantic amount of image collec-
tions.

Content-based Image Retrieval (CBIR) systems [1–9] are
intended to extract the low-level features of images (tex-
ture, color, shape, etc.) to describe their visual contents. The
retrieval process consists in matching the visual features of a
given query imagewith those of the image collection in order
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Fig. 1 Two images with very close visual appearance, but two different
semantic meanings

to get results that are visually similar. Nevertheless, extensive
experiments on CBIR systems have proved that the low-level
content often fails to describe the top-level semantic concepts
in the user’s mind [10]. The discrepancy between the limited
description of the low-level image features and the richness of
the users’ semantics is referred to as “semantic gap” [4, 11].
Indeed, human eyes discriminate images according to their
visual contents. When we apply a feature extraction tech-
nique to the images that have a similar visual appearance, it
can produce close feature vectors values, which reduce the
performance of the adopted CBIR system [12]. To illustrate
the “semantic gap” problem is the example of the two images
in Fig. 1. Although these images have a very close visual
appearance, they have two different semantic meanings: The
foreground of the first image includes flowers, while the sec-
ond image shows a man playing golf [10].

Recent research studies have addressed the “semantic
gap” problem on the basis of visual words fusion of various
types of descriptors [12–16]. Other important research stud-
ies are based on the addition of image spatial attributes to the
image retrieval [17, 18]. Extensive experiments have demon-
strated the effectiveness of these techniques in improving the
performance of CBIR systems by reducing the “semantic
gap” problem. However, the common problems faced by
CBIR systems consist of the time complexity and the exten-
sive computational cost. In addition, since it is impractical for
users to use CBIR technology because they need to provide
query images, most of them prefer to perform a Text-based
Image Retrieval (TBIR) [19].

In fact, the TBIR technology has been widely adopted in
various real-world applications, like biomedical [20], radiol-
ogy [21], data mining [22], art painting [23], image research
engines on the Web (such as Google1 and Yahoo2), social
media (such as Flickr3 and Instagram4), etc. More precisely,
this technique focuses on the return of potentially relevant
images compared to a textual research query described by a

1 https://www.google.com/.
2 https://fr.yahoo.com/.
3 https://www.flickr.com/.
4 https://www.instagram.com/.

user [24]. As consequence, it becomes necessary to associate
a set of keywords with each image stored in the database.
Moreover, a set of formulas must be defined to reformu-
late the request initially sent by a user. The retrieval process
consists in matching the image keywords with the reformu-
lated query in order to get results that meet the user’s needs.
However, the major drawback of the TBIR-based methods
is that the large amounts of image data require annotation,
which is a hard and a time-wasting process for the experts
in the domain. On the other hand, with the spread of Web
2.0, large-scale image-sharing services emerged. In fact, the
collaborative aspect of this type of Web services has given
users the opportunity not only to share imageswith their fam-
ilies, friends and the online community at large, but also to
associate them with user-contributed data called tags. Just as
an illustration, 350 million tagged images are daily added
to Facebook,5 80 million to Instagram6 and 4.5 million to
Flickr7 service. Thus, the tag-based query, which enables
the users to formulate their queries using the tagging infor-
mation, has become the intuitiveway to perform aText-based
Image Retrieval.

Extensive research studies proved that the tag-based
queries are often ambiguous and typically short [25, 26]. In
fact, two major reasons are behind this ambiguity: First, the
rich nature of the image content can be tough to be described
by the social community using the limited expressiveness of
tags. Second, the tag-based queries can be interpreted with
several meanings other than users’ expectations. Due to the
users’ tag ambiguity issue, image search engines often suf-
fer from the inability to understand the context in question
and consequently to provide images that do not meet the
users’ needs. The heterogeneity of the semantic contents of
the images, which are provided as results, makes the brows-
ing performed by the users to select the desired images a
tedious and a time-consuming task. For instance, for the tag-
based query “apple,” images of apple fruit are intermixed
with images offionaapple,apple ipod,apple computer,apple
pie, apple logo, and so on.

To deal with these issues, researchers have oriented their
efforts toward a Semantic-based Image Retrieval (SBIR).
Indeed, coverage-based search result diversification is an
effective solution in case of an absence of exact knowledge
about the users’ intentions and their contexts. This solution
consists in retrieving the relevant images covering as much
possible the topics that a given ambiguous query (q) may
have. Then, the retrieved documents can be re-ranked. Two
postprocessing strategies are distinguished [26]: clustering-
based strategy and diversification-based strategy.

5 http://www.culturecrossmedia.com/reseaux-sociauxevolution/.
6 https://www.instagram.com/press/.
7 http://www.kullin.net/2012/01/instagram-now-growing-faster-than-
flickr/.
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In this paper, we propose a novel Semantic-based Social
Image Retrieval technique in order to deal with the afore-
mentioned issues. This technique is based on two processes
at ambiguous query preprocessing and postprocessing lev-
els. At the ambiguous query preprocessing level, we pro-
pose to reformulate the tag-based queries using a process
called “Tag-based Query Semantic Reformulation process”
(TQSR). This process is approached as follows: First, we
deduce the different semantic meanings that an ambiguous
user’s query can have based on a domain ontology. There-
after, we reformulate the initial query by executing a set of
predefined ontological semantic rules. As a result, we obtain
a semantic concept-based query that expresses the semantic
content of the desired images according to different seman-
tic facets (taxonomic, temporal, spatial and qualification)
of the different semantic views (structural, behavioral and
event). This query is then automatically transformed into
SPARQL language to interrogate the target images. On the
other hand, at the ambiguous query postprocessing level, we
propose a process called “Multi-level Image Diversification
process” (MLID). The main idea behind this process is gath-
ering the semantically similar images in a same cluster. This
is approached at both levels: semantic facet-based cluster-
ing level and semantic concept-based clustering level. The
interrogated clusters are thenfiltered and re-ranked according
to their semantic similarity degrees versus the reformulated
query. To support a lightweight image search result clustering
system, we propose to precompute time-consuming com-
putation tasks, including image similarity measures, image
clustering and representative image selection, offline.

The performance of the proposed technique is compared
to the image research technique adopting a one-level-based
image clustering, the tag-based image research technique
and the recent state-of-the-art CBIR techniques. The pro-
posed image research technique adopting a two-level-based
image clustering significantly improves the performance of
Tag-BIR compared to the image research technique adopt-
ing a one-level-based image clustering and the tag-based
image research technique.Moreover, the proposed technique
outperforms the state-of-the-art CBIR methods on standard
image databases.

The main contributions of this research paper are as fol-
lows:

1. A novel technique at the ambiguous query preprocess-
ing level enables to move from a tag-based query to a
semantic-based one. Hence, the reformulated query can
express the content of the desired images according to
different semantic views and facets.

2. Anovel technique at the ambiguous query postprocessing
level enables to relieve and accelerate the task of finding
the most relevant image for a user. This technique aims
at:

• first, clustering the images of a collection according
to their semantic content. The two-level-based image
clustering (semantic facet-based and semantic con-
cept-based clustering levels) improves the accuracy
of the clustering results given the importance of the
semantic vocabulary size;

• second, filtering and re-ranking the image cluster
retrieval results in order to reorder the retrieved results
according to their pertinence versus the reformulated
query, and to achieve higher accuracy rate.

3. Supporting the image search result clustering system by
precomputing offline the time-consuming computation
tasks, like image similarity measures, image clustering
and representative image selection.

This paper is organized as follows: In Sect. 2, we pro-
vide an overview of the different directions of the research
studies dealing with the query ambiguity challenge. In
Sect. 3, we describe the general architecture of the pro-
posed “Semantic-based Social Image Retrieval System” and
provide an overview of the Semantic Modeling and Auto-
matic Annotation processes. The Clustering and Research
processes are detailed in Sects. 4 and 5, respectively. In
Sect. 6, we provide experimental details and performance
measurements of the proposed S2IR technique followed by
an analysis of the computational complexity. Finally, Sect. 7
concludes the proposed technique and draws our future
research studies.

2 Related works

In the literature, query ambiguity problem (QAP) has been
recognized as a hard issue in tag-based image retrieval. To
deal with this problem, an effective approach is to pro-
vide numerous results covering as many semantic meanings
as possible that a query (q) may have [27]. However, the
diversifying search for results is declared as an NP-hard
optimization problem [28], where the objective is to find a
rankingof a set of documentsR(q)with amaximumrelevance
to a givenquery (q) and aminimumredundancy,whichmakes
it cover all its possible underlying aspects. Within this con-
text, two strategies can be considered to diversify the results
following an ambiguous query [29]: a preprocessing strat-
egy and a postprocessing strategy. In this section, we detail
and discuss the approaches of diversifying research results
in information retrieval (IR).

2.1 Ambiguous query preprocessing strategy

Sometimes, the user does not have a clear idea about what
he/she wants, hence a failure to precisely describe the
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intended search. Thus, the system can be faced with an
ambiguous query. In such situations, poor-quality result lists
are provided. Hence, it will be difficult for the user to find
his/her needs. Therefore, it is indispensable to rely on an
interactive search enabling to automatically reduce the ambi-
guity of the users’ queries and send more satisfying search
results for the browsers.

Expanding queries has been a promising solution for a
long time, which offers the possibility of refining the ini-
tial queries in order to diversify the research results. Indeed,
the diversification of the results increases the opportunity
to find the desired documents by the browsers. The pol-
icy of the query expansion consists in adding additional
meaningful terms to the users’ queries, which reduces their
ambiguity. These terms can be selected from an unstructured
vocabulary or extracted from the informational richness of
external knowledge resources, like ontologies and corpus. In
this context, we explore different ambiguous query expan-
sion techniques that have been addressed by the Information
Retrieval (IR) approaches.

Query expansion based on Pseudo-Relevance Feedback
(PRF) is a simple and effective method enabling to address
the problem of users’ query ambiguity in information
retrieval [30]. The basic assumption of (PRF) is that the
top-retrieved documents are often associated with many
useful terms, in particular, users’ tags, which can help distin-
guish between the relevant documents from irrelevant ones.
Therefore, the policy of (PRF) is to refine the query initial
terms by adding these feedback terms [31–34]. For exam-
ple, Kitanovski et al. [34] demonstrate a complete imple-
mentation of three medical image retrieval types, namely:
text-based, content-based and mixed retrieval together with
a modality classification. In particular, text-based retrieval
subsystem uses query expansion based on (PRF) technique,
which has significantly boosted the performance of the main
retrieval system. Indeed, the application of (PRF) technique
consists in taking the top n number of initially retrieved doc-
uments and calculating the m most informative terms within
them. The identified terms are thereafter added to the orig-
inal query to execute the retrieval process according to the
modified query. Lioma et al. [31] hypothesize the collabo-
rative tags representing the semantic information that can
make queries more informative and hence improve the per-
formance of the retrieval systems. They adopt PRF as a
technique of expansion keyword queries by using semantic
annotations found in the freely available Del.icio.us col-
laborative tagging system. Experimental studies with three
different techniques of enriching queries (based on individual
terms, phrases and on whole queries) with Del.icio.us tags,
as well as varying the number of tags used for expansion
between 1 and 10, show improvement in retrieval precision,
on a baseline of short keyword queries.

To summarize, (PRF) assumes that the target collections
provide enough feedback information to select the effective
expansion terms. This is often not the case in the image
retrieval since most images have only short annotation meta-
data provoked by the Incomplete Annotation Problem (IAP).
Contrariwise, some of the expansion terms extracted from
feedback documents are irrelevant for the query and thus
may affect the retrieval performance.

Other research studies have solved the problem of the
query ambiguity by enriching the initial users’ queries with
new concepts that are semantically highly correlated with
them. These concepts are derived from tags assigned to the
resources shared on the Web. Therefore, it is interesting to
focus on how researchers have treated the different seman-
tic relationships between tags. Indeed, in [25, 35–40] the
authors adopt some techniques for the measurement of the
co-occurrence between concepts. For example, Jin et al. [36]
suggest a method in which the used expansion terms are
selected from a large volume of social tags in folksonomy.
A tag co-occurrence method for similar term selection is
adopted to choose the best expansion terms from the candi-
date tags according to their potential impact on the research
effectiveness. For their part, Ksibi et al. [38] propose an
approach for query expansion based on the contextual corre-
lations of interconcepts. The main idea consists in exploring
Flickr resources in order to extract such correlations, which
are then presented as an interconcept graph. A random walk
process is performed on this graph to discover implicit con-
cepts, which are relevant for a given query, and hence to
optimize analysis results. As for Biancalana et al. [40], they
present an approach for the personalization of Web search
using query expansion. In fact, they extend the family of
co-occurrence matrix models by using a new way enabling
to explore socio-tagging services. Indeed, the proposed user
model consists of a three-dimensional correlation matrix
in which each term is linked to an intermediate level that
contains the relative belonging classes, each of which is
accompanied by a relevance index. Therefore, each term
is contextualized before being linked to all the other terms
present in the matrix and guided toward the specific semantic
categories, identified by tags. This approach has been proved
useful particularly in the case of disambiguation of the word
contexts.

Based on the newly added terms that are derived from
the calculation of the co-occurrences between terms, disam-
biguate users’ queries have enabled to diversify the returned
documents, and therefore, enhance the quality of the per-
formed research studies. Nevertheless, in the context of
image retrieval, the expansion of the query terms, accord-
ing to their semantic relationships with tags assigned to the
social resources, is not considered an effective solution for a
semantic content-based document retrieval due to this type
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of query expansion being based on static calculations not
founded on a logical reasoning.

As an alternative, many research studies have proposed to
disambiguate the users’ queries by exploiting the informa-
tional richness of the structured knowledge resources. For
example, some lexical open-source resources, like theWord-
Net, are used to expand the users’ queries with concepts
semantically related to them [41–43]. In [44–46], the authors
propose to exploreWikipedia knowledge repository in order
to reformulate the users’ requests while in [47, 48], the users’
queries have been expanded based on domain ontologies. In
the same context, other research studies propose to combine
the semantic information derived from various knowledge
resources [49].

The refinement of the ambiguous users’ queries based on
external semantic knowledge resources has greatly improved
the quality of the provided results in numerous areas. How-
ever, semantic content-based image retrieval presents a real
challenge. In fact, an image can be semantically viewed from
several angles, such as structural, behavioral and event views,
where each view can be expressed according to four semantic
facets, namely: taxonomic, temporal, spatial and qualifica-
tion facets [50–52]. Therefore, an incomplete identification
of the different semantic facets of the images’ views by a
given query makes it difficult to provide all the semantically
relevant images.

2.2 Ambiguous query postprocessing strategy

In the literature, numerous postprocessing techniques have
been proposed to solve the result diversity challenge. These
techniques can be categorized in two classes: Search Result
Diversification (SRD) and Search Result Clustering (SRC).
While the SRD techniques consider the pairwise similarity
inter-documents in order to iteratively select the document
that is not only relevant for the request but also different from
the previously selected documents, the SRC techniques aim
to gather similar results in the same cluster.

• Search result diversification The policy of the most
research approaches relying on the SRD techniques con-
sists first in retrieving a set of relevant documents com-
pared to the sent query and then re-ranking them in order
to ensure diversity. In this context, many researchers have
devoted considerable efforts to diversify the highest ranked
results. For instance, Leuken et al. [53] study three visu-
ally diverse ranking methods for the re-ranking of the
search results. On the other hand, Wang et al. [54] pro-
pose a diverse relevance ranking algorithm to maximize
the average diverse precision in the optimization frame-
work by mining the semantic similarities of the social

images according to their visual characteristics and asso-
ciated tags. As for Ksibi et al. [26], they suggest re-ranking
the search results by promoting both visual and semantic
diversity. For their part, Sun et al. [55] have also explored
the visual and semantic information of images in order
to obtain a social image-ranking scheme. They have then
suggested retrieving the images by meeting the relevance,
diversity and typicality criteria. Since most people have
confirmed that they prefer to retrieve results with interest-
ing and broad topics, as reported in [56], many literature
studies about topic coverage have emerged [57–62]. For
example, Agrawal et al. [57] propose to classify the tax-
onomy over queries to represent the different aspects of
a query. This approach promotes the documents, which
share a high number of classes with the query and demotes
those with classes already well represented in the rank-
ing. Qian et al. [61] propose a topic diverse re-ranking
method for tag-based image retrieval with the promotion
of the topic coverage performance. In this topic diverse
re-ranking method, a tag graph construction and a com-
munity detection are two effective adopted ways to ensure
the diversity. Indeed, a tag graph based on the similarity
between each tag is constructed. The community detec-
tion method is then conducted to explore the community
topic of each tag. After that, intra-community ranking and
inter-community ranking are introduced to gain the final
retrieved results.

Although the search result diversification techniques have
enabled to disambiguate the users’ queries by providing
results that enable to reflect the various meanings that can
have a given request, this type of technique suffers from two
major limitations: First, the provided image results are visu-
ally very heterogeneous so that the selection of the desired
image is a tedious and a time-consuming task. Second, re-
ranking the images according to their relevance, as compared
to a query, often requires online heavy calculations.

• Search result clustering Thanks to their discriminative
power, the SRC techniques have been proved effective to
promote diversity ranking. For instance, [63–65] create
a visually diverse ranking of the search results by clus-
tering the images based on their visual characteristics,
such as color, texture and shape. Nevertheless, this type of
approach is inefficient for practical use because the online
visual clustering is a highly time-consuming process. As
a solution, in [66, 67] the authors suggest the implemen-
tation of the low-level feature-based image clustering on
a MapReduce architecture. Indeed, MapReduce is a par-
allel programming model that helps increase the speed of
execution of the iterative clustering algorithms. However,
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visual-based image ranking algorithms usually neglect
the “semantic gap” problem between the low-level visual
information captured by the imaging devices and the high-
level semantic information perceived by humans, which
largely degrades the clustering performance, and therefore
that of the research process. As an alternative, Deep-
Learning algorithms (DL) have emerged. For instance,
Qayyumet al. [68] propose themodeling of aConventional
Neural Network (CNN) [69] to automatically extract the
features of multimodal medical images for classification
and retrieval tasks. Lyndon et al. [70] also design a CNN
architecture for the classification of biomedical images.
The proposed architecture consists of two convolution lay-
erswhere each is followed by a pooling layer. The output of
the second pooling layer is connected to a fully connected
layer with 500 neurons, which, in turn, is connected to
a logistic regression classifier. Despite the fact that DL
classification techniques have offered the possibility to
perform an automatic feature extraction and bridge the
“semantic gap” problem, the choice of the network struc-
ture is today an open issue inDL approaches. Furthermore,
when adopting aDeepNeural Network algorithm, it is nec-
essary to design a great number of images for the training
stage. Moreover, recent research studies have addressed
the “semantic gap” problem based on visual words fusion
of various types of descriptors, like SIFT and LIOP [12],
SURF and HOG [13], SURF and FREAK [14], SIFT and
BRISK [15], LIOP and LBPV [16], HOG and ORB [71],
etc. For instance, in [14], the SURF and FREAK features
are extracted separately from each image in the training
and testing image sets. Thereafter, the k-means cluster-
ing algorithm is applied individually on each descriptor’s
extracted features. The high-dimensional feature space
of each descriptor is reduced to clusters, which is also
known as visual words, in order to separately formulate
the SURF and FREAK feature descriptor dictionaries. The
visual words of both descriptors are then fused together
by integrating the dictionaries of both feature descriptors.
A histogram is then constructed using the fused visual
words of each image. The set of histograms is used to train
the SVM classifier. Euclidean distance is used to measure
the similarity between the query image and the images
stored in the image collection. In [71], the authors propose
to apply a KPCA method [72] on the extracted features
of HOG and ORB descriptors to select the best features
and reduce the computational cost. Extensive experiments
demonstrate the effectiveness of these techniques and their
ability to reduce the “semantic gap” problem. However,
fused features are not enough to achieve significant clus-
tering and research performances, if they are not fused
properly. Moreover, the construction of a single histogram
from the whole image based on the traditional BoVW
methodology suffers from the submergence of feature

salience that can decrease the image clustering perfor-
mance and therefore that of the research process. In [17,
18], spatial information about salient objects within each
image is retained in order to improve the performance of
the image clustering and retrieval by reducing the seman-
tic gap issue. However, the common issue in front of the
CBIR systems is the time complexity. Finally, tag-based
clustering algorithms have emerged as another important
research direction. For example, in IGroup [73], an image
search engine that presents the results in semantic clus-
ters according to the associated users’ tags is proposed.
Ramage et al. [74] explore the use of tags in k-means clus-
tering in an extended vector space model, which includes
both tags and page text. Yin et al. [75] transformed the
problem of Web object classification into a problem of
optimization on a graph of objects and tags. However, the
use of social tags in their raw form is not an effective solu-
tion for a semantic content-based image classification (or
clustering) since users’ tags can often contain ambiguous,
disturbing and even missing information [76].

2.3 Summary

Tag ambiguity is the common issue in Tag-based Social
Image Research approaches. An effective solution in case of
an absence of precise knowledge about the users’ intentions
and their contexts consists in diversifying the search results
to cover as much possible the topics that a given ambigu-
ous query may have. Many interesting techniques at the
ambiguous query preprocessing and postprocessing levels
were proposed. However, semantic-based query reformula-
tion, diversity-based re-ranking for reordering image results,
high cost of online heavy computations and time complexity
requirement are the fundamental issues in diversity-based
image research approaches. In this paper, we propose a
novel technique where we jointly investigate two processes
at the ambiguous query preprocessing and postprocessing
levels. The proposed Tag-based Query Semantic Reformula-
tion process enables to ensure a complete coverage of all
the query aspects by reformulating the ambiguous users’
queries, according tomultiple semantic facets of the different
images’ views, using a set of predefined ontological seman-
tic rules. The Multi-level Image Diversification process
introduces efficient semantic-based image clustering where
the computing-intensive tasks are executed offline. Given
the importance of the semantic vocabulary size, the pro-
posed two-level-based image clustering technique enables to
improve the accuracy of the clustering results compared to
the one-level-based image clustering technique. The filtering
and re-ranking of the returned image cluster results accord-
ing to their pertinence compared to the reformulated query
enables to achieve higher accuracy of the search results.
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Fig. 2 General architecture of the proposed Semantic-based Social Image Retrieval System

3 General architecture of the proposed
Semantic-based Social Image Retrieval
System (S2IRS)

Semantic-based Image Retrieval (SBIR) is a dynamic
research field, which aims at developing a set of methods
enabling to express the high-level of the semantic mean-
ings within images in order to be the keystone of the image
retrieval process. Within this context, we focus in our stud-
ies on annotating, clustering and querying the socio-tagged
images based on their different semantic views and facets.
As illustrated in Fig. 2, the proposed system consists of an
offline and online modules.

In the offline module, three successive processes occur:

• Semantic modeling process It consists in treating the tag
information associated with the images shared on the
social networks by projecting them on a domain ontol-
ogy to generate a semantic pattern. This pattern enables to
identify the different semantic views and facets that can

have an image based on which its semantic content can be
described.

• Automatic annotation and inference process It consists of
two stages: First, defining a set of semantic rules, enrich-
ing the used ontology by these rules and annotating the
images using the new information of the enriched ontol-
ogy. The main aim behind this stage is therefore to know
the structure of these rules; second, automatically deduc-
ing new semantic rules. Indeed, the inference process can
be defined as an action enabling a human or a machine to
widen his/its knowledge.

• Clustering process It consists in separating and assign-
ing the images to a set of subgroups according to the
semantic annotations associated with them. The main goal
behind this process is to accelerate the semantic-based
image research process by enabling the users to identify
the required group at a glance. To design a lightweight
image search system, the time-consuming computation
tasks including image similarity measures, image cluster-
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ing and representative images selection are precomputed
offline.

In the onlinemodule, ambiguous requests sent by the Internet
users are treating and reformulating based on the predefined
ontological semantic rules. Thereafter, the new semantic
terms of the reformulated request will be automatically trans-
formed into SPARQL language in order to interrogate the
pertinent clusters. The interrogated clusters are filtered and
re-ranked according to their relevance compared to the refor-
mulated query.

The following subsections briefly describe the modeling,
annotating and inference processes. Then, the research and
clustering processes will be detailed in Sects. 4 and 5, respec-
tively.

3.1 Overview of the semantic modeling process

The images shared on the social networks, such as Flickr,
are usually associated with a set of keywords called tags,
which are assigned to them by the social community. Never-
theless, the users’ tags do not constitute an effective way for
annotating these images because they often contain ambigu-
ous, disturbing and even missing information. The suggested
solution consists in attributing new terms to the socio-tagged
images, which can reflect their semantic content. However, a
good description of the semantic content of an image requires
first the definition of these different semantic facets to be
described. Therefore, the main aim behind the modeling pro-
cess is to generate a semantic pattern that enables to present
the different semantic facets of an image in order to make
a basic support for the semantic annotation process. In fact,
in our previous research studies [51, 77], we have first clas-
sified the tags associated with the social images. Moreover,
these tags often express “who” and “what” and can be seen
according to several views:

• The structural view It presents the set of objects depicted
on the image and which are noticeable in the real world
(tower, monument, etc.).

• The behavior view It presents the activities performed by
the characters depicted on the image (sport, adventure,
etc.).

• The event view It presents the events unfolding within the
image (festival, party, etc.).

Moreover, the concepts of each view can have spatial and
temporal contexts as well as a set of specifications that char-
acterize them and a set of taxonomies from which they are
derived. Thus, we have defined four facets from which the
different concepts can be seen:

Fig. 3 Different semantic views and facets of an image

• The temporal facet It enables to indicate the epoch of con-
struction of the historical objects and the unfolding season
of the events and activities.

• The spatial facet It enables to indicate the location of the
visual objects and the unwinding location of the events and
activities.

• The qualification facet It enables to describe the nature
and the specifications of an object, activity or event that
distinguish them from other objects, activities and events.

• The taxonomic facet It enables to indicate the type of a
visual object, an activity or event taking place.

Figure 3 shows the different semantic views and facets of an
image.

Therefore, we have used the image tagging information to
define semantic patterns that represent the different semantic
facets of these images. Our solution is essentially based on a
domain ontology, and it consists of three steps:

• Filtering and organizing the initial tags This consists in
projecting each tag attached to an image on the approved
domain ontology in order to verify its membership. Thus,
the tags belonging to the ontology, as classes or instances,
have been considered as domain concepts and have been
the focus of our work.

• Mapping the ontological data using the extended concep-
tual graphs formalism This consists in moving from the
abstract level of an image toward its conceptual descrip-
tion level. In fact, the image conceptual description level is
achieved bymapping the ontological data, in particular, the
semantic relationships and the specific properties of the fil-
tered and organized tags, on the extended conceptual graph
formalism ECGF. Subsequently, the various conceptual
models derived froman image aremerged anddrawnon the
same graph. It should be mentioned that we have extended
the formalism of the conceptual graphs defined in [78], so
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Fig. 4 An example of the semantic facets modeling process

that the concepts and the conceptual relationships as well
as the conceptual features can be presented [51].

• Generating the semantic facet pattern of an image This
consists in deducing the corresponding semantic facet pat-
tern of an image from its conceptual description model.
This pattern enables to identify the different semantic
facets of such an image and serves as support for the future
annotation process. For example, we can deduce from the
start and the end date of an event its unfolding season. We
can deduce also the name of a monument location from its
GPS information.

Figure 4 gives an example of a semantic facet modeling pro-
cess corresponding to a socio-tagged image.

The generated semantic facet patterns have been saved in
XML files as presented in Fig. 5.

3.2 Overview of the semantic annotation
and inference process

After themodelization of the image semantic facets, a seman-
tic annotation process has been defined. The aim of this
process consists in assigning semantic information to the
socio-tagged images, so that afterward, the new knowledge
becomes the focus of the research process. For this reason,
three steps have been defined:

• Semantic annotation This consists in constructing a set
of semantic rules that use the tags associated with the

Fig. 5 An example of a semantic facet pattern saved in XML file

social images as basic information and rely on the knowl-
edge derived from the adopted ontology to generate
taxonomic, qualification, spatial and temporal semantics,
which express the different semantic facets of an image.
These semantic rules have been presented via the logic of
predicates.

• Semantic inferenceThis consists in generating new seman-
tics by defining new semantic rules. Its policy is based on
the front chaining. For more details on the semantic anno-
tation and inference rules, readers can refer to [77].

• Enrichment of the used ontology This consists in enriching
the initial adopted ontology with the generated seman-
tic rules, where a semantic rule is characterized by its
type (taxonomic, spatial, temporal or qualificative rule).
In addition, each resulted semantic value has been defined
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Fig. 6 An extract of the enriched ontology

by its semantic facet. An extract of the RDF of the enriched
ontology is presented in Fig. 6.

Indeed, in our work we have adopted «Touring8» ontol-
ogy, which presents the concepts used in the tourism domain,
tomodel and annotate a set of socio-tagged images. Formally,
this ontology is presented byOn: (COn,ROn,XOn, IOn,POn),
where COn, ROn, XOn, Ion and POn are, respectively, the
set of concepts, relationships between the concepts, axioms,
instances and properties. To take into account the semantic
rules as well as the semantic facets, we proposed to enrich
this ontology with new components called «SemanticRule»

8 http://www.owltouring.org/ Last visited 08/08/2016.

and «SemanticFacet». Thus, the new formal definition of the
enriched ontology is: On: (COn, ROn, XOn, IOn, POn, SROn,
SFOn), where SROn is the set of rules and SFOn is the set of
semantic facets that can have the semantic values provided
following the run of these semantic rules. Figure 7 represents
the meta-model of the initial ontology and the performed
extension.

We define the ontology properties as follows:

• HasSet property For each concept c, relation r, axiom a,
instance i and property p of the ontology On (COn, ROn,
XOn, IOn, POn, SROn, SFOn), with c ε COn, r ε ROn, a ε

XOn, i ε IOn and p ε POn, theHasSet property is generated.
For each generated HasSet property, ∃ c ε COn, r ε ROn,
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Fig. 7 Ontology meta-model: a initial ontology, b enrichment of the ontology

a ε XOn, i ε IOn and p ε POn/ c is a subset of concept of
SetOfConcepts, r is a subset of relation of SetOfRelations,
a is a subset of axiom of SetOfAxioms, i is a subset of
instance of SetOfInstances and p is a subset of property
of SetOfProperties. Likewise, for each semantic rule sr ε

SROn and semantic facet sf ε SFOn of the ontologyOn, we
define the HasSet property. Thus, if the HasSet property
is generated, ∃ sr ε SROn and sf ε SFOn, sr is a subset of
semantic rule of SetOfRules and sf is a subset of semantic
facet SetOfSemanticFacets of the generated semantics.

• DefinedBy property For each concept c ε COn, the
DefinedBy property is generated in order to indicate that
the concept c is defined by the property p, where p ε POn.

• InstanciedFrom property For each instance i ε IOn, the
InstanciedBy property is generated in order to indicate that
i derives from c, where c ε COn.

• HasValue property For each instance i ε IOn and p ε POn,
theHasValue property is generated in order to indicate that
i has a value that corresponds to its property p.

• ComposedBy property The composedBy property is gen-
erated in order to indicate that the axiom a is composed
of the triple (ci, r, cj), such as a ε XOn, (ci, cj) ε COn and
r ε ROn. Similarly, ∃ sra, srb and src ε SROn, (ci, cj, ck) ε

COn (where ck is a superclass of cj and cj is a superclass

of ci), (rn, rm) ε ROn, i ε IOn and p ε POn, the composedBy
property is generated in order to indicate that the rule sra
is composed of the triplets of the couple (i, p, v)∧(i, rn,
ci), the rule srb is composed of the triplets of the couple
(i, rn, ci)∧(ci, rm, cj) and the rule src is composed of the
triplets of the couple (ci, rm, cj)∧(cj, rm, ck).

• HasSemantic property For each semantic rule sr ε SROn,
the HasSemantic property is generated to indicate that the
semantic rule sr has a semantic value as result.

• HasFacet property For each semantic rule sr ε SROn, the
HasFacet property is generated in order to indicate that
the semantics resulting from the execution of the rule sr is
characterized by the semantic facet sf , with sf ε SFOn.

• HasRule property For each concept c εCOn and instance i ε
IOn, theHasRule property is generated in order to indicate
that the application of the semantic rule sri is granted to
the concept c and the application of the semantic rule srj
is granted to the instance i, with (sri, srj) ε SROn.

4 Semantic clustering process

People often rely on an image search system to browse
and consult images. However, image search systems dis-
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Fig. 8 Semantic-based image clustering process

play retrieved images as long and paged image list does
not enable users to obtain overall view of retrieved images
and make the localization of the target image a hard and
a time-consuming task. To help users browse and consult
images, an image summarization technique is an urgent need.
Image clustering and representative image selection (called
canonical view) are efficient and effective techniques used
for summarizing image data. Within this context, we pro-
pose in our work an image search system that summarizes
the interrogated images in semantic groups. The policy of
the grouping process consists in using socio-tagged images
after executing the modeling and annotation processes. To
support the online semantic-grouped image search process,
we propose to precompute image clusters offline. Figure 8
presents the different stages of the proposed semantic-based
image clustering process.

• Data presentation

The semantic data attributed to the images after executing
the modeling and annotation processes are presented based
on a qualitative vectorial model so that if a semantics is asso-
ciated with an image, the corresponding value is 1 and 0
otherwise. Thus, each image is characterized by a Boolean
vector that indicates the presence or absence of a semantic
value.

• Measurement of the semantic similarities between images

To estimate the semantic similarity between two images,
the distance of Cohen’s kappa [79] is applied. Indeed,
Cohen’s kappa coefficient, which is a measure created by
Jacob Cohen, is still considered as the most accurate mea-
sure enabling to quantify the relationship between two items
with qualitative representations. The general expression of
Cohen’s kappa is presented by Eq. (1):

k � Pr(a) − Pr(e)

1 − Pr(e)
(1)

• Execution of the clustering algorithm

To cluster the annotated images into different sub-topics,
k-means algorithm [80] is applied. Indeed, k-means cluster-
ing is amethod frequently used for automatically partitioning
a set of data into k groups. The following pseudocode
describes the general iterations of the k-means algorithm:

1. Choose the number of clusters
2. Choose and assign the initial centroids
3. For di <� Nb instances

(i) Calculate the distance of di to each centroid
(ii) Assign di to the more closest cluster’s centroid

4. For Ci <� Nb clusters
Recalculate the position of the cluster’s centroid

5. Repeat steps 3 and 4.
6. The algorithm converges when there is no further change

in assignment of instances to the clusters.

Three challenges are encountered at this level: The first is
about the choice of the number of clusters and the second
concerns the selection of the initial centroids, while the third
is about the calculation of the clusters’ centroids when it
consists of a binary data stream.

• How to choose the optimal number of clusters? Determin-
ing the optimal number of clusters when applying k-means
algorithm is a fundamental step because this number has a
considerable influence on the performance of the cluster-
ing results. In this work, we use three popular methods,
namely: Elbow [81], Average Silhouette [82] and Gap
Statistic [83] methods, to determine the optimal number
of clusters. The k value that we choose is the one which
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Fig. 9 Iterations of calculation
of a new cluster’s centroid (an
example)

Fig. 10 Measure of semantic similarities between images with very important semantic data flow (example)

is obtained by at least two methods. In the situation where
the three methods generate three different results, we ran-
domly choose one of these values.

• How to select the best initial centroids? To optimize the
selection of the initial centroids, we rely on the improved
Pillar algorithm [84] according to which the first centroid
is the closest one to all the other instances of the data space.
The data point with the maximum distance from the pre-
viously selected centroid is considered the next centroid.
Likewise, the other centroids are selected in an iterative
manner by calculating the distance metrics and choosing
the data point with the maximum distance from the previ-
ously selected centroids.

• How to calculate the new gravity centers? To calculate the
gravity center when the data flow is binary, we propose
to select the closest one to all the other instances of the
data space. This consists first in calculating the distance
between all the instances of the data space. Then, add the
distances of each instance compared to the others and cal-
culate the averages. The instance with the highest average
distance will be the new centroid of the cluster as it is the
closest to all the other instances. Figure 9 illustrates an
example of calculation of a new cluster’s centroid.

Despite the fact that we have optimized the choice of the
number of clusters and started from the best initial centroids
when applying k-means algorithm, unsatisfactory clustering
results have occurred. This is due to the application of kappa
distance to measure the semantic similarities between a large
number of images with very important semantic data flow.

In the example shown in Fig. 10, the candidate image
I1 is semantically more similar to the centroid C2 than the
centroids C1, C3 and C4. However, the semantic measures
generated by kappa distance enable to associate I1 with the
centroids C1 or C3. Therefore, noisy clustering results can
be generated.

To resolve this issue, a solution consists in dividing the
set of images into various semantic interest fields in order to
restrain the semantic data space. In this context, we recall that
the semantic content of an image can be described accord-
ing to different semantic facets (taxonomic, temporal, spatial
and qualification) of the different semantic views (structural,
behavioral and event), as referred in our previous work [51].
Thus, we propose to execute the image clustering process
at two successive levels (two-level-based image clustering
process):
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Fig. 11 Clustering images using the similarity measures of the binary presentation vectors of the image semantic facets (example)

Fig. 12 Clustering images using the similarity measures of the binary presentation vectors of the image semantic concepts (example)

• Semantic Facet-based Image Clustering This consists in
separating the images that are semantically very distant, by
applying k-means algorithm and using the semantic sim-
ilarity measures of the binary presentation vectors of the
image semantic facets. The binary presentation vectors of
the image semantic facets are generated according to the
different semantic facets of the image semantic concepts.
Thus, if an image has at least one semantic concept for
a semantic facet, the corresponding value is 1 and 0 oth-
erwise. In the example shown in Fig. 11, the image I1 is
semantically more similar to the imagesC2 and C4, based
on the results of the semantic similarity measures of the
image semantic facets. Therefore, there is a great chance
so that these three images become included in the same
cluster, while the images C1 and C3 become classified in
other different clusters because they have weak semantic
similarities with I1.

• Semantic Concept-based Image Clustering This consists
in partitioning each group of images resulted from the

semantic facet-based image clustering into a set of sub-
groups, by applying k-means algorithm and using the
semantic similarity measures of the binary presentation
vectors of the image semantic concepts. In the example
shown in Fig. 12, the candidate image I1 is semantically
more similar to the centroid C2, based on the results of
the semantic similarity measures of the image semantic
concepts.

The two-level-based image clustering process can be pre-
sented as shown in Fig. 13.

The results of the two-level-based image clustering pro-
cess are saved in an XML file as presented in Fig. 14.

The centroids are inserted in the RDFfile as representative
images of the clusters. An extract of the RDF of the enriched
ontology is presented in Fig. 15.
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Fig. 13 Two-level-based image clustering process

Fig. 14 Results of the semantic concept-based image clustering saved
in an XML file

5 Semantic research process

Tag-based image retrieval has not been proved effective in
the field of Information Retrieval (IR). A major limitation
of this axis is that it is semantically very weak because of
the ambiguity of the tags, which makes it unsuitable for
the IR’s needs. Thus, the semantic-based reformulation of
the tag-based user’s queries is a promising solution, which

helps improve the research by providing semantically rele-
vant results. Figure 16 presents the different stages of the
proposed semantic-based image research process including
the tag-based query semantic reformulation as well as the
filtering and the re-ranking of the interrogated image sub-
groups.

5.1 Ambiguous query reformulation

The interrogation process that we suggest consists in auto-
matically transforming a tag-based query from the textual
form toward an interrogation language, in our case SPARQL.
Thus, we propose first to create an intermediate level
that enables to move from an ambiguous query toward a
semantic-based query by using the properties of the ontology
previously presented in Fig. 7.

Given that the input of the interrogation process is
described by a set of terms sent by a user, any query carrying
on the search of the concept ci, such as ci ε COn, is trans-
lated by the property HasSet (). Therefore, an initial query
carrying on the search of the concepts {c1, c2, …, cN}, such
as {c1, c2, …, cN} ε COn, can be formulated as demonstrated
by Formula 1:

(1)

HasSet (c1,COn) ∧ HasSet (c2,COn)

∧ · · · ∧ HasSet (cN ,COn)
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Fig. 15 Enrichment of the
ontology by the clustering
information

Fig. 16 Semantic-based image research process

The second step consists in determining the different
semanticmeanings that can have each concept ci of the initial
query by deducing their final descendants (sub-concepts or
instances). Thus, ∃ ci ε COn, such as HasSet (ci, COn), ∃ cj ε

COn, such asHasSet (cj, COn) and ∃ r ε ROn, such asHasSet
(r, ROn), the property ComposedBy (cj, r, ci) is generated to
indicate that cj is a direct sub-concept of ci, such that r repre-
sents the relation «is-a». On the other hand, ∃ ci ε COn, such
as HasSet (ci, COn) and ∃ ia ε IOn, such as HasSet (ia, IOn),
the property InstanciedFrom (ia, ci) is generated to indicate
that ia is an instance of ci. The new reformulation based
on the semantic meanings can be therefore demonstrated by
Formula 2 such as ∃ cij ε COn is a final sub-concept of the
concept ci and ∃ iak ε IOn is an instance of the concept ca,
cij and iak are translated by the property HasSet ().

(2)

HasSet(ci1,COn) ∧ HasSet(ci2,COn)

∧ · · · ∧ HasSet(cNM ,COn)

∧ HasSet(i a1, I On) ∧ HasSet(i a2, I On)

∧ · · · ∧ HasSet(iXY , I On)

The third step consists in determining the different seman-
tic rules associated with the semantic meanings of the
reformulated query. In general, a query carrying on the search
of the concepts and instances {c1, c2, …, cN , i1, i2, …, iX},
with ci ε COn and ia ε IOn, can have a new reformulation
demonstrated by Formula 3 such as: ∃ srij ε SROn is a seman-
tic rule granted to the concept ci, the property HasRule (ci,
srij) is generated, and ∃ srak ε SROn is a semantic rule granted
to the concept ia, the propertyHasRule (ia, srak) is generated.
The rules srij and srak are translated by the property HasSet
() such as:

(3)

HasSet(sr i1, SROn)∧HasSet(sr i2, SROn)

∧ · · · ∧ HasSet(srNM , SROn)

∧ HasSet(sra1, SROn)

∧ HasSet(sra2, SROn) ∧ · · ·
∧ HasSet(srXY , SROn)
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The fourth step consists in deducing the different semantic
concepts generated following the run of the semantic rules
associated with the semantic meanings of the reformulated
query. Thus, for each semantic rule sri ε SROn, the prop-
erty HasSemantic (sri, si) is generated to indicate that the
application of the semantic rule sri has a semantic value as
results. Formula 4 demonstrates the semantic concept-based
reformulation of the initial user’s query.

(4)

HasSemant i c(sr1, s1)

∧ HasSemant i c(sr2, s2) ∧ · · ·
∧ HasSemant i c(srN , sN )

The fifth step consists in building a final semantic concept-
based query by avoiding any redundancy of semantic con-
cepts, as shown in Formula 5.

(5)Si ∧ S j ∧ Sk ∧ · · · ∧ Sz

The steps of reformulation of an ambiguous user’s query
by semantic concepts are defined by the Algorithm 1 such
as:

• NbOfTermes (): enables to count the number of ontological
concepts of a query.

• getConcept (): enables to return a concept according to its
order within a query.

• hasSubConcepts (), hasInstances (), hasSemantic-Rules
(): enable to verify whether a concept has sub-concepts,
instances and semantic rules, respectively.

• getFinalConcepts (), getInstances (), getSemantic-Rules
(): enable to return the final sub-concepts, instances and
semantic rules of a concept, respectively.

• getSemanticConcept (): enables to return the semantic
generated following the run of a semantic rule.

• AvoidRedundancy (): enables to avoid any redundancy of
semantic concepts of a query.
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Fig. 17 Filtering and re-ranking steps of the returned image subgroups

5.2 Automatic construction of the SPARQL query

Once the ambiguous user’s query is reformulated, we move
to the construction of the interrogation query. This consists in
automatically translating the semantic concept-based query
into interrogation language (such as SPARQL language,
recommended by the W3C since 2008). The SPARQL inter-
rogation consists in searching in the Semantic nodes of the
RDF of the enriched ontology the literals: {Si, Sj, Sk ,…, Sz}
to interrogate the representative images of the clusters that
are semantically correlated to the reformulated query. Once
the target centroids are selected, the images of each cluster
are interrogated from the XML file. The general expression
of the SPARQL query is presented as follows:

5.3 Filtering and re-ranking the returned image
subgroups

Following the run of anSPARQL interrogation, a set of image
clusters semantically correlated with the reformulated query
is returned. However, these clusters have various seman-
tic similarity degrees compared to the interrogation query.
Therefore, it is interesting to filter the clusters that have weak
semantic correlations with the query. In this regard, we pro-
pose to fix a ε value so that the clusters that have semantic

similarities less than ε are considered irrelevant and there-
fore must be filtered. The relevant image clusters are then
re-ranked so that the ones that have high semantic similarity
degrees are ranked before the ones that have lower semantic
similarity degrees. The filtering and re-ranking steps of the
returned image subgroups consist in:

• Step 1 Presenting the semantic concepts of the interroga-
tion query by a binary vector.

• Step 2 Searching in the RDF file, the semantic concepts
correlated with each cluster’s representative image.

• Step 3 Presenting the semantic concepts of each cluster’s
representative image by a binary vector.

• Step 4 Measuring the semantic similarity between each
centroid’s binary presentation vector and the query’s
binary presentation vector.

• Step 5 Filtering the irrelevant interrogated image clusters.
• Step 6 Re-ranking the pertinent clusters according to the
semantic similarity measures between their centroids and
the interrogation query.

Figure 17 shows the different steps of the filtering and
re-ranking of the returned image subgroups.

6 Experimental evaluations

To endorse the efficiency of the suggested Semantic-based
Social Image Retrieval System, we designed a prototype
called “Socio-touring tool,” which consists of three models,
namely: administrator, expert and user’s models.

These models help ensure the modelization, annotation
and grouping of a set of images, to be semantically interro-
gated, and help conduct a series of experiments to evaluate
the output results of each functionality. Since there are no
specific preprepared image collections for each domain of
interest, we have conducted this work by constructing a col-
lection of test images. These images are taken from the social
networkFlickr, and they are related to the tourismfiled. After
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Fig. 18 Web interface developed to extract the test image collection

modeling and annotating the socio-tagged images, we have
carried out a series of experiments to evaluate the clustering
and research processes.

6.1 Construction of a test image collection

With over millions of users and billions of images, Flickr
is a social media service that has rapidly evolving in recent
decades. The most important reason for the interest Flickr
may be because of its policy of tagging. Furthermore, Flickr
provides to the developers a PHP API (FlickrPHP), which is
available for no-commercial use.

Within this context and for constructing a tourist image
collection, we have used the model provided by the RI work
of [85, 86]. In terms of implementation, we have constructed
the test collection following two steps:

• First, we have collected n � 180 photograph queries
that illustrate popular tourist attractions (e.g., churches,
bridges, historic monuments, etc.) to ensure their identifi-
cation later on, by a large number of users. They are also
chosen to fit in the spatial neighborhoods of other images
and vice versa.

• Second, each query photograph is loaded on theWeb inter-
face thatwehavedeveloped, to extract a set of socio-tagged
photographs from the free database of Flickr. The loca-
tion coordinates of each query image are automatically
extracted from its format. In addition, the Web interface
enables to introduce the radius of the photograph recovery
as well as the maximum number of photographs to down-
load (for example, in Fig. 18, a maximum number of 50
images and a distance of 5 km are chosen).

As a result, we have ended up with a test collection that
includes 25.000 separate images and 15.562 unique tags.

6.2 Implementation of the prototype“Socio-touring
tool”

As previously mentioned, “Socio-touring tool” consists of
three modules such as:

• Administrator’s model It helps automatically model the
semantic facet patterns of the test collection images, ini-
tially tagged by the social community. These images are
then automatically annotated by applying a set of semantic
and inference rules. The next step consists in classifying
the images based on the semantic information associated
with them. This model also offers the possibility to consult
the evaluation results generated following the run of the
suggested experiments.

• Expert’s model It enables the experts in semiotics and
tourism domain to express their opinions about the model-
ing, annotation, clustering and querying of the images of
the test collection.

• User’s model It makes it possible to enter the user’s query,
reformulate it, interrogate the pertinent image subgroups
and visualize the returned results.

Figure 19 shows the global architecture of the Socio-
touring tool.

Indeed, the prototype “Socio-touring tool” consists of
many interfaces among which:

• An interface that helps browse the test image collection
and generate for each image its corresponding semantic
facet pattern that is saved in an XML file (Fig. 20).

• An interface that helps automatically annotate themodeled
images and save the resulted annotation information in the
RDF file of the used ontology (Fig. 21).

• An interface that helps cluster the annotated images by
specifying the clustering process parameters, saving the
resulted clustering information and consulting the results
of the application of Elbow, Silhouette and Gap Statistic
results (Fig. 22).

• An interface that helps the experts in tourism domainman-
ually classify the test images (Fig. 23).

• An interface that helps users enter their queries, automat-
ically reformulate them to interrogate the pertinent image
subgroups and visualize the returned results (Fig. 24).

6.3 Evaluation of the image semantic clustering
process

In order to evaluate the proposed image semantic clustering
process, we have relied on the method suggested by Im et al.
[87], which is adopted for testing the large collections of
data. In fact, this method consists in selecting from each
1.000 images of the test collection 100 sample images. These
images are considered as exemplary images and constitute
the focus of the experiments that will be performed.

It should be noted that we have constructed a collection
of 25.000 images among which 2.500 images are selected as
samples to evaluate the semantic clustering process. Three
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Fig. 19 General architecture of
Socio-touring tool

Fig. 20 Administrator interface: semantic modeling process

Fig. 21 Administrator interface: semantic annotation process

experts in semiotics have first chosen and named a set of 49
images from the sampled images. These images have been
considered as centroids of the classes built by the experts in
the tourism domain during the manual classification. More-
over, it should be mentioned that the optimum numbers of
clusters that have been considered after applying Elbow, Sil-

Fig. 22 Administrator interface: semantic clustering process

Fig. 23 Expert opinion interface: image classification

houette andGap statisticmethods in the one-level-based and
the two-level-based image clustering processes are 30 and 51,
respectively. Therefore, we conclude that the optimum num-
ber of clusters obtained when applying the two-level-based
image clustering process is closer to the real value chosen by
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Fig. 24 User research interface

Fig. 25 Results of the Elbowmethod to determine the optimum number
of clusters when applying the one-level-based image clustering process

the experts in semiotics than the one obtained when applying
the one-level-based image clustering process.

The results generated following the application of the
methods of optimization of the number of clusters in the two
image clustering processes are presented as follows (Figs. 25,
26, 27, 28, 29, 30):

After choosing the centroids of the clusters by the experts
in semiotics, five experts in the tourism domain have classi-
fied the 2.451 remaining test images based on their seman-
tics. Indeed, the manual image classification is intended to
construct a basic reference adopted when evaluating the sug-
gested image semantic clustering process.

The procedure of evaluating the image semantic cluster-
ing process is guided by the technique suggested by Ricardo
et al. [88], which is intended to evaluate the performance of
IR systems. Thus, the precision, recall and F-measure are
computed as indicated by Eqs. (2), (3) and (4):

Precision �
n∑

k�1

Ir
It

(2)

Fig. 26 Results of the Silhouette method to determine the optimum
number of clusters when applying the one-level-based image clustering
process

Fig. 27 Results of the Gap statistic method to determine the optimum
number of clusters when applying the one-level-based image clustering
process

Fig. 28 Results of the Elbowmethod to determine the optimum number
of clusters when applying the two-level-based image clustering process

Recall �
n∑

k�1

Ir
Is

(3)

F-measure � 2 ∗ Precision ∗ Recall

Precision + Recall
(4)
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Fig. 29 Results of the Silhouette method to determine the optimum
number of clusters when applying the two-level-based image clustering
process

Fig. 30 Results of the Gap statistic method to determine the optimum
number of clusters when applying the two-level-based image clustering
process

where Ir represents the number of relevant images assigned
to the cluster k, It represents the total number of images
assigned to the cluster k and Is represents the number of
images that must be really assigned to the cluster k.

The evaluation results of the one-level-based image
semantic clustering process are in the order of 53.83% in
terms ofmean average precision (MAP) and 47.31% in terms
of average recall (AvgR). However, the evaluation results of
the proposed two-level-based image semantic clustering pro-
cess are in the order of 87.77% in terms of MAP and 84.60%
in terms of AvrR. Therefore, the image semantic clustering
process at two levels outperforms in terms of averageF-score
(AvgF) performance compared to the AvgF performance of
the image semantic clustering process at one level. Table 1
summarizes the different obtained evaluation results.

Figure 31 shows the different evaluation results of the
one-level-based and the two-level-based image semantic
clustering processes. It should be mentioned that the eval-
uation results of the 2.500 sampled images are divided into

Table 1 Average precision, recall and F-measure: performance com-
parison (in %) of the one-level-based and the two-level-based image
semantic clustering processes

MAP. AvgR. AvgF.

One-level-based image semantic clustering
process

53.83 47.31 50.35

Two-level-based image semantic clustering
process

87.77 84.60 86.15

Fig. 31 Evaluation results of the one-level-based and the two-level-
based image semantic clustering processes

five groups of ten classes each, with the exception of the last
group that consists of nine classes.

The provided evaluation results prove that the application
of the image semantic clustering at two levels ismore efficient
than that of the application of the image semantic clustering
at one level.

6.4 Evaluation of the image semantic research
process

To evaluate the performance of the proposed semantic
research process, we have conducted experimental studies on
the image collection that we have constructed. Thus, all the
25.000 images of the collection are employed as the database
images for retrieval. In addition, we have chosen a set of
12 common ambiguous tag-queries, including skiing, div-
ing, festival, etc. Five experts in the tourism domain have
used these queries to indicate among the interrogated images
the ones that are relevant and the ones that are missing.

In order to find the best performance of the proposed
research process adopting the two-level-based image seman-
tic clustering, different sizes of the semantic vocabulary (20,
50, 100, 150 and 200) using different semantic vocabulary
percentages (10, 25, 50, 75 and 100%) per query are formu-
lated. Indeed, the vocabulary size is an important parameter
that affects the performance of the proposed technique.
Increasing the size of the semantic vocabulary at a certain
level for compact representation of the semantic contents of
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Table 2 Performance
comparison and statistical
analysis of different sizes of the
semantic vocabulary and
different percentages of
semantic vocabulary per query
on the constructed collection of
tourist images

% of semantic
vocabulary
per query

Performance analysis in terms of the MAP performance (in %) on the
different sizes of the semantic vocabulary

20 50 100 150 200

10% 76.71 78.02 80.37 82.64 85.65

25% 76.88 78.42 80.77 82.92 86.03

50% 77.38 78.26 80.98 83.31 86.22

75% 77.60 79.55 81.47 84.58 86.53

100% 77.87 79.88 81.76 84.85 86.86

MAP 77.29 78.83 81.07 83.66 86.26

SD 0.486 0.832 0.553 0.997 0.464

SE 0.217 0.372 0.247 0.445 0.207

Confidence
interval

76.68–77.89 77.79–79.86 80.38–81.75 82.42–84.89 85.68–86.83

Nonparametric statistical analysis using Wilcoxon matched-pairs signed-rank test

Z value 2.023 2.023 2.023 2.023 2.023

P value 0.043 0.043 0.043 0.043 0.043

Bold value indicate the best performance

the images increases the performance of the image retrieval,
while larger sizes of the semantic vocabulary result in over-
fitting that also decreases the image retrieval performance.
Query size can also affect the quality of the results. Increasing
the size of the semantic query increases the retrieval perfor-
mance, but the large size of the query tends to overfit.

The procedure of evaluating the image research process is
also guided by the technique suggested by Ricardo et al. [88].
Thus, the precision, recall and F-measure are computed as
indicated by Eqs. (5), (6) and (4):

Precision �
n∑

k�1

Jr
Jt

(5)

Recall �
n∑

k�1

Jr
Js

(6)

where Jr represents the number of relevant images interro-
gated as a response to the query q, Jt represents the total
number of images interrogated as a response to the query q
and Js represents the number of images that must be really
interrogated as a response to the query q.

Table 2 presents the experimental details of the pro-
posed research process adopting the two-level-based image
semantic clustering on different sizes of the semantic vocab-
ulary using different percentages of semantic vocabulary per
query. The best MAP performance of 86.86% is achieved
on a vocabulary size of 200 semantics using 100% semantic
vocabulary per query. In order to verify the statistical signif-
icance of the experimental results of the proposed research
process adopting the two-level-based image semantic clus-
tering, the results of the statistical analysis are also reported in
Table 2. The statistical results of the nonparametricWilcoxon

matched-pairs signed-rank test are reported by comparing
the obtained MAP performance on a vocabulary size of 200
semantics with other reported semantic vocabulary sizes (20,
50, 100 and 150) using the standard 95% confidence interval
value. According to the statistical results of the nonparamet-
ric Wilcoxon matched-pairs signed-rank test, the proposed
research process adopting the two-level-based image seman-
tic clustering is statistically effective because the value of P
is less than the level of the significance (i.e.,∝≤0.05) for all
the reported semantic vocabulary sizes.

The proposed research process adopting the two-level-
based image semantic clustering is also statistically more
accurate than the state-of-the-art CBIR techniques [18, 89]
using visual vocabulary sizes of 200 visual words on the
Corel-A image Benchmark.

In order to demonstrate the robustness of the proposed
research process adopting the two-level-based image seman-
tic clustering, the performance analysis in terms of MAP
versus different sizes of the semantic vocabulary is also
compared to the MAP performance of the research pro-
cess adopting the one-level-based image semantic clustering,
whose experimental details are shown in Fig. 32. According
to the experimental details, the proposed research process
adopting the two-level-based image semantic clustering out-
performs in terms of the MAP performance compared to the
research process adopting the one-level-based image seman-
tic clustering, on all the reported semantic vocabulary sizes.

It should be noted that we have obtained a MAP per-
formance of 86.90% when applying the proposed research
process adopting the two-level-based image semantic clus-
tering on a vocabulary size of 208 semantics using 100%
semantic vocabulary per query. We conclude so that the pro-
posed research system adopting the two-level-based image
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Fig. 32 Performance comparison (in %) in terms of MAP performance
between the proposed research process adopting the two-level-based
image semantic clustering and the research process adopting the one-
level-based image semantic clustering on different sizes of the semantic
vocabulary on the constructed image collection

semantic clustering is scalable, and we can therefore expand
the semantic vocabulary size, unlike the competitor research
system adopting the one-level-based image semantic cluster-
ing, where the best MAP performance of 54.17% is achieved
on a vocabulary size of 100 semantics using 100% semantic
vocabulary per query, as well as the state-of-the-art CBIR
techniques [18, 89].

Moreover, it should be recalled that the interrogated image
clusters can include a set of clusters with a weak semantic
correlation versus the reformulated query, which should be
filtered. Within this context, we have conducted a series of
experiments in order to vary the ε value to obtain the opti-
mal harmonic mean in terms of F-score that combines MAP
and average recall (AvgR). Indeed, when fixing ε value, the
clusters that have semantic similarities less than ε are con-
sidered irrelevant and therefore are filtered. Tables 3 and 4
summarize the different evaluation results obtained by vary-
ing ε value, when applying the research process adopting the
one-level-based image semantic clustering on a vocabulary
size of 100 semantics using 100% semantic vocabulary per
query, and when applying the research process adopting the
two-level-based image semantic clustering on a vocabulary
size of 200 semantics using 100% semantic vocabulary per
query.

Based on the results illustrated, respectively, in Tables 3
and 4, we conclude that the research process adopting the
one-level-based image semantic clustering on a vocabulary
size of 100 semantics using 100% semantic vocabulary per
query provides the optimum F-score when fixing ε value at
0.46 and that the research process adopting the two-level-
based image semantic clustering on a vocabulary size of
200 semantics using 100% semantic vocabulary per query
provides the optimum F-score when fixing ε value at 0.38.
Therefore, when applying the research process adopting the

Table 3 Average precision, recall and F-measure: performance com-
parison (in %) when varying ε value and applying the research process
adopting the one-level-based image semantic clustering on a vocabulary
size of 100 semantics using 100% semantic vocabulary per query

Research process adopting the
one-level-based image semantic
clustering

MAP. AvgR. AvgF.

ε � 0 24.30 62.42 34.98

ε � 0.25 28.64 58.83 38.52

ε � 0.35 34.56 56.96 43.01

ε � 0.46 54.17 50.73 52.39

ε � 0.5 57.66 33.24 42.16

ε � 0.7 66.73 26.13 37.55

Bold values indicate the best performance

Table 4 Average precision, recall and F-measure: performance com-
parison (in %) when varying ε value and applying the research process
adopting the two-level-based image semantic clustering on a vocabulary
size of 200 semantics using 100% semantic vocabulary per query

Research process adopting the
two-level-based image semantic
clustering

MAP. AvgR. AvgF.

ε � 0 27.82 83.34 41.71

ε � 0.25 35.24 83.27 49.52

ε � 0.35 77.87 83.16 80.42

ε � 0.38 86.86 83.10 84.93

ε � 0.5 87.27 42.02 56.72

ε � 0.7 87.41 36.17 51.16

Bold values indicate the best performance

one-level-based image semantic clustering, the clusters that
have semantic similarities less than 0.46 versus the refor-
mulated query are considered irrelevant and therefore are
filtered. While when applying the research process adopting
the two-level-based image semantic clustering, the clusters
that have semantic similarities less than 0.38 versus the refor-
mulated query are considered irrelevant and therefore are
filtered.

On the other hand, and in order to observe the effect of the
suggested users’ query semantic reformulation on the quality
of the returned search results, we have conducted experimen-
tal studies on the constructed collection of tourist images
using both the users’ tags associatedwith these images by the
social community and the semantic annotations associated
with them after executing the semantic annotation process.
According to the experimental results shown in Table 5, the
evaluation results of the research process of the images asso-
ciated with the users’ tags are in the order of 70.15% in terms
of MAP and 23.63% in terms of AvgR.While the evaluation
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Table 5 Comparative analysis
(in %) in terms of the evaluation
metrics of the proposed research
process adopting the
two-level-based image semantic
clustering with its competitors
on the constructed image
collection

Ambiguous
tag-queries

Performance
measures

Research process
performed on
images associated
with the users’
tags

Research process
adopting the
one-level-based
image semantic
clustering

Proposed research
process adopting
the
two-level-based
image semantic
clustering

Festival Precision 61.65 51.40 88.45

Recall 25.40 47.90 82.70

F-measure 35.97 49.58 85.47

Sport Precision 92.25 62.23 100

Recall 44.10 60.80 98.00

F-measure 59.67 61.50 98.98

Diving Precision 70.58 56.50 92.33

Recall 20.40 50.80 89.10

F-measure 31.65 53.49 90.68

Skiing Precision 69.13 57.32 93.33

Recall 32.70 53.20 88.20

F-measure 44.39 55.18 90.69

Religious
celebration

Precision 88.81 56.87 100

Recall 13.50 54.60 96.70

F-measure 23.43 55.71 98.32

Bridge Precision 64.26 52.46 87.35

Recall 25.00 47.90 83.60

F-measure 35.99 50.07 85.43

Monument Precision 60.97 50.95 85.08

Recall 27.50 48.20 81.60

F-measure 37.90 49.53 83.30

Palace Precision 57.64 47.67 66.74

Recall 26.40 45.10 63.80

F-measure 36.21 46.34 65.23

Tower Precision 60.05 55.03 70.58

Recall 24.50 50.30 66.90

F-measure 34.80 52.55 68.69

Column Precision 61.08 48.08 65.61

Recall 11.30 45.30 62.20

F-measure 19.07 46.64 63.85

Sliding Precision 91.22 58.11 100

Recall 15.60 54.80 96.20

F-measure 26.64 56.40 98.06

Riding Precision 64.16 53.42 92.85

Recall 17.20 49.90 88.30

F-measure 27.12 51.60 90.51

MAP 70.15 54.17 86.86

AvgR. 23.63 50.73 83.10

AvgF. 35.35 52.39 84.93

Bold values indicate the best performance
Italic values indicate the results in term of F-measure
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Fig. 33 Performance comparison in terms of F-measure on the tourist
image collection

results of the semantic research process of the images are in
the order of 54.17% in terms of MAP and 50.73% in terms
of AvgR when adopting the one-level-based image seman-
tic clustering process on a vocabulary size of 100 semantics
using 100% semantic vocabulary per query, and they are in
order of 86.86% in terms of MAP and 83.10% in terms of
AvgR when adopting the two-level-based image semantic
clustering on a vocabulary size of 200 semantics using 100%
semantic vocabulary per query. Therefore, we conclude that
the suggested semantic-based image research process outper-
forms in terms of the Average F-score (AvgF) performance
compared to the users’ tags-based image research process.
The provided evaluation results also prove that the appli-
cation of an image research process is more efficient when
we jointly investigate the two processes at ambiguous query
preprocessing and postprocessing levels, especially the pro-
posed two-level-based image semantic clustering process.

A comparative analysis of performance of the proposed
research process adopting the two-level-based image seman-
tic clustering in terms of F-measure is performed with the
research process adopting the one-level-based image seman-
tic clustering and the research process performed on the
collection of tourist images associated with the users’ tags,
whose experimental details are shown in Fig. 33. Figure 33
clearly indicates that the proposed research process adopting
the two-level-based image semantic clustering yields better
performance compared with its competitor techniques, on all
the reported tag-based queries.

A comparative analysis of the proposed research process
adopting the two-level-based image semantic clustering on
the constructed collection of tourist images is also performed
with recent CBIR techniques [12–15, 17, 71] on the Corel-
B image repository, whose details are presented in Fig. 34.
According to the presented experimental results, the sug-
gested approach on a vocabulary size of 200 semantics using

Mehmood et al. [13]

Proposed approach    

Yousuf et al. [12]

Jabeen et al. [14]

Sharif et al. [15]

Mehmood et al. [17]

Mehmood et al. [71]

Fig. 34 Analysis of MAP performance comparison of the proposed
research process adopting the two-level-based image semantic clus-
tering on the constructed collection of tourist images with recent CBIR
techniques on the Corel-B image repository

100% semantic vocabulary per query also outperforms com-
pared to the recent CBIR techniques.

6.5 Computational complexity

The performance of the proposed research process adopting
the two-level-based image semantic clustering is measured
on a computer, whose hardware specifications are as follows:
RAM with 8 GB storage capacity, GPU with 2 GB storage
capacity and Intel Pentium (R) Core i3 microprocessor with
1.7 GHz clock frequency.

The required software resources for the implementation of
the proposed technique are Microsoft Windows 7 operating
system (64-bits) and Eclipse Tool. The average computa-
tional complexity required to reformulate an ambiguous
user’s query consisting of a single word is 0.9809 (s). A
comparative analysis is performed with the computational
complexity required by the recent CBIR techniques for
feature extraction only [13–15, 17, 90], whose details are
presented in Table 6.

Computational complexity of the proposed research pro-
cess adopting the two-level-based image semantic clustering
(i.e., complete framework) is reported by selecting the rep-
resentative images of the clusters. A comparative analysis,
presented in Table 7, is also performed with the computa-
tional complexity of the recent CBIR techniques [13, 17,
91], reported by selecting the image benchmark of the Corel-
1 K, which comprises each image resolution of 384×256 or
256×384.

7 Conclusion and future research studies

In this paper, we present a novel approach to diversify the
research results interrogated on the social image research
systems in order to reduce the tag-based query ambiguity
issue that affects Tag-BIR performance. We jointly investi-
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Table 6 Comparative analysis of the average computational complex-
ity (time in seconds) of the proposed technique required to reformulate
an ambiguous user’s query consisting of a single word with the com-

putational complexity required by recent CBIR techniques for feature
extraction only

Proposed approach Mehmood et al. [13] Jabeen et al. [14] Sharif et al. [15] Mehmood et al. [17] Tian et al. [90]

0.9809 0.1456 0.1730 0.1422 0.0788 5.6

Table 7 Comparative analysis of
the computational complexity
(time in seconds) of the
proposed image retrieval
framework with recent CBIR
techniques

Retrieved
(representative)
images

Proposed approach Mehmood et al. [13] Mehmood et al. [17] Ali et al. [91]

05 (representative)
images

1.6783 0.2880 0.3601 0.3726

10 (representative)
images

2.2892 0.3980 0.4829 0.5178

15 (representative)
images

2.8007 0.6475 0.6901 0.7050

gate two processes at the ambiguous query preprocessing and
postprocessing levels. The Tag-basedQuery Semantic Refor-
mulation process is intended to reformulate the tag-based
users’ queries according to multiple semantic facets using
a set of predefined ontological semantic rules. Besides, the
Multi-level Image Diversification process aims first at clus-
tering images based on their semantic content offline, and
second filtering and re-ranking the returned image cluster
results according to their pertinence versus the reformulated
query online.

In fact, the key advantage of the suggested approach is
its ability to make effective the semantic reformulation of
an ambiguous tag-query in order to guarantee a complete
coverage of all the query aspects and ensure relevance of
the returned results. The proposed approach also enables to
identify at a glance the required images thanks to a seman-
tic clustering of the diversified results. Indeed, the image
clustering process that we propose is executed at two succes-
sive levels: a Semantic Facet-based Image Clustering level
and a Semantic Concept-based Image Clustering level. The
proposed image semantic clustering at two levels improves
the accuracy of the clustering results, when it consists of an
important semantic vocabulary size on a large semantic data
space, compared to the research process adopting a one-level-
based image semantic clustering. The filtering and re-ranking
of the image cluster retrieval results enables to reorder the
retrieved results according to their pertinence versus the
reformulated query, and to achieve higher accuracy rate.
Time-consuming computation tasks, including image sim-
ilarity measures, image clustering and representative image
selection, are precomputed offline to support a lightweight
image search result clustering system.

Experimental studies on a collection of 25.000 images
shared on Flickr prove the effectiveness of the suggested
research process adopting a two-level-based image seman-

tic clustering compared to the research process adopting a
one-level-based image semantic clustering and the research
process based on the users’ tags associated with the images.

The experimental studies also demonstrate that the pro-
posed research process adopting the two-level-based image
semantic clustering on the constructed collection of tourist
images outperforms compared to the recent CBIR techniques
on the Corel-B image repository.

In our future research studies, we are interested in incor-
porating the suggested image semantic clustering process at
two levels on aMapReduce pattern to scale up for large-scale
image data.
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