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Abstract
Text data is often polluted by outlier documents which can significantly influence the performance of classification techniques.
In this paper, we propose an approach based on fuzzy clustering to detect outlier documents. The principle of our approach
is based on the assumption that documents assigned to different clusters with very close degrees are considered as candidate
outliers. Firstly, a semantic data model is built using Doc2Vec framework. Secondly, a fuzzy clustering is performed. Thirdly,
candidate outlier documents are detected based on the different degrees of membership. Finally, for each candidate outlier,
the objective function is recomputed, and a candidate document is considered as outlier when it conducts to considerably
increase the objective function score. To show the effectiveness of our approach, two classification tests, one with original
datasets and the second without outlier, are applied. Experimental results show that discarding outlier from datasets conducts
to improve the performance of classifiers.

Keywords Outlier detection · Fuzzy clustering · Big text data · Doc2Vec modeling · Sparsity · High dimensionality ·
Classification

1 Introduction

Outlier detection, also called anomaly detection, is the pro-
cess that identifies divergent observations, i.e., observations
which are not strongly related to the majority of observations
in the same dataset. Outlier is defined as the set of objects
that are considerably dissimilar from the remainder of the
data [1]. Outlier is generally a data point which is different
from the normal behavior of data points [2], also defined as
a data value that seems to be out of place with respect to
the rest of data [3]. Due to its effectiveness in data-mining
area, outlier detection has been widely studied and attracted
much attention of researchers in several domains including
defense, fraud detection, and agriculture. Various researches
have been conducted on the outlier detection and their appli-
cation in various domains [2–4].

Clustering also called cluster analysis is an efficient and
effective data-mining process for aggregating a set of objects
into clusters (partitions) according to their similarities. Clus-
tering aims to find a structure that aggregates the data into
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some groups with the property that data belonging to a group
(or cluster) are more similar to data in that cluster than
to data in other clusters [5]. Two types of clustering can
be distinguished: crisp clustering also called hard cluster-
ing where each observation is affected completely to only
one cluster. In contrast, fuzzy clustering also called soft
clustering, each observation is assigned to all clusters with
belonging degrees ranging from 0.0 to 1.0. However, dif-
ferent researchers employ different cluster models, and for
each of these cluster models, again different algorithms can
be given [6].

The problem of clustering can be very useful in the text
domain, where the objects to be clusters can be of different
granularities such as documents, paragraphs, sentences or
terms [7]. However, big text data, as its name indicates, it
is characterized by its high dimensionality where redundant
and irrelevant features are often present. The conducted study
[8] proved the inefficiency for measuring proximity in high
dimensionality by showing surprising behavior of distance
metrics.

The importance of this study is to show the effect of out-
lier documents on the behavior of classification techniques,
i.e., showing the effect of removing outlier documents on
the classification accuracy where data which are charac-
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terized by both its sparsity and high dimensionality form
the key issue raised by our approach and characterizes the
points of difference with respect to methods that deal with
numerical data in terms of outlier detection. To deal with the
problem of sparsity and high dimensionality, topic model-
ing techniques are used such as Latent Dirichlet Allocation
(LDA), Latent Semantic Analysis, Nonnegative Matrix Fac-
torization (NNMF) and recently Doc2Vec which proved its
effectiveness in capturing better semantic similarity between
documents.

In text mining, outlier documents carry much noise and
make distance far from discriminative documents; hence,
outlier documents are considered as misleading for a classi-
fier because of the high level of ambiguity they carry, which
finally decrease its performance. In our work, and in order to
make sense to distance measurement when applying a fuzzy
clustering process, Doc2Vec framework is applied.

To show the effectiveness of fuzzy clustering on outlier
detection for big text data, in this paper, we propose a fuzzy
clustering-based approach for detecting outlier documents.
The remainder of this paper is organized as follows. Section 2
presents a literature review on some related works. In Sect. 3,
the proposed approach is presented. Experimental datasets
are presented in Sect. 4. Empirical results are discussed in
Sect. 5. Our research work is concluded in Sect. 6.

2 Literature review

Outlier detection is widely studied and attracted the atten-
tion of several researchers. Due to the vagueness of outlier
techniques, in this section, we review some general meth-
ods using some different techniques that deal with outlier
detection and other related methods focusing specifically on
clustering techniques.

Rousseeuw and Leroy [9] reviewed regression techniques
used to identify outlier in numerical datasets. Identifying out-
lier data points using either simple or multiple regression
is based on an optimization technique called least square
(LS), where a data point represented by its explanatory and
response variables is considered as outlier when it deviates
from the linear relation. For this purpose, a robust fit of data
is used and outliers are those points having large residuals
from the robust equation.

A distance-based algorithm [10] based on large dataset
partition has been designed for outlier detection. Deciding
either a point is outlier or not is based on computing the dis-
tance from its kth nearest neighbor, and then, top n points are
considered as outliers. Firstly, candidate partitions are gener-
ated using BIRCH’s pre-clustering algorithm [11]. Secondly,
an algorithmcallednested-loop algorithm is used for comput-
ing outliers from the candidate partitions. Empirical results
show its efficiency in outlier detection with respect to both

data set size and data set dimensionality outperforming the
nested-loop algorithm and another one called index-based
algorithm.

In the same context, a distance-based approach [12] has
been proposed for detecting outlier in large high-dimensional
datasets. Similar to the proposed algorithm [10], a designed
algorithm called HilOut is designed to efficiently detect the
top n outliers where the sum of the distances separating a
data point from its k nearest-neighbors is used as a weighting
scheme. Data are linearized using the notion of space-filling
curve. Two functions called temporal cost and special cost,
respectively, are used in the first phase to provide an approxi-
mate solution. In this phase, the algorithm iteratively isolates
candidate data points to be outliers and at once reduces
the dataset size. The algorithm stops when the dataset size
reaches n. In the second phrase, an exact solution is provided
examining further the candidate outliers that remained after
the first phase. Tested on large high-dimensional datasets,
the proposed algorithm always reports good solutions after a
finite number of iterations.

Clustering methods can be categorized into four main
categories: partitioning clustering, hierarchical clustering,
density-based clustering and grid-based clustering [1,13].

K -means algorithm and its variants, such as K -medoids,
K -medians, K -modes, fuzzy K -means [14], are widely
used in the literature of partitioning methods. Numerous
other variants of these algorithms such as Balanced Iterative
Reducing and Clustering Hierarchies (BIRCH) [11], Par-
titioning Around Medoids (PAM) [15], Clustering LARge
Applications (CLARA) [16] and Clustering Large Applica-
tions based upon RANdomized Search (CLARANS) [16]
are also used. These algorithms are applied on data streams
for outlier detection, and combining some of them shows
more effectiveness in detecting outlier than using separated
ones. PAM clustering algorithm [15] has been applied con-
sidering that small-sized clusters are good holders for outlier
objects. An algorithm called I-CLARANS [17] has been pro-
posed, which is indeed a modified variant of CLARANS
algorithm [16] using some geometric proprieties and that
to identify outlier. Empirical results show that I-CLARANS
algorithm performs better in detecting outlier compared to
PAM , CLARA and CLARANS.

Hierarchical methods involve creating clusters using
either bottom-up or top-down strategy. Bottom-up strategy
aims to merge cluster into larger cluster until all objects are
into one cluster or until some conditions for termination are
satisfied. In contrast, top-down strategy aims to subdivide
the cluster into small clusters. Numerous algorithms such
as BIRCH [11] and Cluster Using Representatives (CURE)
[18] are used. BIRCH algorithm [11] has been applied on a
large dataset for detecting outlier, and empirical results show
that BIRCH [11] outperforms CURE and another algorithm
called CHAMELEON [19].
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In density-based methods [20], a data point is declared as
outlier if its local density is low with respect to the remain-
ing data points. Some proposed approaches [10,21] consider
that a data point is outlier if it is situated far from the dense
regions of data. Density-Based Spatial Clustering of Appli-
cation with Noise (DBSCAN) [22] is the most well-known
density-based clustering algorithm, used to discover cluster
of arbitrary shapes. It was used to detect anomaly in tem-
perature data [22], compared to statistical anomaly detection
methods which detect only extreme values, and they find that
DBSCAN is able to find other values which are not necessary
extreme.

Grid-based clustering algorithms are efficient in mining
large multidimensional data sets [23], and a grid-based clus-
tering method takes a space-driven approach by partitioning
the embedding space into cells independent of the distri-
bution of the input objects. Algorithms such as Statistical
Information Grid approach (STING) [24] and Clustering in
Quest (CLIQUE) [5] are used.

A distance-based algorithm called ODDC (Distribution
ClusteringOutlier Detection) [25] has been proposed for out-
lier detection. It is based on mapping data into a new feature
space, where the transformation vector captures the distance
distribution of each point. ODDC proved its efficiency com-
pared to awell-known outlier detection algorithm calledLOF
(IdentifyingDensity-Based Local Outliers) [26] regard to the
size of datasets, the dimensionality and the percentage of out-
liers.

A combined approach proposed by Gath and Geva [27]
using fuzzy clustering with maximum-likelihood estimation
(MLE) has been developed for modeling of finite mixtures of
normal distributions and accurately estimates the underlying
parameters. Empirical results showed the robustness of the
proposed algorithm against convergence to singularities and
its high speed of convergence.

Based on fuzzy K -means algorithm, a method [28] has
been proposed for outlier detection,where underlying param-
eters have been estimated using the fuzzy performance
measures. Based on the hypothesis that data can be homoge-
nous or not, outliers relative to a unimodal distribution can
be detected for both univariate and multivariate data and that

by transforming the original data from n-dimensions to one
dimension using a jackknife procedure. Observations with
large residuals should be then labeled as outliers.

3 Proposed approach

Focused on fuzzy clustering, the core idea of our approach is
based on the assumption that data points assigned to clusters
with very close belonging degrees are supposed to be more
deviating than data points biased toward a specific cluster.
Since clustering is based on the mean-squared distortion as
the objective function, it should be useful to employ this
function to test the deviation of candidate data points.

To transformbrut textual data fromsparse high-dimensional
space to a compact vector space, Doc2Vec framework is used
and that to capture semantic similarity between representa-
tive vectors when applying the fuzzy clustering.

3.1 Problem overview

Given a corpus of n documents D = {d1, d2, . . . , dn}, where
each document di is assigned to one target class from C =
{c1, c2, . . . , ck}, k is the number of classes.

Let cl a classification technique. The goal of this work is to
detect a subset S from D that poorly affects the performance
of cl. By removing S, the accuracy of cl should be performed
compared to its performance before removing S, i.e., dis-
carding outlier documents from D can help to improve the
accuracy of cl.

By converting our classification problem into a fuzzy clus-
tering problem with k clusters, each document assignment
will be distributed over the k clusters. A document is con-
sidered as a candidate outlier if it is situated near to clusters
boundary, i.e., the probability of belonging is approximately
equally distributed among all clusters. Then, iteratively, an
objective function score Ĵ is recomputed for each candidate
document; if Ĵ will be increased, the candidate document is
considered as an outlier.

Figure 1 shows the mains steps of our approach.

Fig. 1 Overview of the
proposed approach
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3.2 Data cleaning

Text datamay carrymuch irrelevant and undesirable contents
such as stop words, punctuation, and HTML tags; hence,
for an effective content, cleaning text data is very recom-
mended to reduce the sensitivity of clustering algorithms to
the high dimensionality. Knowing that an important number
of features can poorly affect the clustering results in terms of
computing similarity distance between documents.

Stop words are words that are frequent and do not carry
any meaning, including articles, prepositions and some other
high-frequency words, such as ‘a’, ‘the’, ‘of’, ‘and’, ‘and’,
‘it’, ‘I’, ‘you’, ‘that’, ‘this’ and ‘those’. Punctuation and spe-
cial chars are also high-frequent anddonot carry anymeaning
such as ;, !, ?, %, >, # and &.

HTML tags are keywords surrounded by angle brack-
ets like <html>, <head>, <b> and </b>, which do not
carry semantic information. By removing those frequent
tags, the dimension of the corpus should be considerably
reduced.

3.3 Topic modeling with Doc2Vec

Text data is characterized by its high dimensionality and
sparsity which poorly affect the clustering where distance
measurement is a main component. Distance measures like
the Euclidean distance for high-dimensional data exhibit
surprising properties that differ from what is usual for low-
dimensional data [29]. To overcome the problem of sparsity
and dimensionality, semantic modeling methods are used.

Doc2Vec, also Paragraph Vector is one of the most
effective data modeling techniques to learn document-level
embedding and represent documents as a vector, introduced
in 2014 by Le and Mikolov [16], which is in fact a gen-
eralizing of Word2Vec method [30], and that by extending
the learning of embedding from words to word sequences.
Word2Vec is a three-layer neural net with one input, one hid-
den and an output layer. It implements Continuous Bag of
Words (CBOW) and SkipGram architectures for computing
vector representations of words, including their context [31].
CBOW tries to predict a word on bases of its neighbors, i.e.,
predicting a word given its context (syntactic relation). How-
ever, SkipGram tries to predict the neighbors of a word, i.e.,
predicting the context given a word (sematic relation).

Formally, it is described as follows: Everyword ismapped
to a unique vector, represented by a column in a matrix W .
Given a sequence of training words w1, w2, . . . , wT , the
objective of the word vector model is to maximize the aver-
age log probability [16]. Given a wordw and its surrounding
(context) words, CBOW and SkipGram, respectively, opti-
mize the following objective functions :

ζCBOW =
∑

w∈W
log p (w | Context (w)) (1)

ζSkipGram =
∑

w∈W
log p (Context (w) | w) (2)

Doc2Vec explores Word2Doc framework by adding addi-
tional input nodes representing documents as additional
context. Each additional node can be thought of just as an
identifier for each input document.

The objective of Doc2Vec learning is:

max
∑

log p (tar | (con, doc)) (3)

where tar: target word, con: context words, doc: document
context.

In our study, choosing Doc2Vec for topic modeling is
motivated by the empirical evaluation [32] which shows its
effectiveness when it is trained on large corpora compared
to other embedding methodologies. Also, the compara-
tive study of semantic modeling methods [31] shows that
Doc2Vec outperformed other semantic modeling methods
such as LSA and LDA.

3.4 Fuzzy K-means algorithm

Clustering is often used to group the documents, in the hope
that each group will represent documents with a common
theme or topic [33]. Fuzzy clustering algorithms have been
proved to be a better method than hard clustering in dealing
with discrimination of similar structure [34].

Fuzzy K -means also known as soft K -means or fuzzy
C-means is an extension of K -Means, it was introduced by
Bezdek [14] in 1981, and it is based on the fuzzy set theory
[35] which assign observations to more than one cluster with
variable belonging degrees that can vary from 0 to 1. Fuzzy
K -means strategy is based onminimizing the sum of squared
error (SSE) objective function, defined as follows:

J =
m∑

i=1

C∑

j=1

μm
i j

∥∥x j − cj
∥∥2 (4)

wherem is a fuzzification coefficient greater than 1,μi j is
the degree of membership of xi in the cluster j , xi is a data
point, c j is the center of the cluster j and ‖∗‖ is a distance
function to measure the similarity between any data point xi
and the center c j .

Fuzzy partitioning is carried out through an iterative opti-
mization of the objective function (Eq. 4), with the update of
membership μi j and the cluster centers c j by:

μi j = 1

∑C
k=1

(‖xi−c j‖
‖xi−ck‖

) 2
m−1

(5)
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c j =
∑N

i=1 μm
i j xi∑N

i=1 μm
i j

(6)

This iteration stops when maxi j
∣∣∣
{
μ

(k)
i j − μ

(k+1)
i j

}∣∣∣ < ε,

where ε is a termination criterion between 0 and 1, whereas
k are the iteration steps. This procedure converges to a local
minimum or a saddle point of J . The algorithm is illustrated
as follows.

Algorithm 1: Fuzzy K-Means
Input : Initial centroids ci = (i = 1, · · · k), • Initial

U = [ui j ] matrix (U (0)), • X = [x1, x2, . . . ,
xn]: data, • ε: threshold value(stop criterion)

Output : C: updated centroid matrix
1 repeat
2 calculate the centers vectors:C (k) = [

c j
]
with U (k)

c j =
∑N

i=1 μm
i j xi∑N

i=1 μm
i j

Update the membership matrix U (k+1)

μi j = 1

∑C
k=1

(‖xi−c j‖
‖xi−ck‖

) 2
m−1

3 until maxi j
∣∣∣
{
μ

(k)
i j − μ

(k+1)
i j

}∣∣∣ < ε;

4 return C

In our work, since we combine supervised classification
techniques, we propose that the chosen number of clusters is
the number of classes (i.e., number of topics).

3.5 Similarity measurement

Similarity is one of the key issues of cluster analysis, which
means that one of the most influential elements of cluster
analysis is the choice of an appropriate similarity measure
[36]. The similarity between objects is defined by a distance
measure, which plays an important role in obtaining correct
clusters [37]. Choosing a proper technique for distance cal-
culation is totally dependent on the type of the data that we
are going to cluster [38]. Distance similarity plays a crucial
role in clustering [37]. It defines how the similarity of two
elements (x, y) is calculated and it will influence the shape
of the clusters. In most high-dimensional applications, the
choice of the distance metric is not obvious, and the notion
for the calculation of similarity is very heuristical [8].

In this subsection, we briefly present the most commonly
usedmeasures [39,40] to quantify the similarity between data
points.

Euclidean distance The Euclidean distance, also known
as L2 norm, between two data points xi and x j is defined as:

deuc (x, y) =
√√√√

n∑

i=1

(xi − yi )2 (7)

Manhattan distance Manhattan distance, also known as
a city block, rectilinear or L1 distance, is mathematically
defined as:

dman (x, y) =
n∑

i=1

|xi − yi | (8)

Cosine distanceCosine distance is ameasure of similarity
between two vectors by measuring the cosine of the angle
between them. It is defined as:

dcos (x, y) = 1 −
(

xTi yi
‖xi‖ ‖yi‖

)
(9)

Other distance measures are also used such as the corre-
lation distance and Pearson correlation coefficient [39–41].

Since the problem of high dimensionality and sparsity of
text data can be solved using Doc2Vec topic modeling, we
assume that the standardEuclidean distance is largely enough
for measuring distance between vectors representing docu-
ments.

3.6 Candidate outlier detection

The data model obtained from cluster detection may be very
sensitive to outliers. The outliers could be considered as
“rare”; data, not following the overall tendencies of the group
[42].

In our study, since each document is assigned to all clusters
with different belonging degrees, hence, a document is biased
toward the cluster that carry the highest degree and it is far
from the clustering boundary. However, documents near to
the boundary which carry very close belonging degrees are
considered as candidate outliers.

Consider a data point x1 assigned to three clusters
c1, c2, c3 with the belonging degrees 0.7500, 0.1200 and
0.1300, respectively, and x2 another data point assigned to
the same clusters with the belonging degrees 0.3310, 0.3315
and 0.3375, respectively. We can say that x1 is biased to c1
with a degree of 0.7500, i.e., x1 has a chance of 75% to be
a member of c1. However, x2 belonging degrees are very
close which make the decision very ambiguous; hence, x2 is
considered as a candidate outlier.

Formally, consider D a set of documents, clustered into k
fuzzy clusters: C = c1, . . . , ck . Let COD a candidate set of
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outlier documents. A document from COD should verify the
following inequality:

∣∣μci (d) − μcj (d)
∣∣ ≤ t (10)

where ci and c j are two fuzzy clusters fromC andμci (d) and
μcj (d) are the belonging degrees of d in ci and c j , respec-
tively.

The following algorithm shows how to detect candidate
outliers using belonging degrees:

Algorithm 2: Candidate Outlier Detection
Input : D = d1, d2, . . . , dn , C = c1, c2, . . . , ck , t : a

user fixed threshold
Output : COD: Candidate Outlier Documents

1 for each document d in D do
2 recover all belonging degrees of d:
3 P = {μc1(d), μc2(d), . . . , μck(d)}
4 for all combinations (μci (d), μcj (d)) in P do
5 if

∣∣μci (d) − μcj (d)
∣∣ ≤ t then

6 COD = COD ∪ d
7 end
8 end
9 end

Note that the user threshold t varies from 0 to 1, if t = 0
that means belonging degrees are equally distributed over all
the clusters and only points situated on the cluster boundary
are considered as candidates, a small value of t greater than
0 implies that points situated near to the edge are considered
as candidates, if t = 1 all data points are candidates.

3.7 Candidate outlier filtration

After extraction of candidate outlier set, for each candidate
document represented by its Doc2Vec vector, the fuzzy K -
Means algorithm is re-executed to compute the new score of
the objective function.

Now, we have for each candidate outlier document its cor-
responding score from the objective function. Each point
where its score deviates positively from the rest of scores
is considered as an outlier. Note that a positive deviation
of a score causes an increase in the objective function (i.e.,
increase the sum of squared error (SSE)).

Since our candidate data points are represented by numer-
ical values (i.e., scores if the objective function), and to
measure the spread (variability) of scores, a common statisti-
cal method using the standard deviation is applied to identify
distant points (documents vectors) that are further away from
the mean. Let m and δ the mean and the standard deviation
of scores, respectively. For N candidate data points, m and δ

are given by the following formulas:

m = 1

N

N∑

i=1

Ĵ (i) (11)

δ =
√√√√ 1

N

N∑

i=1

(
Ĵ (i) − m

)2
(12)

Standarddeviation-basedoutlier detectionmethod remove
points that are above (m + 2 × δ) and points that are below
(m−2×δ). In this work, we take into account only candidate
points that increase the objective function; hence, each data
point d within a score Ĵ that verify the following inequality
is considered as an outlier:

Ĵ (d) > m + 2 × δ (13)

The following algorithm shows the filtration process.

Algorithm 3: Candidate Outlier Filtration
Input : COD: Candidate Outlier Documents (Doc2Vec

vectors), S: a set of Objective Function Scores
Output : OD: Outlier Documents

1 for each document d in COD do
2 Re-execute Fuzzy K-Means clustering

3 Compute Objective Function Score: Ĵ (d)

4 S = S ∪ Ĵ (d)

5 end
6 N = |S|
7 m = 1

N

∑N
i=1 S (i)

8 δ =
√

1
N

∑N
i=1 (S (i) − m)2

9 for each document d in COD do
10 if Ĵ (d) > m + 2 × δ then
11 OD = OD ∪ d
12 end
13 end
14 return OD

4 Experimental datasets

Three datasets have been used to evaluate the performance
of our approach. These datasets are widely used text-mining
area. The following table shows the total number of docu-
ments and classes for each dataset.

Reuters-R8Extracted fromReuters-21578dataset,Reuters-
R8 dataset contains 7674 labeled documents using eight
classes: acq, crude, earn, grain, interest, money-fx, ship,
trade.

20NewsGroupsAwell-knowndataset, it contains approx-
imately 20 000 press articles labeled among 20 classes.

C50 Also called reuters-50-50, it consists of texts from
Reuters Corpus Volume 1 (RCV1). The C50 corpus has
50 authors with documents that belongs to CCAT category
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(about corporate in industrial news), and each author has 50
documents to train and 50 documents to test [43] which give
in total 5000 documents labeled within 50 categories.

In our study, we used the Reuters-R8 dataset in full (7674
documents labeled within 8 classes). Only the first 10 classes
are used for 20NewsGroups and C50 datasets which give for
each dataset 11,314 and 1000 documents, respectively.

5 Experimental results

Using datasets mentioned in Sect. 4. The first phase is ded-
icated to test the ability of our approach in mining outlier
documents where data cleaning, Doc2Vec modeling, fuzzy
K -means clustering are accomplished. In the second phase,
classifiers are tested. At first, with original datasets (i.e.,
with outlier documents) and the performance in terms of
F1-measure is computed. Then, the same classifiers without
outlier documents are applied to show the effect of outlier
documents on the behavior of classification algorithms.

In the second phase, three popular classification tech-
niques commonly used in text classification are used: naive
Bayes (NB), support vector machine (SVM), stochastic gra-
dient descent classifier and (SGD classifier). A detailed
description of these three techniques can be found in [44].
We evaluated the performance of chosen classifiers with the
F1-score which is given by the following formula:

F1 = 2 × p × r

p + r
(14)

where Precision p = tp/(tp+fp) is the fraction of all positive
predictions that are actual positives. Recall r = tp/(tp+ fn)
is the fraction of all actual positives that are predicted to be
positive.

True positives tp, false positives fp, false negatives fn
and true negatives tn are represented via a confusion matrix
(Table 1).

Candidate outlier documents are identified using Algo-
rithm 2. Note that a best user threshold value of t is fixed
to 0.25 and that after a manual test of some values ranging
from 0.0 to 0.5. Then, candidates are filtered using Algo-
rithm 3, and points that obviously deviate from the mean are
considered as outliers.

Figures 2, 3 and 4 show for each dataset (Table 2), fuzzy
clusters, candidate outliers and objective function scores cor-

Table 1 Confusion matrix

Actual positive Actual negative

Predicted positive tp fp

Predicted negative fn tn

responding to outlier documents. Red points indicate scores
of outlier points (documents) that obviously increased the
objective function.

Table 3 shows the results of classification before and after
outlier detection.

Table 4 shows for each dataset the total number of docu-
ments, number of cadidate outliers and number of detected
outliers.

As shown in Table 3, despite the slight improvement
recorded after outlier removal, we can say that outlier docu-
ments have a negative influence on classifications algorithms
when comparing F1-measure before outlier removal.

Although our approach is time-consuming when the
number of candidate outliers is important, the challenging
problems of high dimensionality and sparsity have been over-
come using Doc2Vec topic modeling framework and that to
make useful the use of the distance metrics when calculat-
ing similarity between centers of clusters and representative
Doc2Vec vectors.

To highlight the difficulties when dealing with large tex-
tual data and in order to compare our approach in terms of
using fuzzy logicwith respect to the nature of data,wediscuss
below different ways of exploiting fuzzy K -means capabili-
ties by some approaches to obtain satisfactory results.

Fuzzy K -means proved its efficiency when dealing with
quantitative data. For example, in [27], fuzzy K -means
algorithm combined with maximum-likelihood estimation
(MLE) applied on normal univariate and bivariate datasets
showed that fuzzy clustering proved its convenience for the
estimation of the underlying parameters.

However, in case of high-dimensional data, a transfor-
mation process of feature space is needed to show its
efficiency. In [28], after transforming data sets using a jack-
knife procedure, results show that fuzzy K -means algorithm
played an important role where degrees of membership have
been used to calculate a performance measure called fuzzy
hypervolume F . Outlying observations are then detected by
performing a standard test of significance carried out on the
values of F using themean and the standard deviation param-
eters.

In our work, transforming categorical data into numeri-
cal one using Doc2Vec modeling framework was intended
to make sense to distance metrics when measuring similar-
ity between representative vectors. This transformation of
data can be seen as an important process which decreased
the difficulty of working with textual data as part of out-
lier detection regard to other approaches that work only with
quantitative normally (Gaussian) distributed datasets.We can
cite as examples, the research work [27] where test datasets
are quantitative and supposed normally distributed. The same
case in [28] where data are also quantitative and unimodal
distributed (i.e., with only one peak), which is not the case
for our work, where data are categorical, unstructured, sparse
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Fig. 2 Reuters-R8

Fig. 3 20NewsGroups

Fig. 4 C50

Table 2 Experimental datasets

Dataset #Documents #Classes

Reuters-R8 7674 8

20NewsGroups 20,000 20

C50 5000 50

and high-dimensional and therefore cannot be statistically
consistent.

Also, for normal distributed data, several transformation
techniques can be applied. In [12], dataset is transformed
using space-filling curve as a linearization technique which
make sense to the distance between data points which then
helped to detect outlier points. Very similar to [12], the
distance-based approach [25] shows that for each data point
computing distances distributed over clusters can help to
detect outliers. This method transits the feature space to the

Table 3 Classification results before and after outlier removal

Dataset Classifier F1

Before After

Reuters-R8 NB 0.920521 0.920941

SVC 0.990228 0.990228

SGD 0.987622 0.989577

20NewsGroups NB 0.871330 0.884283

SVC 0.911054 0.918826

SGD 0.914508 0.919689

C50 NB 0.742000 0.759000

SVC 0.846000 0.855000

SGD 0.840000 0.872000

new space by discretizing the distance distribution of each
object where each point in the original space is represented as
a new vector, and each dimension of the new vector is a dis-
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Table 4 Total number of documents, number of cadidate outliers and
number of detected outliers

Dataset #Documents

Total Candidates Outliers

Reuters-R8 7674 329 18

20NewsGroups 11,314 1128 15

C50 1000 471 9

tance distribution. After clustering, objects in small clusters
are considered as outliers.

However, these methods of transformation cannot be
applied to textual data, where distance measurements proved
the inefficiencywhenmeasuring semantic similarity between
documents. Theproblemhasbeen resolvedbyusingDoc2Vec
framework which eliminates the issue of sparsity and
high dimensionality; therefore, capturing semantic similar-
ity became possible. Subsequently, as the performance of
fuzzy K -means depends on the appropriate use of distance
metrics, it is now possible to capture semantic similarities
between documents which will finally lead to do meaningful
statistical analysis.

6 Conclusion

In this paper, we proposed a semi-supervised approach based
on fuzzy K -means clustering algorithm in order to detect
outlier documents in big text data. We faced two main chal-
lenging problems in the text- mining area which are high
dimensionality and sparsity. Using Doc2Vec topic modeling
framework to represent data into a semantic vector space
and reduce dimensionality, the distance calculation between
vectors when applying fuzzy K -means has become useful.

According to the belonging degrees of data points across
the different clusters, a data point is considered as a candidate
outlier if belonging degrees are very close. For each candidate
outlier, and objective function score is computed. Then, each
candidate represented by its score is considered as an outlier
when it deviates considerably from the mean of all candidate
points scores.

As a future study, we intend to apply other variants of
fuzzy clustering algorithms within different distance metrics
to investigate the best method for detecting outlier docu-
ments.
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