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Abstract
Online shopping experiences should be simplified by incorporating essential features such as virtual try-on clothing and
recommending new items based on the customer’s preferences. This is necessary given the rapid growth of the fashion
industry and the expansion of shopping technologies. In this paper, we propose a new approach integrating fashion image
retrieval and recommendation with a 3D virtual try-on network. We aim to build an interactive attributes-preserving model
that allows users to choose the favourite garments and virtually try them on after uploading a frontal image of the whole body.
Several deep learning architectures are used to extract and learn the key attributes of garment image, by which each formulated
image is subjected to effective human body segmentation and pose estimation procedures. Then, a 3D VTON network is used
to generate a 3D image of the user wearing a specific garment, after which the fashion retrieval system recommends and
ranks more relevant items. Extensive experiments on multi-domain fashion dataset demonstrate that the proposed framework
outperforms the state-of-the-art methods in terms of fashion retrieval and attribute relevancy, achieving a top@30 accuracy
of 80.02%, an NDCG@30 of 80.26%, and a top@30 mAP of 87.71%. Additionally, the generated generic image descriptors
require very little memory space, enabling rapid online learning and retrieval of large-scale 3D images.

Keywords Fashion recommendation · Virtual try-on · Image retrieval · Deep learning · 3D imaging

1 Introduction

People are increasingly turning to online apparel shopping
as a form of fashion shopping. According to several studies
[1, 2], e-commerce merchants such as Amazon, eBay, and
Shopstyle, as well as social networking sites such as Pinter-
est, Snapchat, Instagram, and Facebook, have emerged as the
most popular media for fashion recommendation. According
to Statista [3], the women’s apparel revenue is expected to
exceed $0.99tn in 2023. Also, it is expected that the revenue
will experience an annual growth rate of 11.45% (Compound
Annual Growth Rate (CAGR) 2022–2025), resulting in a
market volume of $1.37tn by 2025. With the digitization of
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the fashion industry, the system evaluates customer fashion
desires and seeks to meet them as rapidly as possible. As a
result, the fashion industry’s digital technology is catching
the attention of consumers fromawide variety of demograph-
ics, who have a wider choice of options due to the reduced
production cycle [4]. Furthermore, with over 10 million con-
sumers using smart devices, these devices play a significant
role as a new e-commerce platform [5].

Online shopping differs greatly from offline shopping,
vast range of choices available to consumers. Thus, com-
panies are integrating artificial intelligence (AI) solutions
throughout their supply chains to enhance creativity, improve
customer service quality, assist designers, and increase over-
all efficiency [6]. Fashion retrieval refers to the process of
locating fashion items that match a user’s search criteria,
such as a specific color, style, or brand. It entails analyzing
images of fashion items with computer vision techniques to
identify patterns and features that correspond to the image
query [7]. Fashion retrieval systems can be used in a variety
of settings, including online fashion marketplaces, fashion
blogs, and virtual try-ons. For instance, if a user searches
for a particular kind of dress on an online marketplace, the
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retrieval system will examine their search parameters and
provide a list of garments that fit those requirements. Visual
search is a popular fashion retrieval technique that involves
analyzing images of fashion items to identify patterns, colors,
and other features [8–10]. This technique can be used to find
items that are visually similar to a user’s query or to identify
specific details such as the cut or fabric of a garment. In this
sense, fashion retrieval can be used in fashion recommen-
dation systems (FRS) to improve the accuracy and relevance
of the recommendations provided to users. Recommendation
systems can produce more individualized and pertinent rec-
ommendations by utilizing fashion retrieval techniques, such
as visual and semantic search, to better understand a user’s
tastes and behavior.

However, the inability of customers to try on products
before buying them is a significant problem for e-commerce
and online retailers. As a result, numerous studies tackled this
challenge and investigated a number of solutions, including
virtual try-on (VTON) systems that let clients digitally try on
clothing on images of their bodies. The ability to view how
an item of clothing or an accessory might look on them in a
more convenient situation is one of the main benefits of 3D
virtual try-ons, which can increase customers’ confidence in
making a purchase and save time andmoney, making internet
shopping more trustworthy.

Pose estimation pinpoints the location and orientation of
an object or a person in an image or a video. It has been uti-
lized in a wide range of vision applications, including robots,
virtual reality, human-computer interaction, and surveillance
[11]. Pose estimation can be also applied to virtual try-ons.
This can be accomplished by determining a person’s 3D
pose in an image or a video, and then accurately position-
ing and orienting the virtual clothing on that person’s body.
This method may be used in virtual fitting rooms, online pur-
chasing, and fashion design [12].

Previous works were only concerned either with VTON
or fashion recommendation. To the best of our knowledge,
this is one of the first works to consider combining VTON
and fashion recommendation into a single pipeline with an
efficient 3D image retrieval system. In this paper, the pro-
posed fashion recommendation system is based on the use of
discriminating characteristics and attributes extracted from
2D garment images and learnt by deep learning models,
by which a 3D garment representation is virtually provided
according to the user’s preferences. However, this retrieval
and ranking system requires a sufficient diverse collection
of training images to facilitate the learning procedure and
maintain the quality of suchvirtual online shopping.Thus,we
used the Shopping100k fashion recommendation dataset [13,
14], in which specific categories are carefully selected and
processed to maintain them compatible with the virtual try-

on system. In particular, the categories of long coat, jacket,
shirt, T-shirt, and jumper were used. Most importantly, the
VTON component in our fashion recommendation system,
which includes a body pose estimation and 3D virtual fitting,
benefits from the deep models pretrained on open-domain
image collections. This enabled the recommendation system
to learn and preserve the characteristics of fashion images
using specific-domain data, i.e., fashion recommendation,
and general-domain data, i.e., virtual reality or pose esti-
mation.

The main contribution of this work can be summarized as
follows:

1. A deep learning pipeline combining VTON with fash-
ion image retrieval is proposed to provide an interactive
personalized fashion recommendation system with 3D
virtual try-ons. Based on a set of 2D image attributes,
it models and learns the 3D item-body pairs provided by
users. In addition, the image pairs for the virtual try-on
system are generated dynamically based on user selec-
tion,making itmore personalizedwith the option to create
multiple pairs for each image.

2. A modified version of the attribute-driven disentangled
encoder (ADDE) algorithm is used to process the fashion
images. The attributes and possible attribute values for
each image are then pre-defined in the utilized dataset,
allowing the fully connected deep learning networks to
embed and map the image features to attribute-specific
subspaces. Therefore, a transfer learning procedure using
several CNN-based models is applied to improve the dis-
crimination capability of the retrieval algorithm.

3. A set of compact features are formulated to represent
the generic semantic descriptor of item-body 3D image
pair, which is a crucial requirement for large-scale image
retrieval tasks including fashion recommendation. The
low-dimensional image vectormaintains fast online train-
ing and low space on actual storage. In addition to the
standard metrics, we compute the mean average preci-
sion for each fashion attribute for the first time as a part of
the evaluation of the quality of the fashion attributes and
the performance of the recommendation system.

The rest of this paper is organized as follows: Sect. 2
discusses the fashion recommendation and virtual try-ons
and reviews the most related works that addressed these two
components; our methodology to build the virtual fashion
recommendation framework is illustrated in Sect. 3; Sect. 4
presents the experimental setups and the performance results
of the proposed model; and Sect. 5 concludes this paper and
summarizes the main findings.
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2 Literature review

This section discusses relevant previousworks that dealt with
fashion recommendation, virtual try-ons, and the combina-
tion of both.

2.1 Fashion recommendation systems

Many works have introduced fashion matching systems to
retrieve and rank fashion items. Sarkar et al. [15] introduced
a framework called OutfitTransformer, which is designed to
address compatibility prediction and complementary item
retrieval in the context of fashion outfits. It utilizes task-
specific tokens and employs the self-attention mechanism
to learn outfit-level representations that capture the compat-
ibility relations between all items in the outfit.

Song et al. [16] proposed a content-based neural scheme
based on the Bayesian personalized ranking (BPR) frame-
work to model compatibility between fashion items. They
also proposed a neural compatibility modeling scheme with
attentive knowledge distillation in [17]. To enhance the BPR
method, He et al. [18] proposed the Adversarial Personalized
Ranking (APR).

Another aspect of fashion retrieval and recommendation
is the user’s history. Wu et al. Quadrana et al. [19] proposed
a session-based recommendation system that is based on
RNNs. Smirnova and Vasil [20] modified the session-based
recommendation systems by adding context information to
the input and output layers of conditional RNNs. Abugabah
et al. [21] adopted efficientNet-B7 to propose a fashion rec-
ommendation system that is based on user preferences and
historical user interactions. It takes into account the image
region-level features as well and learns better representations
by estimating the weights of items.

There are some works addressed the FRS based on joint
attributes, for instance, Liu et al. [22] proposed FashionNet,
a branched CNN architecture. They learn the characteristics
of clothing by jointly predicting attributes and landmarks.
Morelli et al. [23] used CNNs with a modified triplet loss
function for fashion retrieval by the integration of hard neg-
atives.

Li et al. [24] proposed an aspect-based fashion recommen-
dation model with an attention mechanism that predicts cus-
tomer ratings on fashion products by extracting latent aspect
features of users and products using two parallel paths of
CNNs: LSTMs and attention mechanisms. Attention-based
memorability estimation network (AMNet) [25] provided an
attribute manipulation fusion module and a memory block
with internalmemory and a neural controller. FashionSearch-
Net [26] used attribute activationmaps that have been trained
in aweakly supervisedmanner tomanipulate attributes of the
fashion items.

Baldrati et al. [27] presented an interactive system that
improves e-shop search engines by combining visual and
textual features using a combiner network trained with con-
trastive learning. Shimizu et al. [28] introduced the concept
of “fashion intelligence” and proposed a system based on
visual-semantic embedding for learning and interpreting
fashion. Their method enables the embedding of abstract tag
information alongside outfit images in a shared projective
space to allow for effective searching of outfit images using
fashion-specific abstract words.

Divitiis et al. [29] proposed aMANN(memory augmented
neural network) architecture that considers the co-occurrence
of clothing attributes like shape and color to create outfits.
They used disentangled representations of fashion items and
store them in external memory modules, which are utilized
during the recommendation process.

2.2 Virtual try-ons

Image-based virtual try-on (VITON) [30] is one of the best-
known approaches in virtual try-on. It depends only on plain
RGB images and uses the thin-plate spline (TPS) [31]-based
warping method to create new images of the same person
wearing new outfits that fit perfectly to the corresponding
region of the human body by warping the clothes.

Characteristic-preserving image-based virtual try-on net-
work (CP-VTON) [32] is a refined version of VITON; it
learns the parameters of TPS using a neural network-based
geometric matching module (GGM) instead of using image
descriptors, which makes it obtain better results of image
details. Looking-attractive virtual try-on (LA-VITON) [33]
is derived from CP-VTON, and it also uses the GGM, and
two-stage transformation strategy depending on perspec-
tive transformation and TPS transformation. However, these
approaches focus on the clothes and ignore the pose and the
overall body information details, leading to blurry regions
in the images. To address this problem, virtual try-on net-
work with feature preservation (VTNFP) [34] extracts the
high-level features from the body parts using a self-attention
mechanism and concatenates them with the bottom clothes,
it uses the semantic segmentation as the main input to cre-
ate a body segmentation map to the clothed person, yet their
method still produces blurry parts in the images because it
does not take the semantic layout in the reference image into
account.

To solve this issue, adaptive content generating and pre-
serving network (ACGPN) [35] was introduced that uses a
mask generation mechanism in semantic segmentation to
generate masks for body parts and warped clothes, and it
also proposes the clothes warping module (CWM) which is
a second-order constraint on TPS parameters.

CF-VTON [36] is a novel multi-pose virtual try-on net-
work that overcomes the unnatural garment alignment and
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difficulty in preserving the person’s identity that happens
due to weak mapping relationships between different feature
crosses. Their approach predicts an “after-try-on” semantic
map to guide garment alignment and try-on synthesis. Then,
an improved garment alignment network (GANet) is used to
optimize the alignment and correct unnatural distortions. A
coarse result is synthesized using the try-on synthesis net-
work (TSN), and finally, the output is refined to reconstruct
the virtual try-on result with rich facial identity and garment
details.

Another framework that aims to accurately capture the
“after-try-on” semantics is RTVTON [37], leading to
improved try-on quality and adaptability across various gar-
ment types. By focusing on representing the final appearance
of garments after being worn, it enhances the realism and
effectiveness of virtual try-on experiences.

Zhao et al. [38] proposed a new approach to reconstruct
3D try-on meshes using only the target clothing and a person
image as inputs. This approach is calledM3D-VTON, which
is mainly based on three modules: the monocular prediction
module (MPM), the depth refinement module (DRM), and
the texture fusion module (TFM). The MPM constructs an
initial depth map for the human body and aligning 2D cloths
to the body using a cloth warping strategy. Then, the DRM
produces more details of the body and face features by refin-
ing the constructed depth map. Finally, the TFM fuses the
outputs of the previous modules to obtain the best results by
producing a colored point cloud and reconstructing the final
textured 3D virtual try-on mesh.

Since 2D VTON is less reliable and less realistic, the
previous works focused on producing 3D VTON systems.
Once available, 3D body and garment models based on com-
mercial computer graphics techniques can allow versatile
and natural alterations. However, given today’s technolog-
ical context, creating 3D models for each individual is
prohibitively expensive. Recently, parametric statistical 3D
human body models such as the skinned multi-person linear
model (SMPL) [39] and SMPL-X [40], as well as the uni-
fied deformationmodel [41], have been presented. 3D human
pose and shape estimation [40, 42, 43] research for 3Dhuman
body reconstruction is also ongoing.

Using 3D SMPL models [39], Zanfir et al. [44] presented
the appearance transfer between human images. Except for
VTON, these are best suited for 3D character animation or
real-time capturing because fully clothed reconstruction does
not provide separate geometric features for the human body
and garments.

Recently, experimental studies on 3D clothing model
reconstruction have been ongoing.Because of the vast variety
of clothing and fashion, reconstructing 3D garment models
for all categories is prohibitively expensive. Multi-Garment
Net [45] creates 3D garment models for 3D VTON from 3D
scans of people. They use 3D garment templates for five dif-

ferent garment types: shirt, t-shirt, coat, short-pants, and long
pants [45]. Pix2Surf [46] learns to generate 3d clothing from
images for 3D VTON usingMulti-Garment Net (MGN) [45]
garment meshes.

ULNeF [47] is a neural model that utilizes layered neural
fields to represent collision-free garment surfaces. It incor-
porates a neural untangling projection operator that directly
works on the layered neural fields, rather than explicit surface
representations.

2.3 Fashion recommendation with VTON

FashionFit [12] is an architecture that allows users to com-
bine outfits provided by shops and visualize them on their
own using neural body fit with a recommendation based on
their choices. In our work, both virtual try-ons and fashion
recommendation are combined, by which a 3D image-based
recommendation system is mainly based on the attributes of
garments extracted and learnt on a benchmarking dataset of
still-images, allowing faster image search and lower memory
storage.

3 Methodology

3.1 The proposed framework

In this paper, an interactive fashion recommendation pipeline
is introduced that integrates fashion retrieval, attribute-driven
disentangled encoder (ADDE), and monocular-to-3d virtual
try-on network (M3D-VTON). The use of an effective 3D
pose estimation algorithm is crucial for our recommendation
system to enhance the quality of garment-body pair repre-
sentation, providing better online shopping experience.

As shown in Fig. 1, the pipeline of the recommendation
system includes several steps to achieve the final result as
follows. A user is asked to upload an image of their whole
front body; then, they choose a garment they want to try
from a collection of fashion images available in the dataset
including the following categories: long coats, jackets, shirt
blouses, T-shirt tops, and jumpers. Then, several data pre-
processing techniques are followed to prepare the images in
this work including image resizing, thresholding and seg-
mentation. Human pose estimation is a crucial step in the
proposed framework to obtain the human body joints and
the pose used later for the 3D fitting process. Then, the 3D
virtual try-on system is used to fit the chosen garment image
on the user’s provided image. Then, the system recommends
more garments relevant to the user choice, which are ranked
according to the similarity scores reportedwith all the fashion
images in the whole collection. Furthermore, a new evalua-
tionmetric is calculated, which is themean average precision
for every attribute present in the fashion dataset. This met-
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Fig. 1 The pipeline of the proposed fashion recommendation system

ric is introduced to assess the performance of the retrieval
system with respect to the retrieved attributes.

3.2 Dataset preparation

This work is based on user-supplied custom input images,
in which the user uploads a body image to be processed.
However, for the clothing images, the Shopping100k [13,
14], a large-scale dataset of various clothing items with
multiple attributes is chosen for training and evaluating
the fashion recommendation system. The Shopping100k
dataset includes only clothing items with a simple back-
ground collected from several e-commerce providers for
fashion research, making image searches more detailed for
users because the existingdatasets of fashion-related research
community feature a person posing, making high-resolution
analysis difficult. Also, the posing model in these datasets
can include a variety of outfits, which might impair product
concentration and produce occlusion problems.

The Shopping100k dataset consists of 100,586 images of
different kinds of clothing items, and 12 generic attributes
and 151 labels are used to describe each image, with labels
being better suited for attribute tweaking, thus, conducting
fashion searches. Each image has at least 5-6 attributes, with
varying numbers of labels. The dataset is divided into a
training set of 80,586 images and a testing set of 20,000
images. Table 1 shows the statistics of attribute-label in Shop-
ping100k.

In this work, specific categories are selected from the
dataset to be compatiblewith the virtual try-on system since it

Table 1 Attribute-label statistics in Shopping100k dataset

Attributes Sub-Categories

Category 16

Collar 17

Color 19

Fabric 14

Fastening 10

Fit 15

Gender 2

Neckline 11

Pattern 16

Pocket 7

Sleeve 9

Sport 15

12 151

only considers tops due to the insufficient training data avail-
able to align and fit tops and bottoms. These categories are
long coat, jacket, shirt, T-shirt, and jumper. Figure2 shows
sample fashion images with attributes.

3.3 Image preprocessing

To obtain the 3D fitting with outfit recommendation results,
several steps and preprocessing techniques are applied as
follows:
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Fig. 2 Sample images of the
Shopping100k dataset

Fig. 3 A user-submitted image [38] and its corresponding segments

1. Resizing: To maintain the M3D-VTON compatibility,
both user’s and cloth’s images are resized to be with a
resolution of 320*512 since it was trained with a dataset
of the same size.

2. Human Body Segmentation: The segmentation algorithm
provided by Zhao [48] is applied to the submitted image,
enabling themodel to preciselyfit outfits on the bodywith-
out overlapping or mixing on existing clothes. It creates a
border between each body segment to simplify mapping
global similarities between garments and body. Figure3
(left) shows a sample of the whole frontal body image
uploaded by the user, and it demonstrates the correspond-
ing segmented image (right).

Fig. 4 A sample of the user’s garment choice (left) with its correspond-
ing image after thresholding

3. Thresholding: This process follows the selection of fash-
ion image by the user. A mask of the cloth image is
obtained by converting it from RGB to gray scale then to
binary, i.e., black and white. The inverted binary thresh-
olding technique is utilized to keep only the regions of
interest in the image. Figure4 shows an example of the
user-chosen image (left) and the result of image thresh-
olding applied to the garment image (right).
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Fig. 5 The generic framework of OpenPose [49]

3.4 Pose estimation

Human pose estimation is used to recognize and classify
human body joints. It essentially gathers a set of coordi-
nates for each joint, e.g., arm, head and torso, that serves
as a crucial point for defining a person’s posture. A pair is a
relationship between these points. Not all points can form a
pair since the relationship between them must be significant.
Pose estimation’s first objective is to represent the human
body before processing it for task-specific applications.

In this step, the multi-person OpenPose [49] is used to
detect the human body, foot, hand, and facial key points on
single images. It is compatible with a variety of platforms,
including Ubuntu, Windows, Mac OS-X, and embedded sys-
tems. It also supports a variety of hardware, including CUDA
GPUs, OpenCL GPUs, and CPU-only devices.

OpenPose is divided into three parts: body/foot detection,
hand detection, and face detection. The combined body/foot
key-point detector is the core part. It can use the original
body-only models, which were trained on COCO [50] and
MPII [51] datasets. Depending on the output of the body
detector, the general positions of specific body components,
such as the ears, eyes, nose, and neck, can be used to compute
face bounding box proposals. Similarly, the arm key points
are produced with the hand-bounding box proposals.

The OpenPose algorithm, as demonstrated in Fig. 5, is
incorporated into our framework to extract 2D positions of
key anatomical points for each person present in an image.
This algorithm is particularly beneficial as it takes in a color
image of size w × h as input and outputs the 2D positions
of anatomical key points for each person in the image. A
feedforward network initially predicts a collection of 2D
confidence maps of body part placements, and a set of 2D
vector fields of Part Affinity Fields (PAFs), which represent
the degree of correlation between parts. S = (S1, S2, ..., SJ )
contains J confidence maps, one for each portion, where
S j ∈ R

w×h , j ∈ 1...J . L = (L1, L2, ..., LC ) has C vector
fields, one for each limb, where Lc ∈ R

w×h×2, c ∈ 1...C .
In Lc, each image position encodes a 2D vector which can
provide a deeper understanding of the relationships between

different body parts. Finally, the algorithm uses a greedy
inference process to parse the confidence maps and PAFs to
determine the 2D key points for all persons in the image [49].
This is beneficial for the fashion recommendation system as
it provides detailed information about the posture and body
language of individuals in an image.

3.5 3D virtual try-on

Monocular-to-3D virtual try-on network (M3D-VTON) [38]
is one of the successful virtual try-on approaches. The pro-
cedure transfer learning is employed in this step, as the
pretrained model of the M3D-VTON is used and applied
directly to the user-provided image paired with a garment
image of their choice. M3D-VTON reconstructs the 3D try-
on meshes using only the target clothing and a person image
as inputs.

The M3D-VTON is divided into three modules: (a)
monocular prediction module (MPM) to obtain the cloth-
agnostic person representation A, deforming the in-shop
clothingC to the warped clothingCw through a self-adaptive
pre-alignment followed by a TPS transformation, predicting
a person segmentation S, and estimating an initial double-
depth map Di ; (b) depth refinement module (DRM) which
refines the initial depth map and provides more local details,
such as garment folds and face structure, by introducing a
novel depth gradient constraint, given the input of the double-
depth map Di , the warped clothes Cw, the preserved human
portion I p, and their shadow information I g; and (c) texture
fusion module (TFM) which merges the warped garments
and the conserved texture information, and the results I t

are rendered under the guidance of MPM’s semantic layout.
Once I t and the refined depth map Dr are spatially aligned,
resulting in an RGB-D representation, colored point clouds
can be directly extracted and triangulated to obtain the 3D
dressed human O wearing the target garments while retain-
ing its identity.

The purpose of using virtual try-on is to create the image
pairs as input to our system. However, the image pairs in
the M3D-VTON are provided automatically in the MPV3D
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Fig. 6 A set of 3D views of a
human-garment pair

dataset used to train and test the model. In contrast, our
approach creates the image pairs based on the user’s selection
of the desired garment, making it more personalized recom-
mendation system and allowing for the creation of multiple
pairs for each image. In this step, the user-selected garment
image is fitted on the user-uploaded image then represented
in a 3D point cloud representation, as shown in Fig. 6. We
investigate four backbone deep CNN-based models that has
previously been trained and proven its efficiency in different
domains. AlexNet [52], Resnet50 [53], Resnet101 [53], and
MobileNet [54] are used to extract and learn image features
with their weights.

3.6 Fashion retrieval and recommendation

3.6.1 The procedure of semantic retrieval

We used the implementation of retrieval model presented
by [55] as it disentangles semantic components in distinct
subspaces, which is necessary to support the virtual try-on
system combined with to produce an interactive virtual try-
on recommendation system. Therefore, visual characteristics
are viewed by the image retrieval process as a supervisory
signal that can be utilized to direct the learning of disen-
tangled representations. In our work, AlexNet, ResNet and
MobileNet, are used to encode the representation fn of an
image In , this step is discussed in detail below.

Firstly, amodified version of the attribute-driven disentan-
gled encoder (ADDE) algorithm is used to analyze the dataset
of fashion images. The attributes and possible attribute values
for each image are pre-defined in the dataset.

A fully connected two-layer network maps the feature
of image n to attribute-specific subspaces. This mapping is
denoted as �( fn), and the attribute-specific embedding is
represented by rn . A classification layer, composed of a fully
connected layer with a softmax function, is used to predict
the attribute values for each image, and the predicted attribute
value is denoted as ŷn . The attribute-specific subspaces are
trained using independent multi-label attribute-classification
tasks, which are defined as a cross-entropy loss, as follows:

Lcls = −
N∑

n=1

A∑

a=1

log(p(yn,a |ŷn, a)) (1)

where yn,a is the ground-truth label of the image In for
attribute a, ŷn,a is the output of the softmax layer, N is the
number of samples in the training set, and A is the number
of attributes.

The disentangled representation of a given image In
is obtained by concatenating the attribute-specific embed-
dings rn , resulting in a representation with the size of rn ∈
RA·d , where d is the dimension of each attribute-specific
embedding. This disentangled representation is used in the
fashion recommendation system to provide more personal-
ized attribute-based recommendations using more accurate
3D image-based virtual try-on.

3.6.2 Attribute manipulation retrieval

The goal of attribute manipulation retrieval is to retrieve an
image that is similar to a given query image, butwith different
attributes. The query image, labeled as Iq , has associated
attribute values vq = (v1q , v

2
q , ..., v

J
q ), where J = ∑A

a=1 Ja .
One-hot encoding is used to represent the attribute values,
meaning that a value of 1 is assigned to the attribute present
in the image and 0 to the others. A memory block, labeled
as M , is used to manipulate the attributes, it saves prototype
ADDE embeddings for each attribute value. The memory
block is initialized by averaging the ADDE embeddings of
the images that have the same attribute values.

The initial prototype embeddings are comprised of these
representations and are stored in thememoryblock’s columns:

M =

⎛

⎜⎜⎝

�11 . . . �1J1 0 . . . 0 0 . . . 0
0 . . . 0 �21 . . . �2J2 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . 0 0 . . . 0 �A1 . . . �AJ A

⎞

⎟⎟⎠where e ja indi-

cates the prototype embedding for the j-th attribute value of
the attribute a.
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Fig. 7 A sample of the fashion retrieval result

3.6.3 Similarity search and ranking

Image similarity search aims to find images in a database
that are in the same vector space as the query image; these
images have less distance from the query image,whichmeans
a higher similarity. Many machine learning methods were
implied for similarity search in image processing, but one
of the best performing methods with higher speed and less
computational cost is Facebook AI similarity search (FAISS)
[56], which is used in this work. FAISS includes various
methods for searching similarities. It is assumed that the
instances are stored as vectors with integer identifiers and
that the vectors can be compared using L2 (Euclidean) dis-
tances or dot products. Vectors that have the less L2 distance
or the highest dot product with the query vector are treated
similar. FAISS creates a data structure in RAM from a set
of vectors xi of dimension d. When given a new vector x in
dimension d after the structure has been built, it efficiently
operates:

j = argmini‖x − xi‖ (2)

where ‖·‖ is the Euclidean distance (L2).
The data structure is an index with an add method to add

the xi vectors. Then, the search operation is to compute the
argmin on the index. In this step, after the fitting process, sim-
ilar images to the chosen garment image are recommended
to the user to choose one of them to try on. Figure7 shows a
sample of retrieved images that are similar to the user choice.

3.7 Performance evaluationmetrics

The following standard evaluation metrics are used to mea-
sure the performance of the fashion retrieval system:

1. Top-k Retrieval Accuracy: defined as the number of “hit”
queries divided by the total number of queries. A query is
called a “hit” if there is at least one image with the desired
attributes among the top-k nearest neighbors retrieved.

2. Normalized Discounted Cumulative Gain (NDCG@k):
defined as:

1

Z

∑
j = 1k

2rel( j)−1

log( j + 1)
, (3)

where rel( j) is the attribute relevance score for the j-th
ranked image defined as the number ofmatching attributes
between the desired label and the ground-truth label of j-
th ranked image divided by the total number of attribute
types; Z is a normalization constant. To bettermeasure the
ability to preserve attributes that should not be modified,
two variants of the standard NDCGmetric are computed:
NDCGt and NDCGo. Their formula is similar to Eq.3,
they only differ in the way of computing the relevance
scores rel( j). NDCGt focuses particularly on the tar-
get attribute that needs to be manipulated, consequently,
rel( j) will only be 0 or 1. On the other hand, NDCGo

only considers the complementary attributes that should
be kept fixed.

3. Mean Average Precision @ K (mAP@k): defined as:

mAP@k = 1

N

N∑

i=1

AP@ki , (4)

where N indicates the total number of queries, and AP is
the average precision, which can be calculated as:

AP@N = 1

m

N∑

k=1

(P(k) if kth item was relevant)

= 1

m

N∑

k=1

P(k) · rel(k),

where N is the number of recommended items and m is
the number of relevant items. rel(k) indicates whether that
kth item is relevant (rel(k) = 1) or not (rel(k) = 0), and
P is the Precision calculated for each pair of images. The
mAP@k metric is used as a classification-based metric.
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Fig. 8 The accuracy results of the testing set for the backbone deep models (left), and their corresponding loss rates (right)

Table 2 The Top@k accuracy
results of the proposed
recommendation system

Backbone Baseline-AlexNet Resnet18 Resnet50 MobileNet Resnet101

Top@5 29.93 30.02 33.23 35.29 50.84

Top@10 41.17 41.42 44.71 47.11 63.42

Top@15 47.82 48.32 51.24 54.43 69.68

Top@20 52.93 53.63 56.04 59.22 73.95

Top@30 59.81 60.87 62.80 66.03 80.02

Top@40 64.10 65.62 67.62 70.66 83.34

Top@50 67.29 69.42 71.01 74.07 85.74

The BOLD values highlight the highest results achieved by the best-performing model/algorithm in each
experiment.

It is computed for each attribute in our fashion retrieval
system.

4 Experimental results

4.1 Experiments setup

The batch size is 64 for all experiments, and the adaptive
moment estimation (Adam) optimizer with a momentum of
0.9 is used. Each model was trained for 25 epochs with a
learning rate of 0.0001, an lr decay rate of 0.5, and an lr
decay step of 10.

4.2 The results of deep backbonemodels

As aforementioned, experiments were conducted over sev-
eral CNN-based architectures to be tested as a backbone for
the retrieval model. We used AlexNet as a baseline archi-
tecture, and the other architectures: Resnet18, Resnet50,
MobileNet, and Resnet101 were investigated to obtain the
best configuration of feature learning and to maximize the
model’s generalization ability.

Among all the experiments and compared to other archi-
tectures, as shown in Fig. 8, Resnet101 is the best model that

has shown high performance in the attribute prediction task
in terms of accuracy. Also, Fig. 8 (right) demonstrates the
loss results of the used architectures. Notably, Resnet50 and
Resnet101 are close in performance in terms of loss, whereas
MobileNet has shown poor accuracy performance.

4.3 The retrieval results of attribute manipulation

For improve the performance of the recommendation sys-
tem, extensive experiments were conducted on the attribute
manipulation task. In this part, the performance of the deep
learning architectures is measured in terms of Top@k accu-
racy and NDCG@k. Table 2 demonstrates the Top@k accu-
racy results of all backbone models. As can be observed, the
best-performing model was Resnet101, achieving a Top@5
accuracy of 50.84 and aTop@30 accuracy of 80.02 compared
to the baseline, with an increased accuracy of +20.21%.

Table 3 demonstrates the NDCG@k results reported for
all models, in which the best model was also Resnet101,
achieving an NDCG@5 of 84.08 with a decrease of +7.05%
compared to the baseline and an NDCG@30 result of 80.26
with an improvement of +6.59%.

The results of NDCGt@k are shown in Table 4, where it
shows an improvement in the performance when Resnet101
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Table 3 The NDCG@k results
of the proposed
recommendation system

Backbone Baseline-AlexNet Resnet18 Resnet50 MobileNet Resnet101

Top@5 77.03 79.92 79.79 81.27 84.08

Top@10 75.84 78.70 78.67 80.03 82.76

Top@15 75.10 77.97 77.96 79.27 81.89

Top@20 74.55 77.44 77.42 78.69 81.24

Top@30 73.67 76.64 76.61 77.82 80.26

Top@40 72.95 76.02 75.99 77.14 79.47

Top@50 72.30 75.50 75.46 76.57 78.81

The BOLD values highlight the highest results achieved by the best-performing model/algorithm in each
experiment.

Table 4 The results of NDCGt
at top-k using the target
attributes

Backbone Baseline-AlexNet Resnet18 Resnet50 MobileNet Resnet101

Top@5 46.85 38.44 44.06 45.24 52.79

Top@10 45.83 38.14 42.88 44.01 50.14

Top@15 44.97 37.58 41.94 42.99 48.25

Top@20 44.27 37.09 41.17 42.06 46.82

Top@30 43.05 36.15 39.81 40.63 44.63

Top@40 42.08 35.32 38.78 39.49 43.01

Top@50 41.25 34.62 37.91 38.51 41.71

The BOLD values highlight the highest results achieved by the best-performing model/algorithm in each
experiment.

Table 5 The results of NDCGo
at top-k using the
complementary attributes

Backbone Baseline-AlexNet Resnet18 Resnet50 MobileNet Resnet101

Top@5 81.11 85.31 84.49 86.01 88.22

Top@10 79.89 83.96 83.37 84.76 87.07

Top@15 79.16 83.21 82.68 84.03 86.33

Top@20 78.63 82.66 82.17 83.49 85.78

Top@30 77.79 81.87 81.43 82.68 84.94

Top@40 77.09 81.27 80.85 82.06 84.25

Top@50 76.47 80.77 80.36 81.53 83.67

The BOLD values highlight the highest results achieved by the best-performing model/algorithm in each
experiment.

is used with an increased accuracy of NDCGt@5 by +5.94%
compared to the baseline, and by +1.58% of NDCGt@30.

In Table 5, the results of NDCGo@k are shown; it also
shows an improvement in the performance when Resnet101
is used as it increased the results of NDCGo@5 by +7.11%
compared to the baseline, and by +7.15% in NDCGo@30.

4.4 Comparison with the state-of-the-art

Table 6 shows the performance comparison of our proposed
recommendation system with the related previous works in
terms of Top@k accuracy. It demonstrates that our work
outperforms the state-of-the-art and shows a significant per-
formance for all garment images ranked at Top10 to Top50.

Table 7 also demonstrates that our work outperforms the
state-of-the-art and shows a performance improvement in
terms of NDCG, NDCGt , and NDCGo.

4.5 Attribute-level retrieval accuracy

We compute the mAP for the top k images which was exam-
ined by the best performingmodel, i.e., Resnet101. Extensive
experimentswere conducted tomeasure themAP@k for each
attribute separately to test the ability of the recommendation
model in retrieving garments include the same attributes in
the query image.

As shown in Table 8, the gender attribute achieved the
highest mAP values with a result of 99.56, while the color
attribute achieved the lowest mAP values with 63.03. This
difference can be attributed to the number of labels in each
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Table 6 Top@k accuracy
results compared to the
state-of-the-art

Model Top@10 Top@20 Top@30 Top@40 Top@50

AMNet [25] 25.62 36.13 42.94 47.71 51.64

FSN [26] 38.41 47.44 57.17 61.62 66.70

ADDE-M [55] 41.17 52.93 59.81 64.10 67.29

Ours 63.42 73.95 80.02 83.34 85.74

The BOLD values highlight the highest results achieved by the best-performing model/algorithm in each
experiment.

Table 7 NDCG@30 compared to the state-of-the-art

Model NDCG@30 NDCGt@30 NDCGo@30

AMNet [25] 71.48 40.10 75.71

ADDE-M [55] 73.67 43.05 77.79

Ours 80.26 44.63 84.94

The BOLD values highlight the highest results achieved by the best-
performing model/algorithm in each experiment.

attribute. The gender attribute has only 2 labels, while the
color attribute has 19 labels, which is the highest number of
labels. This means that attributes with fewer labels tend to
have higher mAP values and vice versa. Figure9 displays the
results of the proposed system in terms of the top 10 retrieved
images.

4.6 Analysis of retrieval speed andmemory size

As part of our experimental process, we also assessed the
retrieval system’s performance by evaluating the speed and
disk size requirements of the image vectors it utilizes. The
average time taken for a single image to retrieve its simi-
lar images from 100K images then rank them on the top of
the list is 3.2 milliseconds. Same thing applies for the vir-

tual try-on fitting speed; the average time needed to perform
the process of fitting for each image is nearly 3.6 millisec-
onds. Therefore, the system needs about 6.8 milliseconds on
average to respond to the user request and to display the 3D
fitting with a recommended list of similar garments that they
can also select to try them on. Additionally, the average size
of actual disk needed for each image vector was only about
16.3 KB, which means that the whole collection of images
(100,586) needs about 1.56 GB. The significance of these
findings lies in their relevance to real-time E-commerce sys-
tems and their impact on large-scale fashion systems. This
is crucial because there is a growing need to develop recom-
mendation and retrieval systems that not only save time but
also reduce disk space expenses.

5 Conclusion

This paper presents a novel approach that integrates fashion
retrieval, recommendation, and virtual try-ons. The objective
of our work is to introduce a personalized recommenda-
tion system that empowers consumers to select appropriate
garments and virtually try them on. This is achieved by
uploading a frontal image of their entire body, which then

Table 8 The results of mAP@k for the attributes learnt by Resnet101

Label Top@5 Top@10 Top@15 Top@20 Top@30 Top@40 Top@50 mAP

Category 96.73 95.91 95.34 94.90 94.22 93.67 93.18 94.85

Collar 98.49 98.03 97.69 97.41 96.98 96.62 96.31 97.36

Color 70.82 67.45 64.83 62.93 60.17 58.26 56.78 63.03

Fabric 77.28 74.62 72.80 71.57 69.96 68.91 68.17 71.90

Fastening 97.34 96.47 95.89 95.46 94.83 94.38 93.99 95.48

Fit 82.74 80.13 78.46 77.25 75.65 74.48 73.61 77.47

Gender 99.73 99.68 99.63 99.58 99.49 99.43 99.38 99.56

Neckline 96.70 95.68 94.95 94.38 93.55 92.90 92.38 94.36

Pattern 89.13 87.22 85.96 84.99 83.63 82.64 81.85 85.06

Pocket 98.32 97.79 97.45 97.18 96.77 96.48 96.25 83.43

Sleeve length 96.55 95.59 94.89 94.35 93.50 92.84 92.28 94.29

Sport 96.07 95.31 94.81 94.43 93.82 93.34 92.95 94.39

Average 91.66 90.30 89.39 88.70 87.71 86.99 86.43 –

The BOLD values highlight the highest results achieved by the best-performing model/algorithm in each experiment.
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Fig. 9 Sample garments retrieved and ranked at top 10

generates a 3D fitting image. Several preprocessing tech-
niques are applied to the user and garment images, and the
user’s pose is estimated by obtaining body joints with Open-
Pose. The M3D-VTON is used to fit the chosen garment
image to the user’s body in the provided image, where the
ADDE is utilized for the fashion retrieval and recommen-
dation. Extensive experiments were conducted using several
CNN-based models, and the Resnet101 was used as a back-
bone in the fashion recommendation pipeline. One of the
main findings is that the mAP@K results can be effected
by the number of labels in the attributes of the garments,
where this means that the less the label’s amount the higher
the mAP@K result, and vice versa. However, certain chal-
lenges were encountered in this research, one challenge was
that only a limited number of garment categories were eval-
uated, such as tops, to be consistent with the used VTON
system, since it performs better onlywith tops.As a result, the
experiments focused exclusively on female fashion because
currently, virtual try-on models are primarily focused on
these types of garments. In future work, we aim to improve
the performance of the proposed framework by considering
a wider range of categories of garments, as well as utilizing

more attribute manipulations in the recommendation phase
to give users a variety of choices.
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