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Abstract
With the increasing number of intelligent human–computer systems, more and more research is focusing on human emotion
recognition. Facial expressions are an effective modality in emotional recognition, enhancing automatic emotional analysis.
Although significant studies have investigated automatic facial expression recognition in the past decades, previous works
were mainly produced for controlled environments. Unlike recent pure CNN-based works, we argue that it is practical and
feasible to recognize an expression from a facial image. However, the extracted features may capture more identity-related
information and are not purely associated with the specific task of expression recognition. To reduce the personal influence of
identity-related features by removing identity information from facial images, we propose a neural style transfer generative
adversarial network (NST-GAN) in this paper. The objective is to determine the expression information from the input image
by removing identity information and transferring it to a synthetic identity. We employ experimental strategies to evaluate the
proposed method on three public facial expression databases (CK+, FER-2013, and JAFFE). Extensive experiments prove
that our NST-GAN outperforms other methods, setting a new state of the art.

Keywords Facial expression recognition · Identity-free expression · Neural style transfer generative adversarial network

1 Introduction

Facial expression plays a vital role in nonverbal communi-
cation and human interactions. FER has crucial importance
in developing interactive computing systems. An expression
presents a remarkable signal that human beings use, pur-
posefully or unintentionally, to transfer a message, such as
an emotional state or a health condition. A study by Ekman
and Friesen [1] showed that the human manner of express-
ing emotion is universal and assumed to be a physiological
phenomenon, not depending on a particular culture. This dis-
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covery gives the current Computer Vision searches to well
focus on the expression as a signal to recognize the facial
message (emotion). This leads rise to various systems in dif-
ferent areas, going from Human–robot interaction to Data
Analysis [2].

As an emerging research topic to develop an advanced
human–robot interaction (HRI) system, facial expression is
supposed to present physical and social contact between
human beings and robots and emotional interaction. Fur-
thermore, various machine learning algorithms have been
proposed specifically to automate FER [2–4]. Effective
solutions to solve FER problems have been thoroughly
researched. A FER approach aims to classify a single image
face as one of the six main emotional expressions [1], viz.
anger, disgust, fear, happiness, sadness, and surprise, and
one neutral. Moreover, recognizing facial expressions from
videos is a relevant and current issue in this topic of research.
On the one hand, more challenges arise in video data than
image data, e.g., the variable and quick dynamics among,
the beginning session, its apex, and its disappearance. On
the other hand, the quantity of information produced by the
set of frames or by the associated speech in some cases
allows various approaches, e.g., [5–7]. These works grant
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Fig. 1 The entire framework of
the NST-GAN generates
identity-free expression from an
input image

the extraction features and classification in a robust manner
and multi-modalities setting.

However, the extracted features can capturemore identity-
related information and thus are not strictly related to the
intended task, i.e., facial expression recognition. The chal-
lenge is to reduce the personal effects of identity-accorded
features by taking out identity facts from facial images. In
addition, we suppose fun(I) to be the obtained knowledge
of an input facial image, named I, learned by CNN. fun(I)
is generally a nonlinear function that presents the sum of
two attributes, i.e., fun(I) = g(fid (I); fexp (I)), whose fid (I)
presents the identity features related by race, age, gender, and
identity face; and fexp (I) presents expression-related infor-
mation only. The purpose of the proposed system is to obtain
the best exploitation of fexp (I) while reducing the influence
of fid (I).

To meet this goal, we present a novel FER approach based
on neural style transfer generative adversarial network, as
shown in Fig. 1, that learns emotion without identity infor-
mation. We called our model NST-GAN.

The objective is to determine the expression informa-
tion from the input image by removing identity information
and transferring it to a synthetic “average” identity. Average
expressive images are generated from all input data in the
trained dataset. Hence, these images will be considered for
expression classification. In summary, the following are the
major contributions:

• Developing an NST-GAN pattern to modify the facial
image to an average identity for expression recognition,
and the recognition with adversarial changes on facial
images can achieve more performance than those on
natural images. That is, the reduction in perturbation is
required to obtain successful recognition.

• We experimentally prove that our approach attains a con-
siderable performance compared to the state-of-the-art
FER systems.

The rest of the paper is organized as follows: Sect. 2 deliv-
ers the related works. The next section presents the proposed
method. The experimental settings and results are given in
Sect. 4. The quantitative and qualitative evaluation of the pro-
posed method is discussed. In the end, we have concluded
our observation of future works in Sect. 5.

2 Related works

The first works in this field employ traditional practices.
Accordingly, notable studies often use handcrafted feature
extraction and classification. Luo et al. [8] present a hybrid
technique based on Principal Component Analysis and Local
Binary Pattern (LBP). The first component is employed to
extract the global features of an image. The second compo-
nent is applied to extract local features. Thus, the Support
Vector Machine (SVM) is used for expression classification.
Chen et al. [9] applied Histograms of Oriented Gradients
(HOG) to transform facial components as features. To per-
form the facial expression classification, SVM was applied.
They evaluated the proposed method on small datasets
(JAFFE and extended Cohn-Kanade (CK+)).

Although classical machine learning approaches, based
on handcrafted feature extraction, have proved to predict
facial expressions in controlled conditions. Recent works
have revealed that these algorithms are inflexible to predict
images taken in an unsupervised environment [10]. Never-
theless, these algorithms are far fromgeneralization capacity.
The main weakness of these approaches derives essentially
from the fact that these techniques are only able to recognize
limited or exaggerated facial expressions corresponding to
the existing training set. Major factors that play a harder
problem are the following: face orientation, head pose vari-
ation, irregular nature of the human face, and illumination
conditions. The challenge is to extract robust features from
the facial image and yet preserve the expressive information.
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Recent research investigated extracting and learning fea-
tures automatically from data [11]. Convolution Neural
Network (CNN) is the most prevalent pattern used for image
prediction. Furthermore, new experimental approaches have
been developed for their use in the current intelligent systems
[12]. Nevertheless, the results achieved are impressive and
can be granted to the effective use of GPUs, dropout, ReLUs,
and data augmentation techniques [13]. As a well-known
Deep Learning (DL) pattern, CNN has thus been inspired by
human beings’ innate visual perception mechanism [14].

It is underlined that searches in this field are hindered
by the need for a very large training set, typically required
in current DL approaches. Indeed, existing FER datasets
generally have a few numbers of subjects, slight varia-
tions between sets, or limited sample images per expression,
hampering the training procedure. For example, one of the
largest FER datasets, FER2013, has 35,887 images of seven
subjects. However, only 547 of them present a disgusting
portrait. Collecting and annotating a new database is often a
hard, time-consuming, and expensive task. Finding alterna-
tive techniques is becoming a challenge to enhancing FER
systems’ performance.

Considering the disadvantages of handcrafted features,
deep learning took up the challenge in this field. Xie et al.
[15] proposed a new FER framework based on different fea-
ture sparseness-based regularization strategies. The feature
sparseness of the hidden units is integrated into a simple
convolution neural network to enhance the discrimination
generalization ability.Adeepmetric learning [16] framework
is used to optimize the regularization, which is integrated into
the loss function. This technique requires a large number
of parameters for optimization. The sparseness is embedded
directly in the FC layers to detect common features among
different people.

Jain et al. [17] propose a Hybrid Convolution-Recurrent
Neural Network. Their model employed Convolution lay-
ers followed by a Recurrent Neural Network (RNN). CNN
primarily is employed for feature extraction. The temporal
dependencies are detected from facial images using theRNN.
The relation within images is considered during the classi-
fication. During classification, the relation within images is
considered. The hybrid model achieved greater performance
as compared to a single CNN. Using Relu as an activation
function, the major disadvantage of RNN is that the training
model is unstable.

Kumar et al. [18] very recently proposed a new deepCNN,
which contains convolution layers and deep residual blocks.
Their model achieved a high accuracy compared with other
works [8]. However, their proposed method was evaluated
on only two small databases.

There are several techniques for automatic expression
recognition systems in the literature as shown in Table 1.
These techniques typically involve face detection via camera

sensors, feature extraction, and emotional state classification,
where the second step is the most crucial. The classification
accuracy is mainly dependent on the pertinent extracted fea-
tures.

In this work, we focus on classifying a single face from a
static image, rather than a video record. There are many chal-
lenges arising in video data that make image classification
less complex. Nevertheless, current works show that facial
expression prediction on an image is an active and advanced
research area in this field and may have a significant impact
on emotion recognition from videos too.

3 Proposedmethod

In thiswork,we focus onNST-GAN,whichmay achieve high
purity distinction between expression-related and identity-
related variables. We introduce our proposed strategy based
on the GAN mechanism in this section. The following sec-
tions provide a brief review of the proposed approach.

3.1 A brief review of generative adversarial
networks

GANs are recently achieving majestic results in image gen-
eration [19] and document enhancement [20]. This section
investigates the several integrations of this technique in
related problems to facial expression image processing and
enhancement. Recently, some researchers have exploited the
GAN in FER problems.

Zhang et al. [21] presented a novel end-to-end deep learn-
ing approach by exploiting pose-invariant facial expression
recognition. Their model can generate different expressions
from face images under arbitrary poses to enrich the training
set. De-Expression Residue Learning (DeRL) was intro-
duced by Yang et al. [22] to recognize facial expressions
by extracting information from the expressive component.
This model automatically generates an appropriate neutral
face for an input image.

GAN presents an example of an algorithm-level compet-
itive parallel model. Traditional GANs [23] employ deep
neural architectures to produce realistic images in order to
perform an intelligent system involving two deep neural net-
works (DNNs): a generator “G”, and a discriminator “D”.
The two DNNs are met in a zero-sum game. In other words,
if one wins, the other loses. The generator generates fake
input data to mislead the discriminator. While the discrimi-
nator trains to make out between fake and real samples. The
discriminator and generator networks are learned simultane-
ously as adversaries. Two networks are evolving in parallel
following their optimization process.
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Table 1 Comparison of classification approaches in related works

Author(s)/references FER approaches Expressions Advantages Drawbacks

Luo et al. [8] Hybrid technique based on
Principal Component
Analysis and LBP

Angry, disgust, fear, happy,
sad, and surprise

Reduce computational cost
and memory cost with the
gain super result

Evaluated only on one small
dataset in a controlled
environment

Chen et al. [9] Histograms of Oriented
Gradients (HOG) and
SVM

Angry, disgust, fear, happy,
sad, surprise, and neutral

Characterizing the shapes
of important components
constitutes facial
expressions

Evaluated only on two
small datasets. In a
controlled environment

Xie et al. [15] A feature sparseness-based
regularization that learns
deep features is used. The
regularization is
embedded into the loss
function with a simple
network

Angry, disgust, fear, happy,
sad, surprise, and neutral

A simple network with the
proposed sparseness
outperforms the one with
the L2-norm
regularization

Requires a large number of
parameters for
optimization

Jain et al. [17] Hybrid CNN-RNN model Angry, disgust, fear, happy,
sad, surprise, and neutral

Reduces the false detection
of the model

Using Relu as an activation
function in RNN, the
training model is unstable

Kumar et al. [18] Deep CNN which contains
convolution layers and
deep residual blocks

Angry, disgust, fear, happy,
sad, and surprise

A single Deep CNN Evaluated only on two
small datasets

D and G play the following two-player mini-max game
with the following value function V(G,D):

minGmaxDV (D,G) = E[log(D(x))]
+E[log(1 − D(G(z)))] (1)

where x is a real sample from the true data distribution and z
is a random noise vector drawn from a distribution pz.

Our idea focuses on extracting facial expression infor-
mation from identity representation. Thus, to learn face
expressionmodels, an encoder–decoder-based generator was
employed to rebuild an expression image.

3.2 The proposed NST-GAN architecture

We consider the FER problems an image-to-image genera-
tion task where the goal is to generate facial images without
identity given the input images. In our situation, we suppose
that Fe

i and Le
i represent an input and Synthetic facial image,

respectively, where the superscript e denotes an expression,
while the subscript i indicates an identity. Given an input
facial image Fv

x of a subject x with expression v and a land-
mark variable Ly

z of a subject z with target expression y. The
goal is to create a new free-identity facial image F ′ condi-
tioned on the facial expression.

As shown in Fig. 2, our problem is described as follows:

Fv
x , L

y
z → F ′y

x (2)

In our model, the loss function for G and D of NST-GAN is
defined as follows:

minDLDisc = −ED(Fv
x ) + ED(F ′y

x ), (3)

minGLGen = −EG(F ′y
x ), (4)

minG,DLGAN = LDisc + L ′Gen (5)

where F ′y
x represents the generated image. The adversarial

losses are optimized via WGAN-GP [24].

3.2.1 Generator

The generator runs an image-to-image as an auto-encoder
task. For the most part, these models consist of a sequence of
convoluted layers called encoders that perform sub-sampling
up to a particular layer. Then, the operation is reversed
into a sequence of oversampling and convolution layers
called a decoder. There are two major drawbacks to using
coder-decoder models for the proposed problem: First, the
performance degrades quickly with the increase in the size
of input images, and the model will have trouble retrieving
lost information later. Second, the flow of image information
crosses all layers, including the bottleneck. While inputs and
outputs images share out some identical pixels, a massive
amount of redundant features are exchanged. It is a waste
of time and energy. Thus, we use the structure of a model
called U-net [25] using skip connections. To improve the
convergence and the performance of deep neural networks,
skip connections are a widely used technique for training.
For this reason, we added a Skip connection block every two
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Fig. 2 The proposed approach
of the NST-GAN illustrates two
models: (1) a generator (G)
which is a “U-Net” and (2) a
discriminator (D)

layers to recuperate the image with less degradation. It is to
note also that this technique is used to prevent the exploding
problems and gradient vanishing. Batch normalization lay-
ers are evenly added to speed up the training. The generator
architecture, used in this study, is illustrated in Fig. 3.

3.2.2 Discriminator

The proposed discriminator model is a simple Convolutional
NeuralNetwork (CNN), comprisingfive convolutional layers
and fully connected layers for 6 classes. This model is shown
in Fig. 4. The general expression of a convolution kernel is
defined by Equation (6):

g(x, y) =
a∑

s=−1

b∑

t=−b

W (s, t) f (x − s, y − t) (6)

Where f is the original image, g is the filtered image andW is
the filter kernel. Every segment of thefilter kernel is inspected
by −a ≤ s ≤ a and −b ≤ t ≤ b. First, the discriminator
takes into input two images: the faced image and its version
(real or generated by the generator). The input images are
concatenated in a 2×256×256 shape tensor. Then, the new
volume passes in the CNN model to end up in the last layer
with a 1×16×16 matrix. We employ ReLU as an activation
function after each convolution layer. Finally,we use sigmoid
as an activation function in the last layer. Furthermore, we
append a fully connected layer to reassure that these nodes
interact well. We apply dropout at the end of fully connected
layers to inhibit our model from being oversized. Therefore,
the final obtained matrix contains probabilities generated by
the discriminator. After completing the training, the discrim-
inator’s function is finished. Given a facial image, we only
use the generative network to remove identity information.
But this discriminator must force the generator to produce
better results during training. The image is equally transmit-

ted to the model presented in our previous work [26] to read
it and predict the expression.

4 Experiments and results

This section first introduces the experimental settings includ-
ing the implementation details, the databases, and the prepro-
cessing used in our experiment. Then, this section presents
the experimental results of our proposed method and com-
pares them with state-of-the-art. Finally, we evaluate the
quality of the proposed approach using quantitative and
qualitative evaluation to show the deep-learned feature’s per-
formance of each facial expression.

4.1 Experimental settings

We apply the proposed NST-GAN approach to the task
of facial expression recognition on three publicly available
facial expression databases: The Facial Expression Recog-
nition 2013 (FER-2013) [27], The extended Cohn-Kanade
(CK+) [18] and Japanese Female Facial Expression (JAFFE)
[28].

4.1.1 Implementation details

The proposed approach was done on an Intel Core i7 PC,
NVIDIA GeForce G920MX GPU, 16GB RAM, and the
Ubuntu OS version LTS 18. Our architecture is implemented
with Python 3, TensorFlow framework, and PyTorch deep
learning framework. All experiments were built on GPUs
only. GPU cores have the potential to accelerate processing.
Thus, it reduces training times compared to a CPU.
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Fig. 3 Generator’s architecture
design used in this study

Fig. 4 Discriminator’s
architecture used in this study

4.1.2 Datasets

Due to the importance of human expression recognition in
the design of HRI systems, several annotated databases have
been created either in spontaneous uncontrolled settings such
as FER-2013 [27] and AFEW [29] or in more strictly con-
trolled environments as CK+ [18], MMI [30], and JAFFE
[28]. Images captured in laboratory conditions (or controlled)
are takenwith a frontal pose, standard illumination, and com-
mon background conditions. However, we can consider this
scenario as a solved problem. To illustrate the potency of the
proposed NST-GAN, our experiments have been performed
on three benchmark datasets, which are the Extended Cohn-

Kanade (CK+), FER-2013, and JAFFE. Statistics describing
these datasets are provided in Table 2.

• CK+ [18]: includes 593 videos recorded from 123 mem-
bers aged in the middle of 18 and 30 years. The standard
size of each frame is 640 x 490 pixels in PNG format.
Besides, it presents 6 basic emotions. We chose only a
tree frame from the last video sequence to collect sam-
ples of 6 basic expressions. We convert selected images
to grayscale intensity images.

• FER-2013 [27]: is created by gathering the results of
Google’s Image Search API. It is a large-scale facial
expression database with around 35,887 images in gray-
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Table 2 Experiment set details
for NST-GAN including the
expression, training, and test
samples

Expression CK+ FER-2013 JAFFE

Tr. sam.a Te. sam.b Tr. sam.a Te. sam.b Tr. sam.a Te. sam.b

Happiness 144 63 6292 2697 22 9

Sadness 60 24 4254 1823 22 9

Fear 52 22 3585 1536 23 10

Disgust 41 18 383 164 21 8

Anger 94 41 3467 1486 22 9

Surprise 174 75 2801 1201 22 9

Total 565 243 20,782 8907 132 54

aTraining samples
bTest samples

scale values. All images are labeled as any of the seven
emotions, and they are resized to 64 x 64 pixels.

• JAFFE [28]: includes 213 images exclusively in grayscale
values. It presents 7 expressions of ten Japanese female
models. The size of each face image is 256 x 256 pixels.

4.1.3 Preprocessing

Some conditions affect the expression recognition process
and make this task a complex problem [26]. Major condi-
tions include illumination, contrast, and size of input images.
The pre-processing step detects the face via theHaar-cascade
technique and reduces the lighting effects to some extent. To
ameliorate the scaling variations, histogram equalizationwas
employed to reduce the effect of illumination changes. In
addition, to reduce the in-plane rotation, face alignment was
utilized based on 3 facial key points, i.e., the tip of the nose
and the centers of two eyes. For data augmentation purposes,
we resized processed facial images to N × N with random
rotation between −4°and 4°and horizontal flipping.

4.2 Quantitative evaluation of the proposed
approach

For all pre-training settings described in this paper, we con-
ducted train our NST-GAN as follows:

• We fed the generator from the preprocessed images of
size 64 × 64 as an input.

• The generated images are transmitted to the discrimina-
tor with the truth patches. Then, the discriminator begins
to force the generator to produce outputs that are indis-
tinguishable from the “real” images, while doing its best
to detect the generator’s “fakes”.

The loss convergence would indicate that the model found
some optimum, where it cannot improve more, which also
should mean that it has learned well enough. If the loss has
converged very well, it does necessarily mean that the model

Fig. 5 Generator and discriminator loss during training

has learned very well as shown in Fig. 5. To validate the
effectiveness of our approach, more procedures have been
applied to estimate the skill of the proposed model on the
three databases.

4.2.1 Subject-independent strategy

To gain more subtle data, we split each dataset into training,
validation, and testing sets in a random subject-independent
manner. On average, we attribute 60% for the training fold,
20% for the validation fold, and 20% for the testing fold. In
each experiment, the proposed NST-GAN is trained for 1000
epochs.

As illustrated in Table 3, our approach obtains better or
at least similar results compared to the state-of-the-art meth-
ods on all three datasets. For the performance of NST-GAN
on the CK+ and FER-2013 database, the proposed model
achieved the best recognition accuracy with 98.14% and
85.93%, respectively. Furthermore, the accuracy of the pro-
posed model on JAFFE is similar to that of recent work. A
comparison of the testing phase on three datasets is shown
in Fig. 7. A considerable improvement is noticed from 400
epochs. Figure6 presents an example of a sample built by
the proposed NST-GAN generating identity-free expression
from an input image of CK+ dataset.
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Table 3 Proposed model versus other models performance comparison
on CK+, JAFFE, and FER-2013

Method CK+ JAFFE FER-2013

Zhan et al. [31] 92.35 94.89 –

Khorrami [32] – 82.43 –

Jain et al. [17] – 94.91 8 –

Kumar et al. [18] 93.24 95.23 –

Lopes et al. [33] 92.73 94.86 –

Xie et al. [15] 97.59 – 72.14

Mollahossein et al. [34] 91.34 – 66.40

Proposed NST-GAN 98.14 95.12 85.93

Bold values indicate the databases used in this work

4.2.2 Per-class accuracy

Per-class accuracy (%) of CK+, JAFFE, and FER-2013
datasets is shown in Fig. 8 with the six expression classes
that are happy, fear, surprise, disgust, sadness, and anger. It
can be seen that neutral and happy classes are the top twowith
the highest accuracy rates in the three datasets. However, the
accuracy of surprise and disgust expressions evaluated on the
FER-2013 dataset is rather low compared with other classes.
This decrease is due to the training sample numbers of sur-
prise and disgust being much fewer than others shown in
Table 2. Furthermore, compared to the CK+ database which

Fig. 7 Performance comparison on CK+, JAFFE, and FER-2013
databases per epocks

performs high classification accuracy, the facial images in
the JAFFE database are tougher to distinguish.

An example can be seen in Fig. 9; four samples (fear,
surprise, sad, and disgust) from the FER-2013 dataset have
only small differences and can be simply confused with each
other. It leads to poor recognition performance. Overall, the
record obtained in the classification accuracy evaluated on
the FER-2013 dataset exhibits that the proposed NST-GAN
is effective for expression classification in uncontrolled con-
ditions.

Fig. 6 Example of sample built
by the proposed NST-GAN
generating identity-free
expression from an input image
of CK+ dataset
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Fig. 8 Per-class accuracy (%) of
CK+ dataset, JAFFE dataset,
and FER2013 dataset with the
six expression classes

Fig. 9 Example of ambiguous facial samples of the four expressions
(fear, surprise, sadness, and disgust) from the FER-2013 dataset

Table 4 Average accuracies of proposed NST-GAN in K-fold strategy
on CK+, JAFFE, and FER-2013

K-fold CK+ JAFFE FER-2013

SET1 Test 0.96 0.74 0.86

SET2 Test 0.84 0.68 0.61

SET3 Test 1 0.94 0.98

SET4 Test 0.97 0.95 0.96

SET5 Test 0.89 0.87 0.79

SET6 Test 0.99 0.84 0.67

SET7 Test 1 0.87 0.95

SET8 Test 0.95 0.84 0.83

Average 98.14 95.12 85.93

Bold values indicate the databases used in this work

4.2.3 K -fold strategy

A K-fold strategy was employed eightfold for all three
datasets. Each dataset was divided into 8 subsets. For each
execution, we have specified 6 sets of data for training, and
the rest subsets were assigned, respectively, for the validation
and testing phases. As shown in Table 4, the reported results,
in terms of accuracy, are the average of the 8 executions in
the testing phase.

Table 5 Experiment set details for NST-GAN including the expression,
training, and testing samples

Testing

Training CK+ JAFFE FER-2013

CK+ – 63.69 52.30

JAFFE 51.35 – 57.90

FER-2013 85.26 76.58 –

Bold values indicate the databases used in this work

4.2.4 Cross-database strategy

The cross-database strategy (training and testing) was per-
formed to test the generalization performance of our pro-
posed approach. Table 5 presents the accuracy of each
database when one of the three is used for the training
phase and the remaining ones are used for the testing phase.
We noticed that the accuracies of FER-2013 trained using
other databases are relatively low because the images are
all collected under controlled conditions. The model trained
using JAFFE achieved only an average rate of accuracy
on FER2013 and CK+ databases. The highest accuracy
(85.26%) is obtained for the CK+ database when the pro-
posed model was trained using the FER-2013 database.

4.2.5 Expression-specific performance results

Besides cross-validation evaluation, one of the most signifi-
cant indicators to evaluate a model is confusion matrices. Its
performance based on right andwrong predictions is revealed
and broken down by class. Sequel to this fact, three confu-
sion matrices have been computed on the CK+, JAFFE, and
FER-2013 databases and sit in Tables 6, 7 and 8, respectively.
Confusionmatrices are performedwhere the proposedmodel
has the top cross-validation performance.
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Table 6 Confusion matrix with
NST-GAN on CK+ database

Happiness Sadness Fear Disgust Anger Surprise

Happiness 93.0 0.0 0.0 0.0 7.0 0.0

Sadness 0.0 100 0.0 0.0 0.0 0.0

Fear 0.0 0.0 91.2 6.5 0.0 2.3

Disgust 0.0 3.9 0.0 95.3 0.8 0.0

Anger 0.0 6.4 0.0 0.0 89.5 4.1

Surprise 0.0 0.0 0.0 0.0 0.0 100

Bold values indicate the databases used in this work

Table 7 Confusion matrix with
NST-GAN on JAFFE database

Happiness Sadness Fear Disgust Anger Surprise

Happiness 92.3 2.5 0.0 5.1 0.1 0.0

Sadness 0.0 94.0 0.0 6.0 0.0 0.0

Fear 0.0 11.0 89.0 0.0 0.0 0.0

Disgust 0.0 5.0 0.0 88.6 0.0 6.4

Anger 0.0 0.0 0.0 20.0 69.8 10.2

Surprise 0.0 0.0 9.0 11.5 20.9 58.6

Bold values indicate the databases used in this work

Table 8 Confusion matrix with
NST-GAN on FER-2013
database

Happiness Sadness Fear Disgust Anger Surprise

Happiness 91.0 8.0 0.0 0.0 0.0 1.0

Sadness 0.0 83.3 0.0 0.0 0.0 16.7

Fear 0.0 0.0 69.0 21.8 9.2 0.0

Disgust 0.0 0.0 5.6 70.7 0.0 24.3

Anger 0.0 0.0 14.0 0.0 86.0 0.0

Surprise 0.0 0.0 10.0 0.0 0.0 90.0

Bold values indicate the databases used in this work

4.3 Qualitative evaluation of the proposed approach

To view the deep-learned features of each facial expres-
sion, T-distributed Stochastic Neighbor Embedding (t-SNE)
[35] is applied. The T-SNE is a nonlinear algorithm allow-
ing to show learned large-dimensional features in a three-
dimensional space. This algorithm is based on a probabilistic
interpretation of proximities. A probability distribution is
defined over pairs of points in the original space such that
points close to each other have a high probability of being
chosen while points far apart have a low probability of ’being
selected. Figure 10 showsa3D t-SNEplot of the deep-learned
features from the FER-2013 dataset. The output of the last
fully connected layer of discriminator D presents the deep-
learned features. The random sample number is fixed to 1150
considering the computing speed and the validation set num-
ber of the FER-2013 dataset. As observed in the 3D t-SNE
plot, the dots of disgust expression are relatively few due to
the unbalanced data distribution of the training set. As it can
be seen in Table 2, the available training samples number of
disgust in the FER-2013 database is only 383, while the train-

Fig. 10 The 3D t-SNE visualization by the proposed model on the
FER-2013 dataset

ing number of other expressions surpassed 2800. Although
various information exists in the database (including iden-
tity information, age, race, etc.), the dots of each expression
are distributed and there is a perfectly clear interval between
seven expressions which demonstrates the effectiveness of
our NST-GAN model.
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5 Conclusion

In this work, we propose an NST-GAN-based approach to
removing the facial identity factor from facial images and
training the generative and discriminative representations
simultaneously from synthetic identity. The disentangling
task of the facial identity factor is performed in two phases:
learning by a conditional generator G and learning by a dis-
criminator D.We have conducted qualitative and quantitative
experiments on the proposed method, which exhibit that our
NST-GAN outperformed recent works when all the judg-
ing criteria were taken. The experimental results prove that
the NST-GAN is effective for expression recognition and
exceeds recent state-of-the-art systems on three well-known
facial expression datasets, i.e., CK+, JAFFE, and FER-2013.
The cross-validation strategy also demonstrates the promis-
ing generalization potential of our method. One limitation of
this work is that the model has not intrinsic metric evaluation
present for bettermodel training and generating complex out-
puts. Thus, we still cannot evaluate the generative models.
Recognizing other emotional symptoms areworth investigat-
ing in this domain where vocal and gestures have a relative
role to recognize human emotion. In other words, an intelli-
gent system should be able to rightly recognize social signals
that interpret.
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