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Abstract

Nowadays gender classification which plays a vital role in face recognition systems is one of the main matters in computer
vision. It is difficult to classify the gender from facial images when dealing with unconstrained images in a cross-dataset
protocol. In this work, we propose two convolutional neural networks where one of the networks used the central difference
convolution layer and another network used the vanilla convolution layer. The system was trained with the Casia WebFace
dataset and tested on two cross-datasets, labeled faces in the wild (LFW) and FEI dataset. It is worth mentioning that the
experimental results show the power and effectiveness of the proposed method. This method obtains a classification rate of
97.79% for the LFW dataset and 99.10% for the FEI dataset.
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1 Introduction

Gender recognition from face images is a challenging prob-
lem with applications in various knowledge domains espe-
cially in computer vision, Classifying gender is easy for
humans but very difficult for machines and it can be applied
in various fields such as biometric authentication, security
system, face anti-spoofing, criminology, and others. Many
systems use user face images as input data because many
personal characteristics such as age, gender, ethnicity, and
identity can be extracted from them.

Automated face analysis of images has been extensively
studied in recent decades due to its many applications such as
human—computer interaction, surveillance systems, biomet-
rics, augmented reality, and so on. Today, most purchases
are made online and by automatically recognizing the gen-
der of an image, the system can automatically select and
recommend products that are of interest to the customers,
like music recommender systems which are able to auto-
matically detect the user’s musical preferences and create a
playlist [1]. Existing overview-articles for algorithms related
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to gender estimation include the works of Ng et al. [2], Khan
et al. [3], and Bekios-Calfa et al. [4].

The difficulty of gender classification largely depends
on the application context and the experimental protocol: a
recognition model can be trained and tested on faces from the
same dataset or different datasets (i.e. cross-dataset experi-
ment), images of input faces can be taken under controlled
or uncontrolled conditions and finally faces can be aligned
before gender prediction or not [5]. Gender classification is
not new in the field of computer vision. After a thorough
review of the related works and according to [6], many useful
algorithms for gender classification have already been devel-
oped. Generally, the extraction methods of image features
are classified into two groups: global features-based meth-
ods (termed Holistic approaches [7]) and local features-based
methods (termed Component-based methods [7] or Block
Processing-based methods).

In general, Linear Discriminant Analysis (LDA) is imple-
mented to classify patterns between two classes; however, it
can be utilized for multiple classes. LDA gives class detach-
ability by drawing a decision region between the various
classes [8].

FaceHop [3] is recently proposed for gender classifica-
tion on gray-scale face images. It uses PixelHop + + for
feature learning. For gray-scale face images of resolution 32
x 32 in the LFW and the CMU Multi-PIE datasets, FaceHop
achieves correct gender classification rates of 94.63% and
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95.12% with model sizes of 16.9 K and 17.6 K parameters,
respectively.

In [9] authors proposed a method that gender classification
system, works for full-face images to half-face images, a Dis-
crete Wavelet Transform (DWT) followed by MMDA is used
for feature extraction. Their proposed approach uses DWT to
gather the potential information from the face images. Sup-
port Vector Machine (SVM) and k-NN classifiers were used
to find the features that can discriminate between males and
females. Kaur K et al. [9] proposed method was evaluated on
FERET and FEI databases, and the experimental result shows
that the proposed technique achieves the gender classifica-
tion target with more than 94% accuracy for both half-face
and full-face images.

The authors in [10] used a local binary pattern (LBP) as a
texture method. But LBP suffers from a big problem; it cannot
show spatial relationships between local textures. Therefore,
to increase the accuracy of gender classification, two LBP
descriptors, based on (1) spatial relationships between neigh-
bors with the distance parameter, and (2) spatial relationships
between the reference pixel and its neighbor in the same
direction, have been used. The authors used Gray Relation-
ship Analysis (GRA), performed to identify gender through
the extracted features. Using GRA with, and traditional LBP
characteristics, the accuracy obtained is 97.14%, 93.33%,
and 92.50%, respectively, on the FEI dataset.

Lian and Lu [11] utilized the facial texture information
for gender classification. For this purpose, the authors divided
the facial area into several small areas and used an LBP oper-
ator in each area to extract texture features. The extracted
texture features are called LBP histograms and fed that fea-
ture vectors to SVM for classification. According to their
results on the Chinese Academy of Sciences-Pose, Expres-
sion, Accessories, and Lighting (CAS-PEAL) database, the
SVM classifier achieved an accuracy of 96.75%.

Sun et al. [12] proposed the LBP operator to extract
features in facial images. The authors used the AdaBoost
classifier, instead of using the SVM classifier, and achieved
an accuracy of 95.75% in the FERET database. Lian et al.
[11] and Sun et al. [12] used controlled images in their
experiments. However, considering real-world applications,
it is reasonable to design gender classification methods to
perform well for images captured in uncontrolled condi-
tions. Shan [13] used the Labeled Faces in the Wild (LFW)
database, which contains real-world face images. The author
trained an SVM classifier using an LBP histogram extracted
from real face images. According to his results on the LFW
database, the SVM classifier achieved an accuracy of approx-
imately 94.8%.

Convolutional neural networks have shown significant
performance in various image recognition problems. CNN-
based methods are used to extract features and classification
algorithms for automatic gender classification [14]. In the
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early 1990s, researchers used neural networks to solve the
problem of gender classification. Golomb A et al. [15]
trained a neural network with two fully connected layers and
achieved relatively good accuracy on a small training set.

Recently, instead of using hand-crafted features from
grayscale images, some research groups have focused on a
machine learning methodology to automatically learn fea-
tures extracted from RGB facial images. In this approach,
convolutional neural networks (CNNs) have been mainly
used. For example, in [16], a CNN model was proposed
to directly learn features from facial images. Islam et al.
[17] applied three existing CNN models, namely GoogleNet
[18], SqueezeNet [19], and ResNet-50 [20], to gender clas-
sification tasks. In addition, the authors demonstrated the
feasibility of these models for classifying genders. Some
studies have focused on image classification techniques for
gender recognition. Zhang, et al. [21] propose a method for
gender detection using images. First, they use CNN for fea-
ture extraction. Next, they apply a self-joint attention model
for feature fusion. Finally, they use two fully connected
neural network layers with ReLu and softmax activation
functions, and one average pooling layer to predict the gen-
der. Al applications are notable in using in the recruitment
process because it will be the combination of human and com-
puter collaboration that will work together to reach desired
goals, in the concern of the facial identification is now to the
built-up framework to recognize the individual face picture
and video [22]. Hsu Y. C, et al. discuss a way for enhanc-
ing data. The proposed approach improves the quality of the
input data by modeling probable barriers that may arise in
real-world circumstances. The suggested method begins by
randomly picking a fixed size region from an input image and
then using one of the occlusion approaches. When utilizing
blackout, random brightness, or blur occlusion techniques,
faces are obscured, lightning is powerful, and resolution is
restricted. A convolutional neural network and a VGG16
deep neural network [23]. Recently, various Bilinear CNN
models have been proposed in the literature for fine-grained
classification. Ben et al. [24] proposed a Bilinear CNN model
combining a pre-trained VGG16 with a shallow CNN, as fea-
ture extractors, for facial emotion recognition. The proposed
model was evaluated on CK + and FEI facial expression
datasets and achieved accuracy rates of 86.98% and 85.35%,
respectively.

Most gender detection methods rely on stacked con-
volutions and expert-designed network, which is weak in
describing detailed information and easily being ineffective
when the environment varies (e.g., different illumination),
according to this we have utilized Central Difference Con-
volution (CDC), which is able to capture intrinsic detailed
patterns via aggregating both intensity and gradient informa-
tion. Moreover, CDC is able to extract the invariant detailed
features (e.g., illumination & input camera).
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The purpose in this paper is to improve the accuracy of
gender classification using the CDC method, which has been
used in face anti-spoofing [25] task.

In this paper, two parallel CNNs which concatenated at the
first dense layer are used. One of the CNNs works with the
vanilla convolution (VC) layer and another one is working
with the central difference convolution (CDC) layer [25],
the network built with VC is called VCNN, and the network
built with CDC is called CDCN. Three datasets are used, one
for training and two for testing the system. The difference
between our system and the competitive algorithms is the
CDC layer that will be described in a subsequent section.

For better comparison, we have tested and evaluated mod-
els individually and reported them in their relevant tables.

Paper is organized as follows. In Sect. 2, we described
briefly about CDC and the gender classification system and
its details. In Sect. 3, experimental setups and results are
discussed. At last in Sect. 4, the paper is concluded.

2 Proposed method

In this paper, the unique and novel approach is to utilize two
paralle]l CNNs which contains vanilla and central difference
convolution layers. The main goal is to design an automatic
gender classification system that is invariant detailed facial
images. In this section, first is the introduction of CDC and
then the introduction of VCCN and CDCN model.

2.1 Central difference convolution

The inputs after passing through a convolutional layer
become abstracted to a feature map. Convolutional layers
convolve the input and pass its result to the next layer; the
convolution operation remains the same across the chan-
nel dimension. The convolutions are described in 2D while
extension to 3D is straightforward.

S
N
@V

Vanilla
Convolution

Fig. 1 Central difference convolution

>

Subtraction

There are two main steps in the 2D convolution: 1- sam-
pling local receptive field region R over the input feature map
x;2- aggregation of sampled values via weighted summation.

Hence, the output feature map Z can be formulated as:

Z(to) = ) x(to +ta) - w(ty) 0]

tmeR

where 79 denotes current location on both input and output
feature maps while #,, enumerates the locations in R.
Central difference into vanilla convolution is mentioned
to enhance its representation and generalization capacity
according to LBP [26] which describes local relations in a
binary central difference way. Central difference convolu-
tion also consists of two steps, sampling, and aggregation.
The sampling step is similar to that in vanilla convolution
while the aggregation step is different as shown in Fig. 1.

Z(ty) = Z (x(to + ta) — x(t0)) - w(tn) @)

teR

When 1, = (0,0), the gradient value always equals to zero
with respect to the central location f itself. Therefore, gen-
eralization of central difference convolution as:

In order to efficiently implement CDC in modern deep
learning framework, merging Eq. (3) into the vanilla convo-
lution with additional central difference term:

Z(t) =60y ((to+1tn) — x(t0)) - w(t)

meR

+(1=0) Y ((t+1n) — x(10)) - w(ty) 3)

tmeER

where hyper-parameter 6 € [0,1] tradeoffs the contribution
between intensity-level and gradient-level information. The

Central Difference
Convolution
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Fig.2 The system architecture

Fig. 3 Face detection from raw images from Casia Web Face dataset

higher value of 6 means the more importance of central dif-
ference gradient information.

Z(t) = Y x(to+1y). w(ty)

tmER

Vanilla Convolution

+ 0. —x(19). Z w(ty) “4)

tmeR

CDC Term

According to Eq. (4), in PyTorch [27] and TensorFlow
[28], CDC can be implemented by a few lines of code.

2.2 Models

As mentioned in the previous section, two parallel neural
networks were used, as shown in Fig. 2, one neural network
is with vanilla convolution layer and the other is with a central
difference convolution layer.
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According to Fig. 2, before feeding the inputs to neural
networks, pre-processing is performed on all input images.
At first, only the faces were detected and extracted from the
raw images, according to Fig. 3. We did this task by using
insight-face toolbox and zoo models [29] in preprocessing
unit, we resized all input facial images into 128 * 128 for
reducing process volume. After feeding the facial images into
neural networks, we concatenated the two neural networks in
the first dense layer and then classifying the gender of input
images.

In this experiment, dropout regularization after every
pooling layer to avoid over-fitting and feature co-adoption
[30] is applied. For activation function, rectified linear units
(ReLUs) [31] in all VC and CDC convolutional and dense
layers are used.

ReLU(x) = Max{0, x} 5)

The exception of using ReLUs is in the last layer, where
the Softmax function [30] is applied instead.
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According to Fig. 4, the model that used is consists of four
blocks and 17 layers including the input layer, the first block
consists of three VC layers with (3,3) kernel size and Stride
(1,1) and also a 2D Max-pooling layer with pool size (2,2).
The second and third blocks are similar to the first block but
the difference is in the max-pooling layer where the pool size
is (4,4). The fourth block is the fully connected block that
contains four dense layers. The first dense layer size is 150
and the last dense layer size is according to the output classes
is equal to 2.

Another model that we design, which uses the CDC con-
volutional layer as shown in Fig. 5, has the same number of
layers that uses in the VC model, as shown in Fig. 4. The
model consists of four blocks and 17 layers including the
input layer. The first block.

As mentioned in the previous section, we concatenated
the two models at the first dense layer, and by using the
softmax activation function, the gender images are classified,
consisting of three CDC layers with (3,3) kernel size and
Stride (1,1) and a 2D Max-pooling layer with pool size (2,2).
The second, third, and fourth blocks are similar to the VCCN
model.

Given input RGB facial image with size 128 x 128 x 3,
we use 6 = 0.7 as the default setting and ablation and study
about 0 is in [25].

3 Experiments and results

In this section, we reported datasets, experiments, setups,
results, and the evaluation of the methodology which was
described in the previous section.

3.1 Datasets

In this section, we presented the datasets which used in
the experiments. Three publicly available face datasets:
CASIA WebFace, Labeled Faces in the Wild (LFW) and FEI
database, are used. The first one is used for training, and
validation, whereas the second and third are used only for
testing.

3.1.1 CASIA WebFace dataset

CASIA WebFace dataset was collected for face recogni-
tion purposes by Yi et al. [32]. The dataset contains photos
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Fig.5 The structure of the model with CDC layers
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of actors and actresses born between 1940 and 2014 from
the IMDDb website. Images of the CASIA WebFace dataset
include random variations of poses, illuminations, facial
expressions, and image resolutions. In total, there are 494,414
face images of 10,575 subjects. In this work, CASIA Web-
Face have been used to train the networks. Authors of CASIA
WebFace provide names of 10,575 subjects but not their gen-
ders.

3.1.2 Labeled faces in the wild (LFW) dataset

Being collected by Huang et al. [33], the LFW dataset has
become a benchmark for face gender recognition in an uncon-
strained environment. It consists of 13,233 face images of
5749 celebrities. Contrary to CASIA WebFace, LFW con-
tains photos of actors, actresses, politicians, sportsmen, and
sportswomen.

3.1.3 FEl dataset

The FEI database [34] is a Brazilian face database that con-
tains a set of face images taken between June 2005 and March
2006 at the Artificial Intelligence Laboratory of FEI in Sao
Bernardo do Campo, Sao Paulo, Brazil. There are 14 images
for each of 200 individuals, a total of 2800 images. All images
are colorful and taken against a white homogenous back-
ground in an upright frontal position with profile rotation.
The scale might vary about 10% and the original size of each
image is 640 x 480 pixels. All faces are mainly represented
by students and staff at FEI, between 19 and 40 years old with
a distinct appearance, hairstyle, and adorns. The number of
male and female subjects are exactly the same and equal to
100.

3.2 Experimental setup

CASIA WebFace dataset have been used to train the network,
as mentioned in the previous section, the CASIA WebFace
dataset has 494,414 face images of 10,575 subjects.

First, we detected and extracted only faces from raw
images, then theses samples are fed to the network for
training and validating process. We used a total of 113,000
female and male images for training and validating the sys-
tem according to Table 1.

It should be noted that validation samples and training
samples have no similarities with each other, and in terms of
validation, the samples were randomly selected and shuffled.
To train the network, Adam optimizer [35], with the default
learning rate of 0.1, was applied. The binary cross-entropy
was used as a loss function. The batch size was 32 and the
model was trained for 100 epochs.
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Table 1 Splitting data into training and validation samples Table 4 Gender classification results on LFW dataset
Process Dataset Female Male Studies Algorithm ACC (%)
images images
Almabdy S et al. [36] AlexNet 94.00
Training CASIA 56,500 56,500 Almabdy S et al. [36] ResNet-50 94.00
WebFace
Lo Rouhsedaghat M et al. FaceHop 94.63
Validation CASIA 11,300 11,300 [37]
‘WebFace
Shan C [13] LBP 94.80
Proposed method VCNN 95.23
Table 2 The results of LFW dataset on both models separately Han Heetal. [38] BIF 9540
Almabdy S et al. [36] AlexNet + ResNet-50 96.21
Models Female images Male images Accuracy (%) Proposed method CDCN 96.61
sas P 1. LBP + PCA 2
VCNN 3012 8471 9523 Casas Pet al. [39] e 9720
Antipov G et al. [40] CNN 97.30
CDCN 3012 8471 96.61
Proposed method VCCN + CDCN 97.79

Table 3 The result accuracy in LFW dataset by fusing two models

Female Male Total
Female 2899 140 -
Male 113 8331 —
Accuracy 96.24% 98.34% 97.79%

3.3 Results

As mentioned in the previous section, three databases to train
and test the systems were used. Casia WebFace dataset for
training and validating, LFW and FEI dataset for testing the
system. First, we obtained the results without fusing the two
networks and reported them; then results were reported by
fusing two networks. We also compared the method with
other approaches on LWF and FEI datasets as shown in
Tables 4 and 7.

3.3.1 Results on LFW dataset

We tested the system with both models separately; first, we
tested the system with the model that consists of VC layer
according to Fig. 4; then we tested the system with the CDCN
model according to Fig. 5; the results are reported in Table
2.

In the LFW dataset after detecting face images using the
insight-face toolbox and zoo models, we got 11,483 images.
Contain 3012 female images and 8471 male images.

In testing both models, the number of female images and
male images are the same and tabulated in Table 2. The
CDCN model, which consists of the CDC convolution layer,
is able to extract the invariant detailed of images, shows
slightly better results.

In Table 3, the results of the fusion model are reported;

Table 5 The results of FEI dataset on both models separately

Models Female images Male images Accuracy (%)
VCNN 1323 1369 96.23
CDCN 1323 1369 97.49

the number of test images in the fusion model is equal to
individual models. As we can see, the accuracy increases in
the fusion model. In the LFW dataset, the number of male
images is much higher than the females, but the accuracy on
male face images is higher, this due to the way the hair is
covered or not covered or the makeups, children images, and
so on. The accuracy that we achieved in total is 97.79%.

In Table 4, different results on the LFW dataset are com-
pared.

In [32] the authors tested their system individually and
reported the results, by using Alex-Net the 94% accuracy,
and using ResNet-50 they achieved 94% accuracy either.

It can be seen in Table 4, the employed approach could
produce significant performance compared to other studies in
the literature. Achieved high accuracies are due to employing
and fusing VCNN and CDCN which is a successful gender
classification approach. The proposed method showed about
20% and 40% error reduction on LFW dataset in comparison
with [36, 40], respectively.

3.3.2 Results on FEI dataset

In the FEI dataset, we tested the system with both models
separately like the LFW dataset, first with VCNN then with
CDCN. The result is tabulated in Table 5.

According to Table 5, the number of female images and
male images are similar in both VCNN and CDCN models.

@ Springer
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Table 6 The accuracy result in FEI dataset

Female Male Total
Female 1316 17 -
Male 7 1352 -
Accuracy 99.47% 98.75% 99.1%
Table 7 Gender classification results on FEI dataset
Studies Algorithm ACC (%)
Jabra M et al. [24] B-CNN 85.35
Liao M et al. [41] LDF 88.20
Kaya Y etal. [10] LBP 92.50
Wadhera A et al. [42] PTGSP-CWP 93.30
Kaya Y et al. [10] nLBP, 93.33
Curtidor A et al. [7] RLD 93.57
Kaur K et al. [9] MMDA 94.00
Abdalali E et al. [8] DCT 95.70
Proposed Method VCNN 96.23
Kaya Y etal. [10] dLBP, 97.14
Proposed Method CDCN 97.49
Almabdy S et al. [36] AlexNet 97.50
Almabdy S et al. [36] ResNet-50 98.50
Almabdy S et al. [36] AlexNet + ResNet-50 99.00
Proposed method VCCN + CDCN 99.10

Because of the ability of extract, the invariant detailed of
images CDCN show slightly better accuracy on FEI dataset
like LFW dataset.

In FEI dataset, all 2692 face images were detected via the
using insight-face toolbox, the number of detected faces in
female and male samples are tabulated in Table 5. According
to Table 6, we tested the model on another cross-dataset.
The accuracy of female images is slightly better than male
images. The accuracy that we reach in the FEI dataset at total
5 99.1%.

In Table 7, we compared different results on the FEI
dataset. In [36] the authors tested their system individually
on the FEI dataset like the LFW dataset, by using Alex-Net
the accuracy reached 97.50%, and with using ResNet-50 they
achieved 98.50% accuracy either.

In [36] authors fused two pre-trained convolutional neu-
ral networks Alex-Net and ResNet-50, respectively, to extract
high-level features which are suitable for tasks like gender
classification, and they could achieve a high accuracy on FEI
dataset. It can be seen in Table 7 that the proposed method
performed well on the FEI database compared to other stud-
ies. The proposed method showed 10% error reduction on
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FEI dataset in comparison with the fusion of AlexNet and
ResNet-50.

4 Conclusions

In this paper, we proposed a system that detects and clas-
sifies gender using two neural networks which fused in the
first dense layer. One of the networks was used central dif-
ference convolution and another network was used standard
convolution called vanilla convolution. The system trained
with the Casia WebFace dataset then tested on two cross-
datasets LFW and FEI datasets. According to the results the
system was done well on the LFW dataset and FEI dataset, we
achieved magnificent accuracies of about 97.79% and 99.1%
On the LWF dataset and FEI dataset, respectively. According
to the results, studying pre-trained convolutional neural net-
works and fusing them with CDCN can be our future work.
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