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Abstract
In this paper, two domain adaptation approaches are utilized in a pedestrian detection application that is one of the most 
interesting and widely used fields in machine vision. In cases where the distributions of training and test data are differ-
ent, the performance of pedestrian detection algorithms drops significantly. In this paper, employing two methods, namely 
transfer component analysis (TCA) and maximum independence domain adaptation (MIDA), the source and target domain 
data are represented in a new space where the distributions of two domains are more similar to each other, while the local 
geometry of data is preserved. Thereby, the classifier trained in the original space can be applied to the target data after the 
transformation. The experimental results of the proposed approach obtained on INRIA train dataset and CUHK test dataset 
show 82% about relative reduction in the classification error in the case of using TCA and about 84% in the case of using 
MIDA, compared to the baseline method where no domain adaptation method has been applied.

Keywords  Domain adaptation · Pedestrian detection · Transfer learning · Semi-supervised learning · Transfer component 
analysis · Maximum independence domain adaptation

1  Introduction

Detecting an object in an image or a video sequence is one 
of the most important tasks in computer vision field. Among 
these, pedestrian detection is important for developing an 
intelligent transport system as well as automated video sur-
veillance on traffic scenes [1–3]. Most of these researches 
have provided object detectors based on the appearance. 
These studies have increased the detection efficiency and 
also reduced the destructive effect of background subtrac-
tion such as merging and splitting blobs, detecting moving 
objects in the background, and detecting moving shadows. 
On the other hand, other studies have focused on the selec-
tion of appropriate features that reduce false positive rate 
and increase the detection rate [4, 5]. However, these meth-
ods have led to higher computational costs due to the use of 
multi-scale detection methods. Therefore, some researches 
have focused on reducing the time needed to compute 

features without adding complexity or particular hardware 
requirements to allow fast multi-scale detection [6, 7].

Besides, one of the key problems in appearance features-
based detectors is the dataset issue, where thousands of 
labeled samples are required for training stage. The preferred 
dataset contains a wide range of variety, including different 
scales, viewpoints, lighting conditions, and resolution. In 
addition, training a specific pedestrian detector to be used in 
different situations is difficult. This is due to the high diver-
sity in traffic scenes, including the presence of objects from 
different categories (e.g., various vehicles as well as differ-
ent animals and plants), different road conditions in terms 
of infrastructure, the impact of climate on video quality and 
video recording hours (e.g., day or night conditions, during 
peak hours of traffic or during off hours).

The variety of positive and negative samples recorded 
in video surveillance in a specific scene is very limited in 
comparison with generic scenes. However, the accuracy of a 
generic detector shows a notable reduction when it is used in 
a specific scene. The main reason is the difference between 
the statistical distribution of target domain samples (spe-
cific scenes) and source domain samples (generic scenes). 
Indeed, it is preferred that a detector, which is trained on a 
generic scene, should be able to detect the intended target 
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(pedestrian) in a specific scene without a performance reduc-
tion. Hence, the use of domain adaptation methods has to 
be considered.

The main drawback of designing a scene-specific detector 
is the need of labeled samples from the target scene, which 
requires human efforts and can be a very difficult and time-
consuming task due to the variety of available classes in the 
target domain. Therefore, a practical and reasonable solution 
is to label a few target domain samples that are combined 
with the source dataset’s samples for training the detector in 
a semi-supervised manner.

1.1 � Related work

In spite of many studies carried out on the generic detec-
tors, research on the scene-specific detectors has not been 
presented extensively. Typically, researchers have designed 
a sample labeler that automatically selects positive and nega-
tive samples from the target scene to re-train the generic 
detector. In order to improve the performance and the effec-
tiveness of the work, training samples which are selected by 
automatic labeler have to be reliable and informative for the 
generic detector.

The conventional simple method of self-learning has been 
used in [8]. In this study, the classified samples with high 
reliability have been used to re-train the classifier. At first, 
the generic classifier is trained with a small set of existing 
labeled data, and the new classifier is applied to categorize 
unlabeled data. Then, a subset of the most reliable catego-
rized data is selected and combined with labeled data for re-
training the classifier. To improve self-training approach, the 
target samples can be selected through a hard-threshold coef-
ficient, obtained by appearance-based detectors or context-
cues [9, 10]. The hard-threshold (or aggressive threshold) 
method is an unreliable method that may eliminate useful 
information and cause the detector to fail. On the other hand, 
a conservative (soft) threshold leads to inadequate training 
and convergence after a lot of repetitions.

In contrast, transfer learning provides a main solution to 
the problem of domain adaptation. This method has been 
used in object recognition, scene classification, action rec-
ognition, image retrieval [11, 12] and visual concept classi-
fication [13]. Pong has proposed a transfer learning approach 
that adapts the weights of the classifier trained on source 
samples to target samples [14].

Roth et al. have trained a separate detector for each local 
area [15, 16]. Ali et al. have proposed a flow boost method 
for training a scene-specific detector from a training video 
that has been labeled with sparse tracking approaches [17]. 
In this case, the possibility of labeling is very limited. Jane 
and Miller have adapted a general detector to the new test 
domain using the label propagation methods without the 
need of detector re-training [18].

Fortunately, the position of most surveillance cameras 
is fixed. When the scene is constant, the changes in the 
positive and negative samples are significantly reduced, 
and as long as only one camera is used, the limiting vari-
ations only include the view point, resolution, ambient 
light conditions, and backgrounds. Therefore, it is easier to 
train a pedestrian detector on specific target samples accu-
rately. The direct approach is training of the detector on 
manually labeled target samples. However, repeating the 
manual labeling for each viewpoint of a camera is a very 
costly task. An appropriate method is to apply a generic 
detector automatically to the target scene, so that a number 
of video frames from the target scene are labeled with the 
least effort to be used as a training dataset [19–21]. The 
problems of this method, such as too many repetitions till 
convergence and drifting risk during training stage, have 
been solved in Wang et al.’s research [22].

Wang et al. [22] have solved scene-specific pedestrian 
detection problem by providing a transfer learning frame-
work and assessing a set of context-cues for selecting 
scene-specific training samples. The work begins with 
a generic detector that applies to unlabeled samples in 
videos from the target scene. Positive and negative sam-
ples of the target scene are automatically selected based 
on detection results and context-cues. As labels of the 
selected samples are predicted according to the detection 
scores and context-cues, it is probable that they would 
be false. Therefore, some confidence scores are calcu-
lated and selected samples and their confidence scores 
are employed to re-train the scene-specific detector using 
the transfer learning method. The updated scene-specific 
detector is applied to target samples to provide more sam-
ples for the next training step. This procedure is repeated 
until convergence.

Mao has suggested a new method that automatically trains 
a scene-specific detector based on tracklets (i.e., a chain 
of traceable samples) [23]. In this approach, a pedestrian 
detector is first applied to a specific scene, which of course 
involves a large number of false positives and misdetections. 
In the next step, a multi-pedestrian detector is considered 
as the corresponding problem and the detected samples are 
connected in a single tracklet. In the third step, the track-
let characteristics are classified into positive, negative, and 
unreliable labels. Again, the unreliable tracklets are labeled 
in comparison with positive and negative samples. With the 
use of tracklets, it is possible to extract more reliable fea-
tures. Also, unreliable informative samples that are close to 
the classification boundaries are thoroughly labeled through 
propagation in separate tracklets and between different types 
of tracklets. Labeled samples are combined with the generic 
dataset to train scene-specific detectors. As indicated in [23], 
this approach outperforms the old scene-specific detectors 
and does not require manual labeling.
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Maamatou has presented a new transfer learning frame-
work based on the continuous Monte Carlo filter, which 
adapts the generic classifier to the specific scene classifier 
[24]. The proposed algorithm iteratively approximates the 
distribution of target samples as a dataset (from both target 
and source domains) to train the scene-specific classifier. 
The output classifier has then been used to detect pedes-
trians in traffic scenes. During the numerous experiments 
conducted on CHUK and MIT datasets, it has been shown 
that the performance of this scene-specific classifier is better 
than the generic ones.

One of the successful domain adaptation approaches 
extends the invariable properties of the source domain to 
the target domain. By doing so, inter-domain differences 
are reduced, while important features and information are 
preserved. One of these approaches is transfer component 
analysis (TCA) which attempts to learn the transfer compo-
nents over the domains using the maximum mean difference 
in the Hilbert kernel space [25]. Also, there is possibility 
to extend it to a semi-supervised scenario. In this case, it is 
possible to use the labels’ information as well as preserving 
main features of data.

Shi et al. [26] have measured domain differences using 
mutual information between all data and their binary labels. 
This method is considered as an introduction to domain 
adaptation methods such as MIDA. Also, they have mini-
mized negative mutual information between target samples 
and their cluster labels to minimize classification error. 
Shao et al. [27] have presented a low-rank transfer sub-
scriber learning algorithm (LTSL) that is a reconstructed 
data transfer method. In this method, each target sample is 
represented as a local combination of source samples in the 
new subspace. Information about the labels and the geom-
etry of samples could be re-trained using generalization of 
various subspace learning methods to the LTSL.

1.2 � Contribution of the paper

In this paper, we used two domain adaptation frameworks 
named as “transfer component analysis” (TCA) to learn a 
transformation from the source to target dataset to map target 
features into the source domain, and “maximum independ-
ence domain adaptation” (MIDA) to make a subspace in 
which domain features have maximum independence. This 
reduces the distributional difference between domains. 
These two methods were developed for simultaneous trans-
formation-based domain adaptation and classification. TCA 
and MIDA were shown to be a good choice for pedestrian 
detection application. The tests were conducted to classify 
a video dataset that has a different distribution as that of the 
training data, in a semi-supervised scenario. Therefore, the 
main contributions of our paper include:

•	 To deal with significant differences between feature dis-
tributions of source and target domains, we used TCA 
procedure to select proper samples of the source domain 
with the best match to the distribution of the target 
domain. These samples are used to extract the adapta-
tion transformation.

•	 To deal with the TCA problem that all samples are 
transferred to a common subspace and samples with the 
same appearance but different contents cannot be recog-
nized, we used MIDA procedure. With the use of MIDA, 
firstly we defined the domain features for each sample 
to describe the corresponding background. Then, a final 
feature space was defined in which the samples have 
maximum independence from their domain features.

•	 Comprehensive experiments on INRIA and CUHK data-
sets demonstrate the effectiveness of these algorithms in 
real-world pedestrian detection applications, in the semi-
supervised domain adaptation cases.

The rest of the paper is organized as follows: in Sect. 2, 
we introduce our proposed framework with TCA and MIDA 
methods. Section 3 provides a description of the employed 
test bench and discusses on simulation results. Finally, 
Sect. 4 concludes the paper and comments on how this algo-
rithm can be further extended.

2 � Proposed domain adaptation framework

2.1 � Motivation and roadmap

The main motivation of the proposed approach is to maxi-
mize the classification accuracy in the target domain 
for pedestrian detection application. We employed two 
approaches based on two feature-based domain adaptation 
algorithms named TCA and MIDA. In this section, the pro-
posed framework for using these two methods is explained. 
In addition, the proposed algorithms are mathematically 
formulated.

The aim of TCA and MIDA algorithms is to create a new 
feature space that significantly decreases the dimension of 
the original feature space, and simultaneously approximates 
the distribution of the source and target datasets along with 
preserving important features of the datasets. Although these 
methods do not require a lot of complex calculations and 
their implementations are simple, however, they achieve 
accurate results.

The overall block diagram of the employed TCA and 
MIDA algorithms is presented in Fig. 1.

At the first step of this algorithm, a preprocessing pro-
cedure is required. In the first step, the image frames were 
extracted from the target video. Then, RGB images were 
converted to grayscale images. In order to detect pedestrians 
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in a video sequence, it is desirable to use cues that discrimi-
nate pedestrians from the other objects such as the back-
ground and cars. Due to the various researches in this field, 
utilizing the cues such as size and motion is a good choice. 
Optical flow extraction method was used as motion cues. 
Also, using a threshold, the moving objects that were larger 
or smaller than pedestrians were removed to make the task 
of detection become easier.

The selected candidates, which include both positive and 
negative samples, were converted to 128 × 64 pixels images. 
At the next stage, we extracted HOG (histogram of gradient) 
features that are known as useful and efficient features for 
pedestrian detection [2]. Then, the extracted features were 
transformed to the appropriate feature subspace (TCA or 
MIDA subspace). Moreover, the subspace parameters for the 
used datasets were carefully selected in this study. The final 
stage is the classification using an SVM classifier.

2.2 � Mathematical formulation

We represent a domain by two main components: a feature 
space of inputs features X  that are extracted from pattern 
images (either pedestrian or non-pedestrian) and a marginal 
probability distr ibution of inputs P(X) ,  where 
X =

{
x1 … xn

}
∈ X  is a set of learning samples of both 

pedestrian and non-pedestrian objects. In general, if two 
domains are different, they may have different feature spaces 
or different marginal probability distributions. In this study, 
we focused on the settings where there are only one source 
and one target domain sharing the same feature space. We 

also assume that labeled data DS are available in the source 
domain, while only a few labeled data DT are available in the 
target domain. More specifically, let the source domain data 
be DS = {

(
xS1 .yS1

)
…(xSn1

.ySn1
)}, where xSi ∈ x is the input 

and ySi ∈ Y is the corresponding label. Similarly, let the tar-
get domain data be DT =

{
xT1 … xTn2

}
 , where the input xTi 

is also in X  . A few samples of DT are in the form of the pair (
xti .yti

)
.

Let us assume that P
(
XS

)
 and Q

(
XT

)
 (or P and Q in short) 

be the marginal distributions of XS =
{
xSi

}
 and XT =

{
xTi

}
 

from the source and target domains, respectively. In general, 
P and Q can be different. Our task is prediction of the labels 
yTi s corresponding to inputs xTi s in the target domain. Most 
of the domain adaptation methods assume that P ≠ Q , but 
P
(
YS|XS

)
= P(YT |XT ) . However, in real applications, the 

conditional probability P(Y|X) , due to dynamic or noisy 
factors that affect the observed data, will change across 
the domains. In this case, we assume a weaker assump-
tion that ≠ Q , but there is a transformation ∅ such that 
P
(
�
(
XS

))
≈ P

(
�
(
XT

))
 and P

(
YS|�

(
XS

))
≈ P

(
YT |�

(
XT

))
 . 

Standard supervised learning methods can be applied to the 
converted source data in the new space ∅

(
XS

)
 along with the 

corresponding labels, and thus models are trained to be used 
on the converted target data ∅

(
XT

)
.

One of the key issues is how to find the ∅ transforma-
tion. As we do not have any labels in the target domain, 
we are not able to obtain ∅ by directly minimizing the dis-
tance between P

(
YS|∅

(
XS

))
 and P(YT |�

(
XT

)
 . Therefore, the 

transformation ∅ is learned so that the distance between the 
marginal distributions P

(
∅
(
XS

))
 and P

(
∅
(
XT

))
 is decreased. 

In addition, ∅
(
XS

)
 and ∅

(
XT

)
 preserve the important prop-

erties of XS and XT . We assume that ∅ satisfies the relation 
P(YS|�

(
XS

)
) ≈ P(YT |�

(
XT

)
) . Although the domain adapta-

tion approach based on this assumption is more challeng-
ing, it is more realistic. Finally, the classifier f  is trained on 
∅
(
XS

)
 and YS s are used for the classification on ∅

(
XT

)
.

Let us assume that ∅ is the transformation, which is cre-
ated by a universal kernel function. The distance between 
two distributions P and Q can be obtained by measuring the 
distance between the empirical means of the two domains 
as follows:

Hence, the optimal nonlinear transformation ∅ is obtained 
by minimizing (1). As ∅ is strongly nonlinear, a direct 
optimization can cause the problem to be trapped in local 
minima.

Instead of finding a nonlinear ∅ transformation directly, 
we used a domain adaptation method based on the dimen-
sionality reduction approach called maximum mean 

(1)Dist
(
X

�

S
,X

�

T

)
= 1∕n1

n1∑

i=1

�
(
xSi

)
− 1∕n2

n2∑

i=1

�
(
xTi

)2
H
.

Fig. 1   The proposed block diagram of pedestrian detection algorithm 
using TCA/MIDA domain adaptation methods (color figure online)
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discrepancy embedding (MMDE) [28]. In this method, 
both the source and target domain data are transferred to 
a final common low-dimensional space using a nonlinear ∅ 
transformation, and then the corresponding kernel matrix K 
is learned by solving a semi-definite programming (SDP) 
equation [29]. Assume that Gram matrices are denoted for 
the source, target, and cross-domain data with KS.S , KS.T and 
K

T .T , respectively. The main purpose is to learn the kernel 
matrix K:

Equation (2) means that the kernel matrix on all data is 
defined in such a way that the distance between the mapped 
source and target domains data is minimized, while the 
data variance is increased as much as possible. The MMD 
distance can be rewritten as tr(KL) , where we have: 
K =

[
�T

(
Xi

)
�
(
Xj

)]
 and Lij = 1∕n2

1
 if xi.xj ∈ XS, or Lij = 1∕n2

2
 

If xi.xj ∈ XT , otherwise, Lij = −
(
1∕n1n2

)
.

Besides minimizing the trace of ψ, we also have the fol-
lowing constraints which are motivated from maximum vari-
ance unfolding (MVU):

1.	 The distance is preserved, i.e., Kii + Kjj − 2Kij = d2
ij
 for 

all i, j ψ such that (i, j) ∈ N;
2.	 The embedded data are centered;
3.	 The trace of K is maximized.

For all i, j , if xi ψ and xj are k-nearest neighbors, we 
denote this by using (i, j) ∈ N . Therefore, the MMDE objec-
tive function can be written as follows:

The first term in the objective function minimizes the dis-
tance between distributions, and the second term maximizes 
the variance in the feature space. � ≥ 0 is a parameter to hold 
a trade-off between these two terms.

To deal with the limitations of using MMDE, a useful 
framework has been used to find the nonlinear transforma-
tion ∅ , based on the kernel feature extraction. This will help 
us to get rid of SDP’s high computational complexity. In 
addition, the learned kernel can be used for unseen patterns 
as well. It should be noted that instead of using a two-step 
approach, such as MMDE, an integrated kernel learning 
approach has been used. The matrix K in (2) can be decom-
posed as K =

(
KK

−
1

2

)(
K

−
1

2K
)
 , which is called the empiri-

cal kernel map. Consider the matrix W̃ ∈ ℝ(n1+n2)×m that 
projects the features of the empirical kernel map to an 

(2)K =

[
K

S.S
K

S.T

K
S.T

K
T .T

]
∈ ℝ(n1+n2)×(n1+n2)

(3)

min
K=K̃+𝜀I

tr(KL) − 𝜆tr(K)

s.t.Kii + Kjj − 2Kij = d2
ij
,∀(i, j) ∈ N,

K� = −𝜀�.K̃ ≥ 0

m-dimensional space ( m ≪ n1 + n2 ). The final kernel matrix 
is as follows:

where W = K
−

1

2 W̃  . The corresponding kernel between each 
of the two patterns xi and xj is k̃

(
xi.xj

)
= KT

xi
WWTKxj

 , where 
kx =

[
k
(
x1.x

)
… k

(
xn1+n2 .x

)]T
∈ ℝ(n1+n2). The kernel k̃ pro-

vides a parametric form for evaluations of out-of-samples 
kernels. Utilizing the definition of k̃ in (1), the MMD dis-
tance between the empirical means of the two domains X′

S
 

and X′

T
 is written as follows:

In domain adaptation, it is desired to learn the transforma-
tion ∅ by both reducing the distance between P

(
∅
(
XS

))
 and 

P
(
∅
(
XT

))
 as well as preserving the data main properties 

(e.g., maximizing data variance). The representation of data 
in the final space is WTK  , where the ith column [WTK]i 
denotes the embedding coordinates of xi . Therefore, the vari-
ance of the mapped samples is WTKLKW  , where 
H = In1+n2 −

(
1

n1+n2

)
11T is the centering matrix, 1 ∈ ℝ(n1+n2) 

is an all-one column vector, and In1+n2 ∈ ℝ(n1+n2)×(n1+n2) is 
the identity matrix.

2.2.1 � Pedestrian detection using semi‑supervised TCA​

A useful and an efficient dimensionality reduction method 
for domain adaptation has been introduced by TCA [25], 
where it is possible to preserve the variance of data as much 
as possible and to reduce the distance between different dis-
tributions across domains.

Unsupervised TCA method does not employ label infor-
mation for learning. However, utilizing an effective kernel 
function, the unsupervised TCA can be extended to a semi-
supervised TCA with the aim of increasing the dependence 
with the data labels. Thereby, the label information is prop-
agated from the labeled samples (usually source domain) 
to the unlabeled samples (usually target domain). In semi-
supervised domain adaptation methods, labeled and unla-
beled samples are drawn from two different domains.

The three main objectives of the semi-supervised TCA 
learning method are firstly maximum adaptation of source 
and target domains data distributions in the new space, sec-
ondly high dependency on data labels and finally preserving 
local geometry of data. The first goal is to minimize MMD 
between the source and target domains in the embedded 
space as stated in (5). The second goal is to increase the 
dependency between labels and the embedding. The kernel 
matrix in this case is defined as:

(4)K̃ =
(
KK

−
1

2 W̃
)(

W̃TK
−

1

2K
)
= KWWTK

(5)Dist
(
X�
S
.X�

T

)
= tr

((
KWWTK

)
L
)
= tr

(
WTKLKW

)

(6)K̃yy = 𝛾Kl + (1 − 𝛾)K𝜈
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where � ≥ 0 is a trade-off parameter. In Eq. (6), the first 
term increases label dependence on the labeled data, and the 
second term aids to maximize the variance on data in both 
domains. In this case, the goal is to maximize the following 
equation:

The third goal is to preserve local geometry of data. MMDE 
preserves the local geometry of data by imposing distance con-
straints on the desired kernel matrix. More specifically, we 
consider N =

{(
xi.xj

)}
 as the data pair set in the k-nearest 

neighbor of each other, where dij = ||xi − xj||2 is the distance 
between the data in the original input space. For each pair (
xi.xj

)
 in N  , the constraint Kii + Kjj − 2Kij = d2

ij
 is added to 

the optimization problem. Therefore, we have a semi-definite 
optimization problem with a large number of constraints.

For  th is  pur pose ,  a  g raph is  def ined as 
mij = exp

(
−d2

ij
∕2�2

)
 , in which xi belong to the k nearest 

neighbors of xj or vice versa. The Laplacian matrix of the 
graph is defined as L = D −M , in which D is a diagonal 
matrix with the value dii =

∑n

j=1
mij . If xi and xj are neigh-

bors to each other in the original input space, the distance 
between their embedding coordinates is preferred to be 
small. The third goal is to minimize the following 
equation:

By combining three goals, the ultimate optimization 
problem is as follows:

where � ≥ 0 and 𝜇 > 0 are trade-off parameters, 
n2 =

(
n1 + n2

)2 is a normalization term, and I ∈ ℝ
(m×m) 

is the identity matrix. This optimization problem actually 
contains a non-convex constraint WTKHK̃yyHKW = I.Equa-
tion (9) is written as follows:

This method is known as semi-supervised TCA (SSTCA). 
The solution to this problem is obtained by eigendecomposi-
tion of (K(L + 𝜆L)K + 𝜇I)−1KHK̃yyHK.

2.3 � Maximum independence domain adaptation 
(MIDA)

TCA algorithm has two basic problems. First, TCA method 
is for cases where the source and target domains are discrete. 

(7)tr
(
H
(
KWWTK

)
HK̃yy

)
= tr

(
WTKHK̃yyHKW

)

(8)
∑

(i.j)∈N

mij||
[
WTK

]
i
−
[
WTK

]
j
||2 = tr

(
WTKLKW

)

(9)
min
W

tr
(
WTKLKW

)
+ 𝜇tr

(
WTW

)
+

𝜆

n2
tr
(
WTKLKW

)

s.t. WTKHK̃yyHKW = I

(10)
max
W

tr
{(

WTK(L + 𝜆L)KW + 𝜇I
)−1(

WTKHK̃yyHKW
)}

However, in case samples come in a stream the data distri-
bution changes continuously. The next problem is that it is 
possible the conditional probability P(Y|X) changes for sam-
ples with different backgrounds. In methods such as TCA, 
all samples are transferred to a common subspace; therefore 
samples with the same appearance but different concepts 
cannot be discriminated.

One of the main reasons leading to the changes between 
train and test domain data is the difference between meas-
uring instruments (cameras). The maximum independence 
domain adaptation method (MIDA) covers the change in 
continuous or discrete data distributions due to different 
domains [32]. In MIDA method, domain features are first 
extracted to describe the background of each sample. Then, 
a subspace is created in which samples and their domain fea-
tures are maximally independent regarding Hilbert–Schmidt 
independence criterion (HSIC) [30]. Using this strategy, any 
difference between domain distributions is considered. It is 
also possible to extend the adaptation algorithm to include 
different types of distributions.

To map the samples based on the background, feature 
augmentation is performed by combining the main fea-
tures with the domain features. It is also possible to use a 
semi-supervised MIDA algorithm, so that data labels can 
also been utilized. Both unsupervised and semi-supervised 
MIDA methods can be used for the case of one or more 
source and target domains. Although the MIDA method is 
designed for unsupervised conditions (when none of the 
target samples are labeled), it can be used in unlabeled or 
labeled conditions in both domains. Label information can 
also be continuous (two or multiple classes classification) or 
discrete (regression).

2.3.1 � Pedestrian detection using semi‑supervised MIDA

HSIC is an appropriate method to evaluate the dependence 
between two sample sets X and Y  . Assume that kx and ky 
are two kernel functions associated with reproducing kernel 
Hilbert spaces F  and G , respectively, and pxy is the joint 
distribution. HSIC is described as the square of the Hil-
bert–Schmidt norm of the cross-covariance operator Cxy:

where Exx′yy′ is the expectation over independent pairs 
(x, y) and 

(
x′, y′

)
 drawn from pxy . It can be shown that if 

and only if x and y are independent, HSIC
(
pxy,F,G

)
 

is zero [31]. The larger the HSIC is, the stronger the 

HSIC
(
pxy,F,G

)
= ||Cxy||HS2

= Exx�yy�

[
kx
(
x, x�

)
ky
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y, y�

)]
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dependence with respect to the choice of kernels will be. 
Let Z = X × Y =

{(
x1, y1

)
,… ,

(
xn, yn

)}
, andKx,Ky ∈ Rn×n 

be the kernel matrices of X and Y  , respectively. HSIC can 
then be written as:

where H = I − n−11n1
T
n
 is the centering matrix [31].

Consider that our setup includes ndev cameras. Domain 
feature vectors are d ∈ Rndev , so that if the sample is gen-
erated from the pth camera, dp = 1 , and otherwise, 
dp = 0 . According Eq. (11), the kernel matrix Kd of the 
domain features should be computed for HSIC. Consider 
D =

[
d1 … dn

]
∈ Rmd×n and md is the dimension of domain 

feature vector. We have: Kd = DTD . In the usual domain 
adaptation problems that involve different discrete domains, 
the above equation can be used to build domain features.

Consider that X ∈ Rm×n is a matrix containing n samples. 
The training and test samples are combined together with-
out the requirement of domain labels. Then, feature vectors 
are augmented. A linear/nonlinear mapping function Φ can 
be used to map X to a new space. It is not necessary to 
know the function Φ exactly; however, the inner product 
of the function Φ (X) is represented by the kernel matrix 
Kx = �(X)T�(X) . Then, a projection matrix W̃  is used 
to project Φ (X) to a subspace with the dimension h. The 
result is samples projected to the new space in the form of 
Z = W̃T𝛷(X) ∈ Rh×n . The main idea is to express each pro-
jection direction as a linear combination of all samples in the 
new space. This equation is defined as W̃ = 𝛷(X)W  , where 
W ∈ Rh×n is the projection matrix that has to be learned. The 
projected samples are defined as follows:

If the projected features are independent from the domain 
features, then we are no longer able to identify the back-
ground of samples using the projected features. In this case, 
it is suggested that the difference between the domains in 
the new subspace is reduced. Therefore, after removing the 
scale factor in the Hilbert–Schmidt space, we minimize the 
following equation:

where Kz is the kernel matrix of Z . The goal of retaining 
important data properties can be achieved by maximizing 
the trace of the covariance matrix of the projected samples. 
The covariance matrix is defined as:

MIDA aligns samples with completely different back-
grounds without any need to label information. However, 
if the labels of some samples are available, they can be 
used in the subspace learning process, which can be useful 

(11)HSIC(Z,F,G) = (n − 1)−2tr
(
KxHKyH

)

(12)Z = WT�(X)T�(X) = WTKx

(13)tr
(
KZHKdH

)
= tr

(
KxWWTKxHKdH

)

(14)cov(Z) = cov
(
WTKx

)
= WTKxHKxW

in predicting the data label. In semi-supervised MIDA 
method, as there is no explicit difference between the sam-
ples’ domain labels, labeled and unlabeled samples can 
exist in both domains. HSIC is designed to maximize the 
dependency between mapped features and labels.

In classification problems, we define the label matrix 
Y ∈ Rc×n , for c classes. If xi has a label belonging to the 
class j, we have yi.j = 1 ; otherwise yi.j = 0 . In regression 
problems, the label matrix Y ∈ R1×n is equivalent to the 
target value of xi if it has a label, otherwise it will be 
zero. For the label kernel matrix, linear kernel function 
is: Ky = YTY .

The SMIDA objective function is defined as follows:

where 𝛾 > 0 and 𝜇 > 0 are trade-off parameters. By applying 
the Lagrange multipliers method, it is concluded that W is 
the eigenvectors corresponding to the h largest eigenvalues 
of Kx(−HKdH + �H + �HKyH)Kx.

To calculate Kx , an appropriate kernel function has 
to be selected. The widely used kernels are linear ker-
nel k(x.y) = xTy , polynomial kernel k(x.y) =

(
�xTy + 1

)d , 
and Gaussian radial basis function kernel (RBF) 
k(x.y) = exp x − y2∕2�2 . Polynomial and RBF kernels pro-
ject the original features to a space with a higher dimen-
sion. In such a space, it is possible to detect more types of 
dependency. The most important point in these methods is 
to select the kernel with a proper width � . In our paper, a 
polynomial kernel has been used and an appropriate � has 
been empirically selected during the simulation.

In TCA, the maximum mean discrepancy (MMD) cri-
terion is used to measure the difference between distribu-
tions. TCA can only be used when there are two discrete 
domains, while MIDA can be used in a variety of condi-
tions, including multiple domains and continuous changes 
in distributions. MIDA method is also used in a completely 
unsupervised manner.

3 � Experiments

In this section, we present some experiments to evaluate 
the behavior of TCA and MIDA algorithms in two cases: 
(1) The source dataset is totally different from target data-
set (domain adaptation task), and (2) only a few labeled 
data are available from the target (semi-supervised learn-
ing task). All experiments were conducted on two different 
datasets, and the results were compared against several 
methods.

(15)
max
W

tr
(
WTKx(−HKdH + �H + �HKyH

)
KxW),

s.t. WTW = I
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3.1 � Dataset description

We ran all experiments on INRIA dataset [2] and CUHK 
dataset [22]. The source data are from INRIA for pedestri-
ans, which contains 3634 labeled data of which 2161 are 
positive samples and 1218 are negative samples. The target 
data are from CUHK dataset, a 60-min video taken by a fixed 
camera by the rate of 25 frames per second. The great chal-
lenge of our research is a remarkable difference between the 
source and target domains datasets, which severely degrades 
the classifier performance. All methods were tested with the 
same data and parameters. In this paper, the histogram of 
gradients (HOG) was used to extract features for the pedes-
trian detection application [2].

In the implementations, the HOG features were first 
extracted for all positive and negative samples of INRIA 
(source) and CUHK (target) datasets. Before we extract 
the HOG features from the INRIA and CUHK images, we 
reduced the size of the images to 64 × 128 pixels. As a result, 
the size of the input image is 64 × 128 × 3 and the output 
HOG feature vector’s length is 3780. In addition, according 
to the selection method that can be either semi-supervised 
or unsupervised, we divided the mixed source and target 
samples into training and test sets using K-FOLD method 
with K = 5. We used the training data to train a nonlinear 
SVM with a polynomial kernel. After this step, we applied 
the proposed domain adaptation method. We then employed 
the trained SVM to evaluate the test samples.

3.2 � Experimental setup

The most effective and decisive parameters in the work are 
the adaptation parameters (λ, γ, σ, μ, m), whose impact is 
studied on the results. Finally, the parameters’ values associ-
ated with the best results are used in the final experiments.

The kernel type in the employed domain adaptation 
methods is a polynomial kernel, and σ is an important fac-
tor in the formulation of this kernel function. Also, among 
all the noted parameters σ has the most influence on the 
results. Therefore, particular attention was paid to select this 
parameter using K-FOLD evaluation method. The tested 
values for the sigma parameter are selected from the set 
{ 0.0001, 0.001, 0.01, 0.1, 1, 10 }, and the optimum values of 
the other parameters are shown in Table 1.

In the ITL method, no kernel function has been used and 
the important factor in this method is the rate of dimension-
ality reduction in PCA method. We set the threshold in PCA 
so that 95% of signal energy is reserved. Also, the number of 
iterations was set to 20. These values were obtained empiri-
cally as a result of repeated testing.

Classification accuracy is computed as the ratio of the 
number of correctly classified test samples to the total 

number of test samples. Equivalently, the classification error 
is defined as 1-accuracy.

We used four different domain adaptation methods, none 
of which has previously employed pedestrian detection. The 
results were compared with the general SVM method that is 
trained on the labeled source data and some of the labeled 
target data. For this purpose, we first mapped the samples 
to the new reduced-dimension feature space. After training 
SVM classifier by the transformed samples, it is applied to 
the test samples for comparison purpose. The four methods 
for comparison in this research are as follows:

•	 TCA​ [25]: Transfer component analysis
•	 MIDA [32]: Maximum independence domain adaptation
•	 KPCA [33]: Kernel component analysis
•	 ITL [26]: Information-theoretical learning.

All these four methods learn a feature transformation 
that transforms training data from both the source and target 
domains into a common feature space.

We carried out our experiments on two domains, the first 
one as the source and the other one as the target. In the 
unsupervised setting, the domains are disjoint, while in the 
semi-supervised setting a few images per class of the tar-
get domain are added to the source. Also, source and target 
data were randomly collected from the datasets. The tar-
get data were from 60 min of the CUHK video containing 
3335 images, of which 2668 samples were labeled and used 
along with the INRIA source dataset in the semi-supervised 
method for training step. The remaining 667 unlabeled sam-
ples were also used for testing. K-FOLD method ( K = 5 ) 
was used to divide the target data into training and test sets. 
The average results of five repetitions are reported in the fol-
lowing figures and tables. The block diagram of the imple-
mentation process and testing of the proposed method is also 
shown in Fig. 2.

INRIA dataset includes accessible labeled images, but the 
CUHK dataset contains a video sequence, which it is neces-
sary to first convert the video to image frames. In addition, 
as the negative and positive labeled samples of this dataset 
are not available, it is required to detect and label the pedes-
trians and backgrounds in the images. For this purpose, as 
explained in Wang’s proposed method [22], proper back-
ground–pedestrian discriminating factors have to be utilized.

In this research, two main factors to discriminate pedestri-
ans from backgrounds (tree, building, traffic light, machine, 
etc.) were used. These factors include: 1) motion to distin-
guish moving objects (cars, pedestrians, motorcycles, etc.) 

Table 1   The optimum values 
of parameters in domain 
adaptation methods

m � � �

100 0.9 1 1
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from non-moving objects (trees and the background), and 2) 
size to distinguish moving objects from each other. Optical 
flow method [34, 35] was used to apply the motion factor. 
Also, to apply the size factor, a threshold was employed to 
remove items that are smaller or bigger than the normal size 
of the pedestrians.

The automatically detected objects were framed, and the 
framed objects’ sizes were compared with a pre-defined 
threshold. Finally, the selected samples were manually 
labeled as positive and negative samples.

3.3 � Evaluating transfer component analysis 
as a domain adaptation method

By applying the TCA domain adaptation method to the 
INRIA (source) and the CUHK (target) datasets, the clas-
sifier performance was notably improved, and the aver-
age accuracy increased from 80.51 to 96.58%, as shown 
in Table 2. As the TCA adaptation method is a dimension 

reduction method, it efficiently reduces computational cost 
(time and complexity) that is one of the most important 
advantages of the proposed approach.

The effect of the parameter σ was also been studied on 
the classifier performance. As depicted in Fig. 3. The best σ 
in the TCA method is 0.01.

Fig. 2   Block diagram of the 
implemented proposed method

Table 2   Comparison of the SVM classifier performance on the 
INRIA and the CUHK datasets before and after applying TCA​

Repetition Detection results

Before TCA (%) After TCA (%)

i = 1 79.16 97.60
i = 2 80.51 96.25
i = 3 81.56 95.95
i = 4 79.01 96.10
i = 5 82.31 97.00
Average 80.51 96.58
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3.4 � Evaluating maximum independence 
as a domain adaptation method

The purpose of the conducted experiment in this section is 
to compare the performance of the SVM classifier on the 
source and target datasets before and after applying MIDA 
method. By applying the MIDA adaptation method, the 
SVM classifier performance has remarkably improved, and 
the average accuracy increased from 80.51 to 96.88%. The 
results are brought in Table 3. As MIDA adaptation method 
reduces the feature space dimension same as the TCA 
adaptation method, the computational time is distinguish-
ably decreased. The σ-parameter in the presented results in 
Table 3 was selected 0.01, according to the graph depicted 
in Fig. 4.

3.5 � Comparing two selected methods with other 
common methods of domain adaptation

The purpose of this experiment is to compare the employed 
domain adaptation methods, MIDA and TCA, with the 
other existing domain adaptation methods for improving 

pedestrian detection performance. Typical domain adapta-
tion techniques used in the comparisons were KPCA and 
ITL.

Comparing with the employed methods, it is observed 
that ITL and KPCA methods also lead to a significant 
improvement over the general SVM classifier. In using 
ITL, the average accuracy increased from 80.51 to 86.44% 
and in using KPCA the average accuracy increased from 
80.51 to 96.79%. As shown in Table 4, the classification 
accuracy of ITL method is weaker and is not competitive 
with the other ones. However, because this method does 
not include any kernel function, it is possible to employ 
it for online pedestrian detection applications. The KPCA 
method provides satisfactory results as presented in 
Table 5.

The effect of changing the parameter � on the classifier 
performance was also studied. As shown in Fig. 5, it is 
observed that the optimum �-choice in the KPCA method 
is 1. Also, the change in this parameter in the ITL method 
has not been considered as there is no kernel function in 
this method.
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Fig. 3   The effect of σ-parameter on the classifier performance in the 
TCA method

Table 3   Comparison of the SVM classifier performance on the 
INRIA and the CUHK datasets before and after applying MIDA

Repetition Detection results

Before MIDA (%) After MIDA (%)

i = 1 79.16 97.60
i = 2 80.51 97.00
i = 3 81.56 96.10
i = 4 79.01 96.40
i = 5 82.31 97.30
Average 80.51 96.88
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Fig. 4   The effect of σ-parameter on the classifier performance in the 
MIDA method

Table 4   Comparison of the SVM classifier performance on the 
INRIA and the CUHK datasets before and after applying ITL

Repetition Detection results

Before ITL (%) After ITL (%)

i = 1 79.16 85.91
i = 2 80.51 86.21
i = 3 81.56 86.96
i = 4 79.01 86.81
i = 5 82.31 86.36
Average 80.51 86.44
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3.6 � Comparison between different domain 
adaptation methods and standard SVM

The average performance results of the standard SVM 
classifier before and after applying different domain adap-
tion methods, TCA, MIDA, KPCA and ITL, are com-
pared in Table 6. According to this table, it is obvious 
that employing domain adaptation techniques provides a 
significant improvement in the classifier performance for 
pedestrian detection applications. Among these methods, 
MIDA, TCA and KPCA demonstrate greater improvement 
in classifier accuracy in comparison with ITL. However, 
ITL method is more appropriate for online applications 
because it is not essential to apply a kernel function on 
new input samples.

4 � Conclusion

In this study, we evaluated the usage of TCA and MIDA 
algorithms in the context of pedestrian detection applica-
tion. In domain adaptation algorithms, the goal is to adapt 
a trained detector in a general domain to a specific domain 
so that the detector’s performance does not fall in the new 
domain. Thereby, an arbitrary detector that is trained in the 
source domain with available labels can be used in the target 
domain with no/enough labeled data. Among these methods, 
TCA and MIDA techniques have never been used to improve 
pedestrian detection methods. The final results from the pro-
posed method suggest that two employed domain adaptation 
algorithms increase the performance of pedestrian detection 
methods. The experimental results of the proposed approach 
obtained on INRIA train dataset and CUHK test dataset 
demonstrate improvement in the classification accuracy 
from 81.5 to 96.58% by using TCA. Moreover, on the same 
datasets and employing MIDA, the classification accuracy 
has been increased from 80.51 to 96.88%. Moreover, we 
proposed the use of appropriate samples from the source 
domain data instead of using all samples. The results of this 
study can be employed in the situations where the training 
samples, cameras, or environmental conditions are different 
from the test scenario. As a future work, other feature-based 
methods and domain adaptation algorithms using more 
precise objective metric can be employed in multi-domain 
scenarios.
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