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Abstract A topic ofmusic information retrieval (MIR) field
is query-by-example (QBE), which searches a popular music
dataset using a user-provided query and aims to find the tar-
get song. Since this type of MIR has been generally used in
online systems, retrieval time is also as important as accu-
racy. In this paper, we propose a QBE-based MIR system
and investigate the impact of automatic music genre predic-
tion on the performance of it, specifically on perspective of
accuracy-time trade-off, using a score-based genre prediction
method as well as similarity measures. The proposed system
is evaluated on a dataset containing 6000 music pieces from
sixmusical genres, andwe show that howmuch improvement
on the performance can be achieved in terms of accuracy and
retrieval time, compared with a typical QBE-basedMIR sys-
tem that uses only similaritymeasures to find the user-desired
song.

Keywords Music information retrieval · Query-by-
example · Score-based genre prediction · Similarity measure

1 Introduction

Nowadays, multimedia content is growing rapidly and
numerous contents are being created in each second. Paral-
lel to this enormous growth, advancements in digital storage
technology make it possible to store thousands of documents
in a small storage device. Thus, the necessity for more accu-
rate browsing and retrieval of documents such as text, image,
audio and video is unavoidable.
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Actually, together with remarkable advances in image
retrieval systems [1,2], the audio retrieval systems, partic-
ularly in music, have been significantly developed in the last
decade [3] and many music information retrieval systems
(MIR) have been proposed, e.g., [4–6]. In these systems,
some musical–acoustical features are primitively extracted
from a music dataset and stored. In the first step of the
retrieval, the same features are extracted fromauser-provided
query, and then, themusic dataset is searched using these fea-
tures. Depending on the purpose of the retrieval, the output
is presented in the form of either “some retrieved contents
similar to the query” or “a retrieved target song.”

Common input query types in MIR systems are example
[7–10], singing [11,12] and humming [11,13]. One of the
successful retrieval systems based on singing or humming is
Online Music Recognition and Searching, OMRAS, which
is established during the past decade [14].

Moreover, along with advances in multimedia devices in
a few past decades, commercial music browsing engine has
been developed rapidly, e.g., freeDB [15] and MusicBrainz
[16] are two web-based query-by-example (QBE) music
retrieval systems that are available online as well. The
Shazam [17] and Musiwave [18] are also two well-known
query-by-example music retrieval systems which have been
advanced as application programming interface (API) on
mobile phones and use audio fingerprinting methods to
search a user-desired song playing on the radio or in the envi-
ronment. Neuros is another query-by-example system which
lets a user plug into an online service to search the target song
by a 30-s clips from it [19].

To date, many music retrieval systems have used pitch
representation or aimed to extract melody of music [20].
For example, Wei-Ho Tsai et al. [8] introduced a query-
by-example system to retrieve the cover versions of songs,
which searches target songs with an identical tune while
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might be performed in another language or even by different
signers and returns the songs having main melody similar
to that of the query. Although melody extraction and pitch
contour detection yield good retrieval performance in query-
by-humming or query-by singing systems, usually do not
perform well in query-by-example music retrieval systems,
in particular, with impure queries. Thus, some other solu-
tions are proposed to solve this problem. For instance, Hel’en
and Virtanen parameterized the signal by GMM and HMM
models and employ these parameters to search the database
using different similarity measures in an audio query-by-
example system [7]. As well, Shazam as a query-by-example
system detects intensity peaks of the spectrogram to pro-
duce a spare feature set in a frequency range and aims to
retrieve the queries with length of up to 15 s when even
the offered music is transmitted over a mobile phone line
from a noisy environment such as a nightclub. In another
work, a QBE-MIR system based on sound source separa-
tion is proposed [21]. In this system, three groups of sound
signals are separated from queries based on drums, guitar
and vocal and then processed by volume balance control.
Next, a re-mix stage that is equal to musical genre shift
is performed on queries to find the retrieval results from
some specific genres listed as Classical, Dance, Jazz and
Rock.

However, retrieval of an audio content based on audio
queries is an important and challenging issue in the research
field of content-based access to popular music. Many of
us have experienced to listen enthusiastically to a piece of
music and to say what this sounds like, while we do not
know its title or artist. To address this problem, a query-by-
example music retrieval system attempts to search a popular
music dataset using a fragment of desired song as input.
These query-by-example music retrieval systems have been
an active and attractive area of researches in the MIR, in par-
ticular, to develop the web-based music browsing engines
and APIs. Therefore, terms of accuracy and retrieval time
are two essential factors to yield satisfactory results in these
systems.

In this paper, we propose a two-stage QBEmusic retrieval
system using score-based music genre prediction and simi-
larity measure, which receives a user-provided example and
retrieves the target song from a musical dataset. In the first
stage, a score-based method trained using features that here
are mel-frequency cepstral coefficients (MFCCs) [22–24],
extracted from dataset predicts the genre of the query. Then,
in the second stage, the music pieces belonging into a spe-
cific genre yielded from previous stage are searched by a
proposed method based on KullBack–Leibler (KL) diver-
gence as similarity measure [7,25] to find the target song
(see Fig. 1).

This work is on investigating about the effect of genre
concept and we experimentally manifest how far the perfor-
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Fig. 1 Block diagram of the proposed query-by-example music
retrieval system, which includes score-based genre prediction and sim-
ilarity measure stages

mance of a QBE-based MIR system can be enhanced in the
accuracy and retrieval time terms by means of the automatic
genre prediction, compared with a typical and musical QBE
system developed only using similarity measures. Indeed,
there exists an accuracy-time trade-off in the performance
of a QBE-MIR system, so that accuracy may be increased
using a high computational methodwhile retrieval time is not
suitable for an online system. Obviously, if genre of query
is known previously, the search space on dataset and thus
retrieval time is reduced significantly, but we have a trade-
off on accuracy because of irrelevant genre error if user does
not know the genre of query and it is necessary to predict
it automatically by system. In other words, as we would
expect, having perfect genre helps a lot and gives major
benefits to reduce retrieval time, but in conditions that an
almost perfect genre predictor is used to avoid from propa-
gation of genre error to similaritymeasure stage and to obtain
competitive results and thus to overcome the accuracy-time
trade-off.

Although numerous genre classification algorithms, for
example [23,26,27], are already proposed, but we empha-
size that our technique is not aimed to be a state-of-the-art
on automatic musical genre recognition or genre classifica-
tion system. In fact, the contribution of this study in music
information retrieval field is to show the impact of “genre”
as a general concept in Western music on the performance of
a QBE-based MIR.

This paper is ordered as follows: The proposed QBE sys-
tem is described in Sect. 2. The experimental results are
presented in Sect. 3 and discussed in Sect. 4. Finally, Sect. 5
gives the conclusions.
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Table 1 Dataset, music pieces and query group

Genre Dataset Music pieces Query group

Classical 320 2040 1020

Electronic 115 1220 610

Jazz-Blues 26 220 110

Metal-Punk 45 400 200

Rock-Pop 101 720 360

World 122 1400 700

Total 729 6000 3000

2 The proposed QBE system

Music information retrieval (MIR) can be done using dif-
ferent types of queries. The most used ones are query by
example, singing and humming. This paper focuses on just
query-by-example (QBE) type,which gets the input as a frag-
ment of the desired song.

The main goal of this paper is to explore the impact of
automatic genre prediction in a QBE-based MIR system.
Our proposed system has two stages: score-based genre pre-
diction and similarity measure, shown in Fig. 1. The genre
prediction stage predicts the genre of the query, as will be
explained in Sect. 2.2, reduces the search space and con-
sequently reduces the retrieval time. Then, the similarity
measure stage searches the music pieces belonging into that
specific genre and retrieves the target song as output; details
will be described in Sect. 2.3.

We measure retrieval accuracy as well as retrieval time to
show how much genre concept prediction improves a query-
by-example-based music retrieval system in those terms.

In this work, we use the well-known Magnatune dataset
[28], which contains 729 songs from six musical genres, as
presented in Table 1. We constructed 6000 music pieces or
clips from that dataset (see Table 1), such as every piece has
a length of 30 s sampled in 44,100 Hz, and also music pieces
from the same song has no overlap.

A query is defined as a random 5-s fragment of any 30-
s music piece that one is also selected randomly per genre.
A random query group including 3000 ones is formed to
evaluate the system. Since queries are accidentally selected
from each genre, thus it is possible to be multiple queries
from the same music piece per genre. In other words, any
substitution is allowed.

2.1 Feature extraction

So far, different representations and feature sets were pro-
posed and tested in the music retrieval or music classification
areas. An efficient representation maps the most relevant
information of a music signal into a feature space depending

on the performance of the system. A representation normally
consists of a number of features extracted from short-time
frames, typically 20–60 ms.

Since the auditory system of human has been found to
perform frequency analysis [29], usually the spectrum anal-
ysis of the sound signal in comparison with the time analysis
correlates well with the perception which a human has from
the sound. Therefore, the representation that parameterizes
the spectrum of a sound signal specifically music, has been
found to achieve better results.

The most common representation associated to the genre
concept is timbral texture representation consisted of tem-
poral features, spectral features and mel-frequency cepstral
coefficients (MFCCs) [22–24]. Some applications also use
this representation combined to features of musical charac-
teristics such as harmony, pitch and duration pairs, rhythm
and beat [22,26]. While many current algorithms use above
features, there is no clear evidence that which features are
optimal to be linked to the genre concept.

Additionally, it is often observed that humans do accu-
rately the genre prediction. This can motivate the researchers
for incorporation of physiological models of human into
systems developed on genre concept. Termens et al. [30]
evaluated howhumanpredicts the genre of amusic signal col-
lapsed by either timbral or rhythmical distortion. The results
of this research states that human can better predict the genre
of a music collapsed by timbral distortion than rhythmical
one, which practically leads to a conclusion that timbral tex-
ture representation is more close to the physiological models
of human auditory system. Also, George Tzanetakis et al. in
[22] experienced some feature sets and showed that better
results in genre classification will be obtained by the timbral
texture features than musical ones such as pitch and beat.
Although we recall that our aim is not genre classification
and have no claim in this field, but we only follow the genre
prediction of the query by a score-based method to reduce
the search space. Thus, in this work we use timbral texture
features and calculate 20MFCCs [31], for every 40ms frame
while those frames have an overlap ratio of 50% (as done by
a number of literature works).

2.2 Genre prediction

It is often observed that human can accurately percept the dif-
ference between music genres and identify them even when
he/she does not have any musical intuition about genres.
Anders Meng et al. [32] conducted a listening test on two
short and long databases to estimate the ability of human to
classify a music based on its genre. It was observed that the
average human accuracy is 95% when different sound clips
of 10-s length are listened.We inspire from this characteristic
in this work and show howmuch the performance of a query-
by-example music retrieval system will be improved using
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automatic music genre prediction while this aspect of music
has been generally involved to develop online QBE systems.
As will be explained, we employ a score-based method using
a binary CART decision tree [33,34] to predict the genre of
the query, which reduces the search space on a genre-labeled
dataset and thus reduces the retrieval time.

2.2.1 Decision tree

To predict the genre of the query, we built a binary CART
decision tree on whole the dataset followed with Gini Diver-
sity Index (gdi) criterion [33,34].

In a binary CART decision tree, two children nodes are
created from a parent node in such a way that the learning
samples related to each of the children node are purer than
ones from parent node, which means the variety of classes
will be lower.

There are several types of split methodologies that can be
considered at each step to create children nodes. We develop
a methodology that each split depends on the value of only
a single feature. Let us denote the features by x1, x2, . . ., xp
where p is number of them. For a feature xk , which has
numerical value in our work, a subset of frames of dataset can
be divided, so that one of the new created subsets has xk < sk
and the other has xk > sk that sk is a special threshold named
split value.

Let xk(1) < xk(2) < · · · < xk(M) denote the sorted
distinct values of xk observed in frames belonging into a
subset that is traced to be divided. If xk(m) and xk(m + 1)
be any two consecutive sorted distinct values of variable xk ,
taken halfway between them defined as Eq. (1) for m =
1, 2, . . ., M−1 canbe considered as the split value sk [33,35].

T = xk(m) + xk(m + 1)

2
(1)

If feature xk is a numeric variable with M distinct val-
ues, we have to compute M − 1 split values to determine
an optimal threshold. Thus, even if there are many different
ordinal features, there exist only a finite number of possible
split values of this form.

To choose an optimal split value in each branch node,
we use Gini Diversity Index (gdi) impurity criterion [34,36]
given as:

gdinode = 1 −
∑

i

p2(i). (2)

where the sum is over the classes i at the node and p(i) is
the observed fraction of frames with class i that reach to the
node. A node with just one class, a pure node, has Gini index
0. Otherwise, the Gini index is always positive and smaller
than one in an impure node. Therefore, the Gini index is a

measure of node’s impurity. We recall that the class in this
work means “genre.”

2.2.2 Score-based genre prediction

In order to predict the genre of the query,wefirst train a binary
CART decision tree by all frames of dataset. Then, the genre
of the query is predicted by a score-based method, so that the
decision tree assigns a score vector to each frameof the query.
It is performedby computing the posterior probability of each
class i per frame of query, Xnew, shown as p(i |Xnew). Thus,
element kth of score vector for a frame of query is:

scorek = p(k|Xnew) for k = 1, . . . ,G (3)

Here, G is the number of classes.
In the following, for two best scores of each frame of

query, we calculate an uncertainty measure as:

scoremax 1(Xnew) − scoremax 2(Xnew)

scoremax 1(Xnew)
≤ 1

2

′
(4)

If this uncertainty measure is true, then a weight vector
wXnew is defined for frame Xnew as:

wXnew( j) =
⎧
⎨

⎩

0.5 if j = arg scoremax 1(Xnew)

0.5 if j = arg scoremax 2(Xnew)

0 others
(5)

where j = 1, . . .,G, else if uncertaintymeasure is false, then
wXnew is:

wXnew( j) =
{
1 if j = arg scoremax 1(Xnew)

0 others
(6)

Finally, weight vectors of all frames of the query are
summed and the genre predicted for the query, y, is given
by:

y = argmax
∑

query

wXnew (7)

Table 2 provides one example in details on how to map a
score vector to a typical frame of the query by decision tree, if
query is assumed to be selected from genre 2. If decision tree
is able to assign the genre of frame truly, then score vector
will be vector A, else vector B.

Uncertainty measure along with weight vector that we
applied in this stage increases in overall the chance of true
genre to be assigned to the query, and also decreases the
chance of other genres.
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Table 2 One example of score vector of a typical frame of the query

Genre
1

Genre
2

Genre
3

Genre
4

Genre
5

Genre
6

vector A 0 0.8 0 0.1 0.1 0

vector B 0.1 0.3 0.4 0.1 0 0.1

Fig. 2 Query-length fingerprints of a typical music piece

2.3 Similarity measure

After that the genre of the query is predicted, further search
is done on the music pieces in the dataset having the same
genre with the predicted genre. To accomplish this, themusic
pieces are first segmented into query-length intervals, known
as fingerprint, used also, for example, by Shazam [17] and
Musiwave [18], and then, the distance between each finger-
print and query is calculated by a similarity measure. The
fingerprints having lower distance values are obviously more
matched with the query and accordingly ones with higher
distance values have less matching. The segmentation is
experimentally done with fifty-frame shifts, shown in Fig. 2.

2.3.1 Distance measure

Let us denote the feature sequence matrices of finger-
print A and query Q by A = [a1, . . ., aFA]T and Q =
[q1, . . ., qFQ]T, respectively, where FA and FQ are the num-
ber of frames in each of them. To find the best-matched
music pieces, the query is firstmoved over eachmusic pieces,
fingerprint by fingerprint, and then, Kullback–Leibler diver-
gence [37] is calculated in each step by:

KL (pA(x)||pQ(x)) = 1
2

[
log |�Q|

|�A| + Tr(�−1
Q �

)
A

+ (μA−μQ)T�−1
Q (μA−μQ)−NF

]

(8)

where μA, μQ, �A and �Q denote the mean and covariance
matrices of feature vectors for fingerprint A and query Q,
respectively. In fact, there exist an implicit assumption that

Fig. 3 Similarity matrix

the probability density function of features for each finger-
print and also query is as amultivariateGaussian distribution,
i.e., p(x) = N (x;μ,�), known as normal distribution too.

After that the distance calculations are finished for each
music piece in the dataset having the same genre with the
query, a similarity matrix, SM, is formed as:

SM =

⎡

⎢⎢⎢⎣

k1,1 k1,2 · · · k1,P
k2,1 k2,2 · · · k2,P
...

...

kS,1 kS,2 kS,P

⎤

⎥⎥⎥⎦ (9)

Here, S is the number of music pieces in the predicted
genre, each which has P fingerprints. Figure 3 illustrates SM
matrix in color. The darker points are fingerprints having less
distance.

It is found that usually the musical format does not change
suddenly during a short time interval. On the other hand, it
is possible that a few seconds of a song to be repeated in
another one. We consider those characteristics in SM matrix
to select the best-matched music pieces and to improve the
retrieval results. To perform this, in addition to three selected
fingerprints having less distance, four before and four after
fingerprints (see Fig. 3) are also taken and their distance val-
ues are summed with that of central fingerprint, so that a
3-element distance vector is formed and sorted in ascending
order. After that, the targetmusic piece is proposed according
to index of first element of sorted distance vector. In the next
sections, this technique is referred as min–sum–min manner.
For more ranked output results, above algorithm is repeated,
e.g., for 3-ranked results known as Top-3, firstly nine finger-
prints are selected and then ranked results are formedwith the
corresponding music pieces whose indices are determined
according to sorted distance vector.

We evaluated the performance of our QBE-based MIR
system using the retrieval accuracy, defined as “the number
of queries whose target songs are retrieved in the ranked
outputs” divided by “the number of queries.” Top-N accuracy
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Table 3 Confusion matrix for
score-based genre prediction
stage

Actual genres Predicted genres

Classical Electronic Jazz-Blues Metal-Punk Rock-Pop World

Classical 97.30 0.55 0.57 0.4 0.53 0.65

Electronic 0.73 97.34 0.67 0.46 0.47 0.33

Jazz-Blues 2.65 0.3 94.77 0.37 1.48 0.43

Metal-Punk 1.53 0.31 0.49 96.31 0.4 0.96

Rock-Pop 0.78 0.4 0.58 0.59 97.15 0.5

World 0.84 0.54 0.69 0.42 0.53 96.98

means percentage of queries whose target songs are found to
be among N-ranked output candidates.

3 Experimental results

In this work, we proposed a query-by-example music
retrieval system through score-based genre prediction and
similarity measure. As previously presented, the genre pre-
diction here is only aimed to reduce the search space and
differs from deeply meaningful “genre classification” area.

Our experiments are conducted using 6000 music pieces
of 30-s length in six different genres, as presented in Table 1.
Each query is a 5-s fragment selected arbitrarily from orig-
inal 30-s music pieces while any repeat is also allowed to
select random queries. The experiments are done using 3000
queries.

We follow three experiments to test our QBE-based MIR
system. First, the score-based genre prediction stage is tested
by itself. Performance of the proposed system is evaluated
using accuracy and retrieval time in second experiment. Third
experiment compares the performance of our systemwith the
case that genre prediction stage is ignored.

3.1 Experiment I

The score-based genre prediction stage explained in
Sect. 2.2.2 is tested here, and results are presented by “genre
prediction rate,” means how large percentage of the genre
corresponding to the queries was correctly predicted. We
achieved 96.64% genre prediction rate using decision tree
together with score-based uncertainty measure.

Table 3 reports confusion matrix for score-based genre
prediction stage. Each value on the matrix is the percentage
of a certain genre predicted for queries (built-in columns)
when queries are actually known to have a particular genre
(built-in rows).

The values in the confusion matrix show that the highest
confusion was clearly between the Jazz-Blues and Classi-
cal genres (2.65%), which is possibly, because they share
musical elements. TheElectronic and Jazz-Blues genreswere

found to have the best and the worst prediction rates, respec-
tively, and the majority of the genres have been slightly
confused with the Classical genre, which may be, because
the classical genre has a wide variety in form and texture.

It should be noticed that the decision tree in score-based
genre prediction stage is trained on whole music pieces of
the dataset, thus is differed from a typical genre classifica-
tion algorithm (for example, see [22,24]), where dataset is
divided into two separate train and test groups and results are
presented by k-fold cross validation.

3.2 Experiment II

Top-1 to Top-6 retrieval accuracy of the proposed QBE sys-
tem is illustrated in Fig. 4. For more output candidates (N),
retrieval accuracy obviously increases, as is 94.23% for Top-
1 and 95.47% for Top-4, which is because the target music
piece has higher chance to be one of the output candidates.

Furthermore, the retrieval accuracy has been observed to
be limited to 96.64% where N is six, presented as Top-6, due
to genre error propagation. In otherwords, since the proposed
QBE system is sequential, the score-based genre prediction
stage limits system to achieve the retrieval accuracy more
than genre prediction rate, and thus, for Top-N candidates
bigger than six, our system provides the retrieval accuracy of
96.64%, which means that the whole of the retrieval error is
made by the genre prediction stage.

Figure 5 shows that how much of retrieval error is due to
each of irrelevant genre and irrelevant music piece. Irrele-
vant music piece error means that the genre of the query and
thus the group whose music pieces should be searched was
correctly predicted, but the target music piece corresponding
to the query has not been found and retrieved by system. For
example, our system provides a retrieval accuracy of 95.47%
for N = 4,whichmeans from4.53% retrieval error, the genre
prediction and the similarity measure stages make 3.36 and
1.17% error rates, respectively (see Fig. 5). Since the genre
prediction rate is 96.64%, thus 3.36% irrelevant genre error
propagates into similarity measure stage and influences the
final retrieval accuracy.
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Fig. 4 Retrieval accuracy of the proposed QBE system

Fig. 5 Pie graph of retrieval accuracy and errors in the proposed QBE
system

Retrieval time of our QBE system for all cases in Fig. 4 is
almost 410±170ms, depending on the predicted genre of the
query, e.g., a query predicted to be from Jazz-Blues genre has
the lowest retrieval time, compared with a query from Clas-

Fig. 6 Impact of genre prediction stage for proposed QBE system

sical genre that causes the highest one. The genre prediction
stage takes 110 ms with standard deviation of ±20 ms made
by multilayer structure of the decision tree.

The algorithms were implemented by MATLAB, and
the simulations were performed using an Intel i7-3770 K–
3.9 GHz Turbo Boost PC. Although, offline training of
decision tree is very time consuming, but it is required to
be performed once and after that, only the time for loading
and running is contributed for the retrieval time.

3.3 Experiment III

To show the impact of the music genre prediction, the per-
formance of our QBE-based MIR system which consists of
a genre prediction stage along with a KL-divergence-based
min–sum–min similarity measure will be compared with a
case that just similarity measure is used across the whole
dataset fingerprint by fingerprint to find the target music
piece, i.e., the genre prediction stage is omitted. Figure 6
shows the results of this comparison for Top-1 to Top-6.

As is shown in Fig. 6, the retrieval accuracy without
any genre prediction is completely competitive with that
from proposed QBE-MIR using score-based genre predic-
tion, which limits the search into a specific genre, while the
retrieval time without genre prediction increases to 1730 ms,
i.e., roughly in order of 4:1.

3.4 Comparisons

A perspective on state-of-the-art research on query-by-
example music retrieval systems show that similarity mea-
sure stage in this work is a representative of some systems
reported in the literature, for example [7,25].
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3.4.1 Hel’en et al. method

As has been reported in the literature, the work done by
Hel’en andVirtanen evaluated a number of distancemeasures
for an audio query-by-example system [7], whose dataset
contained different types of audio including environmental,
music, sing and speech. They followed a k-nearest neighbor
method using different distance measures to retrieve 10-s
excerpts from the same category with the query.

Since the audio query-by-example system described in [7]
differs from our work in dataset, algorithm and the aim of
retrieval, real comparison is not feasible and just some of the
distance measures explained in that work [7] are used here to
test our QBE-based MIR system. To perform this, all music
pieces on dataset are searched, fingerprint by fingerprint, and
distance between each fingerprint and query is calculated in
order to find the closest matches. Those music pieces having
the smallest distances in one of the accompanying finger-
prints are selected and after using the min–sum–min method
(proposed in this work, see Sect. 2.3.1) would be retrieved
and ranked while only one of them might be the target music
piece. The distance measures examined here are listed as:

(i) Euclidean distance over histogram matrices con-
structed in eight quantization levels [38],

(ii) Mahalanobis distance defined as:

Mahalanobis Dis. (A, Q)

= (μA − μQ)T�−1(μA − μQ) (10)

for which probability density function (PDF) of features for
query and each fingerprint is assumed to be a normal distribu-
tion [7], and � denotes the covariance matrix of the features
across all music pieces.

(iii) closed-form L2-norm distance for two Gaussian
mixture models (GMM) proposed in [39], when probabil-
ity density function of features for each fingerprint and
also query is modeled with a 12-GMM, i.e., p(x) =
�i=1:12wiN(x; μi, �i), given by:

e = eAA + eQQ + 2eAQ (11)

eAA = IA
�
i=1

IA
�
j=1

wA
i wA

j Di, j,A,A

eQQ = IQ
�
i=1

IQ
�
j=1

w
Q
i w

Q
j Di, j,Q,Q (12)

eAQ = IA
�
i=1

IQ
�
j=1

wA
i w

Q
j Di, j,A,Q

where,

Di, j,k,m =
∫ ∞

−∞
pk(x)i pm(x) j dx (13)

Fig. 7 Retrieval accuracy using different distance measures [7], com-
pared with the KL-divergence-based min–sum–min similarity measure
(ours)

For IA, IQ = 12 and k,m ε {A, Q}.
and (iv) Goldberger approximation of Kullback–Leibler

divergence for two 12-GMM [37], given as:

KLGoldberger(pA(x)||pQ(x))

=
IA∑

i=1

wA
i

(
K L(pA(x)i ||pQ(x)m(i))+log

wA
i

w
Q
m(i)

)
(14)

for,

m(i) = argmin
j

K L(pA(x)i ||pQ(x) j ) − log
(
w

Q
j

)
(15)

Figure 7 illustrates the retrieval accuracy achieved by
those distance measures for Top-N candidates ranged from 1
to 6, comparedwith the KL-divergence-basedmin–sum–min
similarity measure described in Sect. 2.3.1.

Looking at Fig. 7, both KL divergence and Goldberger
approximation give the most accurate results for all Top-N
candidates ranged from 1 to 6, which shows not only KL
divergence but also its approximation could model the simi-
larities and differences in feature spacewell, so that thosewill
be almost converged where N goes up to four. In comparison
with the Goldberger approximation, the retrieval accuracy
of L2-norm distance is competitive and a little lower, while
both have high computational cost to be used in an online
music retrieval system.
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HistogrammethodandMahalanobis distance are observed
to yield lower retrieval accuracy than others, which is pos-
sibly because both of them use information which is not
enough rich to model differences. However, the retrieval
accuracy achieved using statistics-based Mahalanobis dis-
tance is higher than that of histogram method, which is a
numerical measure.

Although, the KL divergence, which achieves the highest
accuracy in this study, assumes simply a normal distribution
for each fingerprint (see Sect. 2.3.1), but our experimen-
tal results show that statistical information of fingerprint
including mean and covariance is enough suitable to map
similarities. Thus, the proposed KL-divergence-based min–
sum–min similarity measure has been found to perform
clearly better than others do, whereas it imposes a low com-
plexity cost to online systems.

An important problem with the distribution-based meth-
ods is that we assume the features are independent and a
full-covariance matrix can be easily calculated for them.
While this assumption is not necessarily true, especially for
a 5-s short signal, included 250 frames in our work, so that
the features are slightly dependent to each other and thus a
singular covariance matrix for some of the fingerprints or
even queries is unavoidable. The Metal-Punk genre has been
observed to reveal this problem more than other ones. To
address this problem, it is possible to assign a predefined
value to the fingerprint’s determinant if it is smaller than a
threshold. These parameters are better to be adapted for each
genre. Another solution, which applied in this work, is to dis-
card the fingerprints with a singular covariance matrix. Since
the step-size between fingerprints is very low, 50 frames in
our simulations, eliminating a number of fingerprints did not
make a significant effect on the final retrieval results.

Twomainquestions about anonlinemusic retrieval system
are that how much accuracy is necessary for such as system
and also how much retrieval time is acceptable, while there
exist no clear evidence to answer those questions. It may be
because of variety in dataset, search algorithm and output
results, whereas the robustness against noise and distortions
should be considered.

For example, a comparison between Shazam and Sound-
Hound [40], two commercial mobile QBE music retrieval
services, is done and shown the Shazam was faster than
SoundHound, while the accuracy of SoundHound is more
than Shazam. The SoundHound was accurate enough and
had a 95+ % success ratio with 21 s of time for prepar-
ing the answer. The Shazam shown an accuracy of almost
85% with 12 s for discovering time [41]. In overall, it seems
that an accuracy of 95% is adequate to acquire a competi-
tivemarketing research for query-by-examplemusic retrieval
systems, although an error rate of 5% is still too high for ver-
ification such as services [42].

Table 4 Retrieval time for different distance measures [7], compared
with the KL-divergence-based min–sum–min similarity measure (ours)

Distance measure Retrieval time (ms)

KL divergence 1730

L2-norm distance 2850

Goldberger approximation 2730

Histogram method 1340

Mahalanobis distance 1680

Table 4 includes the retrieval time for different distance
measures, examined according to Fig. 7.

The best retrieval time is obtained with histogram method
and next that Mahalanobis distance, whileL2-norm distance
has the most computational cost. However, in addition to
retrieval accuracy, the retrieval time is an essential parameter
to develop an online and popular music information retrieval
system.

Obviously, retrieval time is dependent upon dataset size
and this dependency is approximately linear. We remind that
retrieval times mentioned in Table 4 are for a dataset con-
taining 6000 clips, each has 30 s long (see Table 1). Thus, it
is easy to linearly scale the retrieval time corresponding to
each method in Table 4 with either increasing dataset size or
when length of clips is different.

To summary, the performance of a typical QBE-based
MIR system is highly dependent on the distance measure,
so that the histogram method exhibits the results obviously
worse than ones obtainedwith others while its computational
cost is low.On the other hand,Goldberger approximation per-
forms well, but is not very practical in this work due to high
complexity cost.

In addition, a specific distancemeasure is likely to perform
better over a particular genre, thus we organized to evaluate
each genre separately by the different distance measures in
our QBE system, but the experimental results showed that
the proposed KL-divergence-based min–sum–min still out-
performs over all genres.

3.4.2 Harb et al. method

As well, we develop the KL-divergence-method applied in
[25] to compare that in retrieval accuracy term with min–
sum–min manner proposed in this study. The search here is
also done fingerprint by fingerprint, and we implement just
the global similarity defined for that work, which expresses
the similarity between songs as from the same musical genre
done by a k-NN classificationmanner for Top-30 [25]. There-
fore, a reasonable comparison between the results of that
work and ones from our approach is impossible because of
lack of commondataset andmeaningfully the aimof systems.
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Fig. 8 Retrieval accuracy using min–sum–min manner (ours) and
global similarity [25]

The work explained in [25] uses distances between statis-
tical distributions of the spectral features extracted by means
of the short-term Fourier transform and then filtered by a fil-
ter bank containing 20 filters distributed based on the Mel
scale, and defines the global similarity as the average of MD,
MDHF, MDLF and SD, which are:

• Min Distance (MD): the average of the three min values
of the SM,

• Min Distance for High Frequencies (MDHF): the MD of
the SM for frequencies between 1 and 4 kHz,

• Min Distance for Low Frequencies (MDLF): the MD of
the SM for frequencies lower than 1 kHz,

• Sum Distance (SD): the average of all values of the SM.

Figure 8 illustrates the comparison between min–sum–
min manner (proposed in this work) and global similarity.
With respect to Fig. 8, the min–sum–min manner yields
the retrieval accuracy as good as one from global similar-
ity in lower computational cost. This is possibly, because we
used MFCCs that implicitly reflect the frequency informa-
tion rather than filtered spectral features. On the other hand,
instead of accounting three min points of SM alone, the local
correlation of fingerprints placed adjacent to them is also
considered.

4 Discussion

Our contribution to the music information retrieval is to eval-
uate the impact of automatic genre prediction of the query
on performance of a QBE-based MIR system in accuracy

and retrieval time terms. To accomplish this, some different
distance measures are evaluated in a fingerprint by finger-
print manner and their results are compared with those from
our proposed system which limits search into a predicted
genre using a score-based genre prediction algorithm and
also applies a KL-divergence-based min–sum–min similar-
ity measure to find the target music piece.

The experimental results reveal although the final retrieval
accuracy of the proposed system is competitive in compar-
ison with a typical online QBE-based MIR system given in
literature and there seems to be no significant improvement
in accuracy term, but it should be noticed that this achieve-
ment is attained while time consumption is reduced roughly
in order of 1/4. Of course, this is partly due to the good
performance of score-based genre prediction. As mentioned
previously, here the whole dataset is used as training set and
thus our application is completely differed from “genre clas-
sification” field.

As well, the further optimization of the proposed system,
for example using feature and decision fusion techniques,
likely improves the output performance in both terms of
speed and accuracy. On the other hand, although the offline
trained decision tree used for genre prediction can speed up
the music retrieval but suffer from retraining, if the dataset
is intended to be extended.

In our system, the error rate of the genre prediction is
propagated to the similarity measure stage and has a direct
effect on the final accuracy. As mentioned before, the feature
and decision fusion techniques can be employed to solve this
problem and optimize the manner that the genre of the query
is predicted.

Generally, the proposed approach in this work assumes
that the music collection/dataset is already organized by
genre. Although it might not be a valid assumption in reality,
but the “genre concept” is too popular to indicate and classify
the variety of Western music. However, it is possible to use
a large-scale dataset instead of 6000 music piece dataset, if
the songs are previously classified into different genres.

Obviously, depending on the research area, features have
a significant impact. MFCCs mostly reflect the spectral char-
acteristics of the music signals, especially energy of the
fundamental frequencies, which the instruments playing the
music in a particular genre naturally affect those. In addition,
although the decision tree trained by frame-wiseMFCCs has
been found to be good as a genre predictor in this work,
it likely will be restricted for other generic music retrieval
methods, e.g., ability to find the target song based on subjec-
tive topic, artist or even excited emotion.

We also tested a case that in each frame, MFCCs were
concatenated with some temporal and spectral features sum-
marized as spectral centroid, spectral flux, spectral roll-off,
zero-crossing, minimum and maximum amplitude, first and
second peaks of local energy and total energy to build a 29-
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dimension feature vector per frame. In comparison with our
system, the performance in this case was very competitive
while the retrieval operation took a longer time. In fact, no
significant improvement in this case may show that there
exists redundancy in feature extraction.

In this work, query is assumed to be a continuous 5-s
fragment of the target music piece and thus any alignment
is not necessary to be done, while different distortions may
occur for query in reality which is better to be considered in
future works.

The retrieval time in this system ismostly spent in the sim-
ilarity measure stage and for a large dataset with too many
songs belonging to a particular genre, it becomes uncontrol-
lable. One solution is to handle a suitable searchmanner with
respect to the song rather than a fingerprint-wise search. Use
of clustering algorithms or supervised classifiers for songs
in a specific genre prior to the search will also help to solve
this problem.

5 Conclusions

In this paper, a query-by-example music retrieval system
was proposed which applied a score-based algorithm in sys-
tem back end to predict the genre of the query and then
restricted search of the corresponding target music only into
the predicted genre of the dataset by a KL-divergence-based
min–sum–min similarity measure, thus significantly reduced
the retrieval time. The performance of such as systems that
usually are used online is evaluated with accuracy as well
as the retrieval time and experimental results showed that
the proposed approach can achieve results with comparable
accuracy in reduced query response times. Thus, it can be
concluded that the automatic genre prediction can be a good
solution to organize an accurate and fast QBE-based MIR
system, but since the performance of that is limited by error
in genre prediction stage; thus, further optimization should
be done to avoid from genre error propagation.
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