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Abstract Due to the increasing popularity of social media
platforms, the amount of messages (posts) related to pub-
lic events, especially posts sharing multimedia content, is
steadily increasing. Sharing images can contribute to a rich
and live coverage of the event. Yet, despite the value and
interestingness of some posts, there is a lot of spam and
redundancy, which makes it challenging to select the most
important and characteristic posts for the event. In this work,
we describeMGraph, a summarization framework that, given
a set of social media posts about an event, selects a subset of
shared images, simultaneously maximizing their relevance
and minimizing their visual redundancy. MGraph employs a
topic modelling technique based on different modalities to
capture the relevance of posts to event topics, and a graph-
based ranking algorithm to produce a diverse ranking of the
selected high-relevance images.A user-centred evaluation on
a dataset comprising a variety of real-world events demon-
strates that MGraph considerably outperforms a number of
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state-of-the-art summarization algorithms in terms of rele-
vance and diversity (25 and 7 % improvement respectively).

Keywords Event summarization · Social media ·
Multimedia ranking · Diverse image retrieval

1 Introduction

Due to their increasing popularity, microblogging platforms,
and especially Twitter, have evolved into a powerful means
formonitoring large scale public events. In such events, rang-
ing from sports, to political events and festivals, event atten-
dants typically capture and share their experiences through
images and engage in discussions in social media. Thus, not
surprisingly, the amount of event-related posts has reached
impressive levels [6]. Importantly, a growing number of these
posts carrymultimedia content, contributing to a rich and live
coverage of the event, since images typically convey a much
more comprehensive impression of a specific situation com-
pared to the limited text content of a microblogging post.

However, a significant percentage of posts can be con-
sidered as non-informative. Given the huge number of posts
generated in the context of large events, this makes it very
challenging to monitor the evolution of the event and under-
stand its important moments. In the case of image sharing
posts, the challenge stems from the abundance of images that
carry little information about the event, e.g., memes, promo-
tional banners, etc. In addition to irrelevant or low-quality
content, there are considerable amounts of duplicate content
in terms of text or visual appearance. Overall, event-related
streams of posts are highly diverse and noisy, with differ-
ent associated topics and conversations among users, and a
high degree of redundancy. Thus, there is a profound need
for event-based summarizationmechanisms that can produce
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concise visual summaries, covering the main aspects of the
event.

To this end, we propose MGraph, a graph-based frame-
work that creates visual summaries of real-world events
by post-hoc analysis of the stream of event-related posts.
MGraph leveragesmultiplemodalities and signals associated
with the posts. First, it computes the significance of eachmes-
sage, based on the social attention (i.e. the number of reposts)
it receives. Then, it applies topic modelling to discover the
underlying topics (aspects) of the event, and assigns mes-
sages to these topics. Next, it computes the relevance of each
post with respect to its associated topic. In case of images,
MGraph computes a specificity factor that penalizes images
that are common across different event topics. Finally, the
framework employs DivRank, a graph-based ranking algo-
rithm, to obtain a set of relevant and significant posts that at
the same time maximize the coverage of the event (by select-
ing the maximum possible number of topics) and minimize
the visual redundancy among the selected images.

MGraph addresses multiple aspects of the summarization
problem in a single framework. Through themulti-graph rep-
resentation, which encodes different notions of similarity
(textual, visual, temporal, social), the framework captures
different modalities in social media posts, while the use of
sophisticated graph-based methods, such as Clique Percola-
tion for near-duplicate removal [27], SCAN [33] for topic
detection, and DivRank [24] for diversity-oriented rank-
ing, enables the extraction of high-quality visual summaries
frommassive amounts of event-related posts. To demonstrate
the effectiveness of the proposed approach, we present a
comprehensive evaluation on a reference dataset [22] con-
sisting of numerous real-world events, and on two additional
large event-focused datasets, and demonstrate that MGraph
exhibits superior summarization performance in terms of pre-
cision and diversity compared to a number of state-of-the-art
methods.

2 Related work

2.1 Text-based event summarization

A substantial body of literature deals with the problem of
textual summarization of microblogs, which is a special case
of the multi-document summarization (MDS) problem. One
of the first MDS approaches relies on the computation of
centroids, based on textual content. Then, the summary of a
set of documents, represented by t f · id f vectors, consists
of those documents that are closest to the centroid of the
set [28]. Graph-based approaches have also been proposed
to detect salient sentences from multiple documents, with
LexRank [13] being the most notable among them: LexRank
first constructs a graph of sentences (nodes), with the textual

similarity between two sentences serving as the connection
(edge) between them. Then, it computes the saliency of each
sentence using some centrality measure, such as the Eigen-
vector Centrality or its well known variant, the PageRank
algorithm [26].

However, the text brevity, the informal writing and non-
grammatical character of many microblogging posts, and
the diversity of the underlying topics make the summariza-
tion problem much more challenging in the context of social
media when compared to the standard MDS problem set-
ting, where the input collection consists of long well-formed
documents. In addition, the temporal dimension, which is a
crucial element of microblogging posts, and the social inter-
action between users in social media platforms, are totally
disregarded by previous MDS methods. To this end, numer-
ous methods were proposed that incorporate not only the
textual information of documents, but also their temporal
and social dimension. The core idea of the majority of pre-
vious works is the clustering of documents set into coherent
topics or sub-events and the selection of the most “represen-
tative” documents in each segment. Although there areworks
that investigate the use of social dimension to the problem
of event detection [15], to our knowledge, this dimension is
usually disregarded, compared to the number ofmethods that
are based on content and temporal information.

Nichols et al. [25] describe a sports events summariza-
tion algorithm. This employs a peak detection algorithm to
detect important moments in the timeline of tweets, and it
then applies a graph-based technique to extract important
sentences from the tweets around these moments. In [9], the
authors propose a probabilistic model for topic detection in
Twitter that handles the short length of tweets and considers
time as well. Instead of relying only on the co-occurrences of
words (as themajority of traditional probabilistic text models
do), the proposedmodel uses the temporal proximity of posts
to reduce the sparsity of the term co-occurrencematrix. Then,
for each detected topic, themethod considers the set of tweets
with the highest similarity to the topic word distribution as
themost representative. Shen et al. [30] present a participant-
based approach for event summarization, which first detects
the participants of the event, then applies a mixture model
to detect sub-events at participant level, and finally selects a
tweet for each detected sub-event based on the t f · id f cen-
troid approach. In a similar work, Chakrabarti and Punera
[7] propose the use of a Hidden Markov Model to obtain
a time-based segmentation of the stream that captures the
underlying sub-events.

Recent works focused on the creation of visual event
summaries based on messages and content shared on social
media. TwitInfo [21] is a system for summarizing events on
Twitter through a timeline display that highlights peaks of
high activity. Alonso and Shiells [2] create football match
timelines, annotated with the key match aspects, in the form
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of popular tags and keywords. Dork et al. [12] propose an
interface for large events employing several visualizations,
e.g., image and tag clouds. However, the aforementioned
methods only make use of textual and social features for
creating visualizations, and ignore the visual content of the
embedded multimedia items.

2.2 Multimedia event summarization

The increasing use of multimedia content in microblog plat-
forms has motivated numerous studies that consider visual
information along with the textual content of microblog
posts.Bian et al. [3] proposed amultimodal extension ofLDA
that detects topics simultaneously taking into account the tex-
tual and visual content of microblog posts with embedded
images. The output of this method is a set of representative
images for the underlying event. A slightly different prob-
lem is tackled by Lin et al. [18]. Unlike other methods that
generate summaries as sets of posts or images, this method
aims to create a storyline from a set of event-related multi-
media objects. To this end, it constructs a multi-view graph
of objects, with two types of edge, visual and textual, captur-
ing the content similarity along with the temporal proximity
among objects. Then, it extracts a time-ordered sequence of
important objects by using Steiner trees [32].

The authors of [23] propose a method to select and rank
a diverse set of images with a high degree of relevance to
the event. A unique part of their work, is the use of external
websites as sources ofmultimedia content, in caseswhere the
amount of embedded images is insufficient for the creation
of meaningful visual summaries. They use visual features
first to discard irrelevant images and images of low quality,
and then to detect and remove near duplicates among them
to increase diversity. Then, they evaluate numerous rank-
ing methods for selecting a small number of representative
images for the event.

The majority of previous multimedia summarization
approaches are mainly based on the textual and temporal
information and ignore the richness of visual and social
signals that are available in social media. To this end, the
proposed framework, MGraph, incorporates textual, visual,
temporal and social features to support the generation of
visual summaries from event-focused collections of social
media posts. MGraph extends our previous work [29] by
performing a more comprehensive and extensive analysis,
highlighting the role and impact of individual components
on the summarization performance of the whole framework.
In particular, we present a number of additional studies and
results exploring: (a) the impact of the used topic modelling
technique by comparing graph-based with probabilistic topic
models, (b) how the different elements of the proposed
weighting scheme affect summarization performance, (c) the
effect of DivRank on the diversity of produced summaries,

(d) how MGraph benefits from the use of different modali-
ties and how these modalities affect the ranking of images. In
addition, we present experiments on two additional datasets
around two large-scale events, namely the Baltimore riots
and the 2012 presidential US Elections.

3 Framework description

3.1 Overview

MGraph processes an event-related set1 of social media posts
to create a visual summary of the event. As visual summary,
we define a set of images (contained in the set of posts) that
are highly relevant to the event and capture the key moments
of the event. As a first step, MGraph keeps only messages
that are potentially informative.As informativeness is a rather
subjective term and inmany cases depends on the perspective
of the end user, MGraph uses the quality of posts as a proxy
of informativeness. To this end, the framework employs a
set of filters to discard low-quality posts (Sect. 3.3). Then,
the framework builds a multi-graph to encode the similarity
of posts across different modalities (Sect. 3.4). Using this
graph, it first detects and removes duplicates in terms of con-
tent (Sect. 3.5) and it then detects themain event topics (Sect.
3.6). Based on the extracted topic model, the framework
computes a selection score for each message that captures
the social attention that a message receives over time and
the coverage of the corresponding topic (Sect. 3.7). Finally,
MGraph uses a graph-based ranking algorithm to diversify
the images of the top ranked social media posts (Sect. 3.8).
An overview of the proposed method is illustrated in Fig. 1.
Note that, although the goal is to select a subset of images for
the visual summary, the proposed framework makes use of
all available social media posts, even those that do not carry
any multimedia content.

3.2 Representation of social media data

The posts shared through social media platforms can be
viewed as multimodal items. The three main dimensions
include the content, time and social interactions. To cap-
ture these modalities, each post m is represented as a tuple
{id,C, u, ts, SI }, where id is a unique identifier of the post,
C is its content, u an identifier of the posting user, ts its pub-
lication time, and SI a tuple containing the associated social
interactions.

The content C of a post consists of two elements: textual
(Ctxt ) and visual (Cvis). Ctxt is represented by a t f · id f
vector vm , where the t f part is the frequency of a term in the

1 In microblogging platforms, such a set is typically formed by consid-
ering all posts that are taggedwith an event-specific hashtag. In practice,
despite being tagged with the event hashtag, many of these posts are
irrelevant with the event, as in the case of promotional or trolling posts.
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Fig. 1 Overview of MGraph
framework

post text normalized by the maximum frequency in the post.
Due to the short length of the documents in microblogging
platforms, this component often equals to one and its con-
tribution is limited. The inverse document frequency (id f )
of each term is calculated over the whole set of posts. From
the textual part of the content (Ctxt ), we also extract a set
of detected named entities NE and a set of proper nouns
PN. Note that we adapt t f · id f by using a constant boost-
ing factor b to give more weight to named entities NE , user
mentionsmu and proper nouns PN , since those are expected
to be particularly relevant for the event. In other words, if a
term w is a recognized named entity, its weight is given by
b · t fw · id fw. The intuition is that two posts that share the
same set of named entities and proper nouns or mention the
same user, have a higher probability of relating to the same
topic. The visual part (Cvis) is optional, as not all items are
associated with multimedia content. In case they are, we rep-
resent them using the combination of Speeded Up Robust
Features (SURF) with the VLAD aggregation scheme [17],
which was found to be a highly accurate and efficient visual
feature representation [31].

Regarding the elements of the social interactions SI of
a post, we consider the following three types: (a) reposting
of another post, (b) replying to a post, and (c) mentioning
another user in the post text. Accordingly, SI consists of the
following three elements: the id of the original post re f I d in
case the containing post is a repost of re f I d, an inReply Id
if the post is a reply to another one, and the set of mentioned
users Um .

3.3 Aggressive filtering

Content quality plays a key role in the generation of informa-
tive, but concise summaries. To this end, we first apply a set
of heuristic rules to discard a significant amount of the initial
set of event-related posts. In particular, we apply two types of
filter on the posts. The first is based on the textual content and

is applied on items that do not contain any embedded image.
The second is based on the visual content and is applied only
to posts with embedded images.

Text-based filtering employs a set of heuristic criteria to
discard a post: (a) very short text (e.g., less than six terms),
(b) inclusion of mentions to more than three users, and (c)
inclusion of more than three URLs or hashtags. The core
intuition behind these criteria is that posts of that type do not
carry enough textual content to be usable in a summary, and
that the combined use of URLs and hashtags or mentions is a
strong indication of spam (an effort to direct users to theWeb
page pointed by the URL). Finally, in order to discard posts
with incorrect or incomplete syntactic structure, we apply
Part-Of-Speech tagging and keep only posts that match the
regular expression of Eq. 1, i.e. only items that contain at
least one sentence that consists of at least a noun followed
by a verb. Determiners and adjectives are optional.

(determiner?adjective ∗ noun + verb)+ (1)

Visual filtering is implemented by first discarding small
images, i.e. images having width or height less than 200px,
and then by discarding images of specific types that are typi-
cally inappropriate to be included in an event summary (even
though the text of the containing post could be relevant to the
event). Such images include memes, screenshots or images
mainly comprising text. Figure 2 depicts such image exam-
ples coming from the Baltimore riots dataset. Although these
images could be considered relevant in some contexts, they
give no actual information or impression of the event. To
discard this type of image, we first created classifiers for
the following four classes: meme, screenshot, heavy
text, and real photo. Each of those classifiers pro-
duces a prediction score pi ∈ [0, 1], i ∈ {1, 2, 3, 4}, and
we determine the class of the image as the one, of which
the classifier produced the maximum prediction score, i.e.
i : argmaxi {pi }. In case the class is one of the first three,
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Fig. 2 Examples of relevant but
non-informative images for the
Baltimore riots (April, 2015)

we discard the image, while we retain all images assigned
to the class real photo for further processing. To build
the four classifiers, we used the semi-supervised method of
[20] and a hand-crafted training set consisting of approx-
imately 900 manually selected Twitter images as positive
examples for the first three classes and a random sample
of 10,000 Flickr images from MIR-Flickr as positive exam-
ples for the real photos class [11, p. 68]. Following the
semi-supervised learning method of [20], we make use of
the normalized VLAD vectors to extract a low-dimensional
representation of the images, called Approximate Laplacian
Eigenmaps (ALE) [14], which capture in a compact way the
position of the image in the manifold of an underlying visual
similarity graph (without actually constructing the graph).
Then, using the set of labelled images and their ALEs as fea-
ture vectors, we trained an SVMclassifier for each of the four
aforementioned classes using a one-vs-all training scheme.

3.4 Multi-graph generation

The remaining posts M = {m1,m2, ...,mn} are used to con-
struct a multi-graph:

GM = {V, Et xt , Evis, Esoc, Etime} , (2)

where vertex vi ∈ V corresponds to post mi , and each type
of edge corresponds to a different modality. Et xt is a set of

undirected edges expressing the textual similarity between
nodes computed using the cosine similarity between the cor-
responding t f · id f vectors. Evis is a set of undirected edges
that represent the visual similarity between posts containing
images. This is the L2 distance between the corresponding
SURF+VLAD vectors. Note that we add an edge in Et xt or
Evis , only if the textual or visual similarity between the cor-
responding nodes is higher than θt xt or θvis respectively. This
thresholding operation aims to prune the graph, i.e. make it
more sparse, and in that way to avoid adding spurious asso-
ciations between nodes. The directed unweighted edges of
Esoc are based on the social interactions between users: we
connect two posts mi and m j , with a directed edge from m j

to mi , if post m j is a direct reply to mi , or m j is a repost of
mi . Finally, the directed edges Etime are derived based on the
temporal proximity (T S) between posts mi , m j , published
on ti , t j respectively, which is computed on the basis of the
Gaussian kernel function of Eq. 3.

T S(ti , t j ) = exp

(
−|ti − t j |2

2σ 2

)
, (3)

where σ controls the spread of the sub-events within themain
event. In general, the optimal value of σ depends on the type
of event; in cases where sub-events last longer, they require
a higher value for σ and vice versa. For example a football
match and the reactions of the viewers in social media may
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last some hours. On the other hand, events such as protests
may last several days. The direction of an edge is from m j

to mi , meaning that post m j is published after mi .
Themulti-graphgeneration step requires the calculationof

visual, textual and temporal similarity between all possible
pairs of messages. The complexity of this step is O(n2),
whichmakes it inapplicable to events that are associatedwith
a very large number of social media posts. To reduce the
complexity, for each post we efficiently retrieve its k nearest
posts in terms of time, textual and visual content and then
compute the pairwise similarities only between the post and
the union of these three sets. Fast retrieval of top-k temporal
neighbours takes place using range queries on aB-Tree index,
retrieval of top-k textual neighbours using an implementation
of Locality Sensitive Hashing for the cosine similarity metric
[8], and retrieval of top-k visual neighbours using Product
Quantization [16].

3.5 Content de-duplication

An important step for summarization that improves both the
relevance and diversity of the produced summaries is the tex-
tual and visual de-duplication of content. In case of textual
content an obvious source of redundancy is the reposting of
messages. To this end, we keep only the original posts and
discard all the explicit reposts. However, for each original
post we also keep the count p of times it has been reposted
by other users, and use it as a signal of the social attention it
receives over time.

However, there are duplicates forwhich there is no explicit
connection. This is more obvious in case of visual content,
as users can post the same image or near-duplicates found
on the Web or generated by them. To handle visual redun-
dancy, we use the Clique PercolationMethod (CPM) of [27].
In particular, we consider the sub-graph Gvis = {V, Evis},
keep only edges with visual similarity above a threshold
θd , and use CPM to discover cliques2 of visual duplicates.
Althoughwe keep only visual edges corresponding to similar
images in GM , introducing a higher threshold θd increases
the likelihood that the remaining edges correspond to actual
near-duplicate images. We represent the resulting cliques in
a similar manner as single posts.More specifically, cliquemc
is a tuple {Mmc,C, ts, p}, whereMmc is the set of posts in the
clique, C denotes its aggregate content representation con-
sisting of a textual and visual component, ts is themean value
of publication times of the posts in Mmc, and p is the sum of
re-posts of these posts. Regarding the textual part of C , we
use a merged t f · id f vector vmc (Eq. 4). Contrary to t f · id f

2 The CPM algorithm discovers subgraphs with clique-like structure,
often referred to as communities, but here they are referred to as cliques
to distinguish them from the communities produced by the SCAN algo-
rithm (Sect. 3.6).

Fig. 3 Visual de-duplication using CPM

vectors of single posts, term frequencies in vmc are important
factors that express the importance of each term in the clique.

vmc =
∑

m∈Mmc

vm (4)

The aggregate visual representation ofC is constructed using
the SURF descriptors of all images in the clique and aggre-
gating them in a single VLAD vector. To be more precise, we
get each set of SURF descriptors extracted from each image
in the clique and apply VLAD aggregation on the union of
these sets. In this way, we take into account small variations
between images (e.g., cropping, rotation, etc.).

After the clique detection step, we replace the clique posts
in GM with the corresponding clique representations and re-
calculate the corresponding edges of Et xt , Evis , Esoc and Etime

(Fig. 3).

3.6 Topic detection

To detect the topics of an event, we opted for the Structural
Clustering Algorithm for Networks (SCAN) [33]. SCAN
is a graph clustering algorithm that is applied on a unified
undirected unweighted graph G = {V, E}, where nodes cor-
respond to the filtered set of event-related posts and cliques,
and edges E represent whether two adjacent posts are of the
same topic. To insert an edge inE , we first check the existence
of temporal (Etime) and content-based edges (Et xt , Evis). In
other words, we connect two posts if they are close enough
in time and have a high degree of content similarity at the
same time. Apart from content similarity, we also use social
interactions to add edges that increase the density of inter-
topic links. In particular, we connect two posts, regardless of
their temporal proximity, if the one is a reply to the other, as
the probability that these posts belong to the same topic is
very high.

We apply SCAN on the resulting post graph, to identify
dense sub-graphs of posts. These sub-graphs represent the
underlying topics in the collection of posts: each topic is
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represented as a set of highly connected posts in the graph.
Once the set of topics T is detected, we use the posts Mi

associated with each topic tpi ∈ T to calculate a merged t f ·
id f vector v

tp
i that represents its textual content, in a similar

manner to how we calculate merged vectors for cliques of
posts. As images in a topic can be visually diverse, we do not
compute a centroid representation for the visual content.

Using the SCAN algorithm for clustering results in a sub-
stantial amount of posts being kept outside of the detected
clusters. These are divided into two categories, hubs and out-
liers. Hubs are nodes that are connected to more than one
clusters, while outliers are nodes that are not connected to
any of the clusters. Some of these posts can be considered
as non-informative. However this is not the case for all of
them, as some posts, despite not belonging to any cluster,
may include valuable information that could attract a lot of
social attention. This is more obvious in case of posts with
images, which carry little textual content, and therefore typ-
ically have low textual similarity to other posts. Moreover,
the visual appearance of images could be different, even for
posts associated with the same topic. Therefore, it is likely
that important images could be left out of the SCAN clus-
ters. To this end, we do not discard the unassigned posts, but
instead we form single-item clusters, both for hubs and out-
liers, and use them in the subsequent ranking process (Sect.
3.7). In case of hubs, we also keep the number of communi-
ties to which a specific hub is connected and use it as a signal
of the node specificity (to be discussed below).

3.7 Message selection and ranking

Our goal is to calculate an overall importance score for each
of the posts and cliques to rank them and select the most rep-
resentative ones. The importance score of a post m or clique
mc is a combination of two factors: (a) the social attention it
receives over time, and (b) the significance of the topic it is
associated with.

Social attention. The popularity of a post or clique, i.e.
the number of the re-posts they receive over time, can be
considered as a proxy of the social attention they receive. A
high value of social attention often indicates an important and
hence representative post regarding the event. On the other
hand, personal and other insignificant images, e.g. selfies,
are expected to receive limited social attention. We measure
social attention using Eq. 5, where p is the number of re-
posts and λ a smoothing parameter to prevent zero values of
reposts. We opted for the use of a logarithmic function due
to the fact that the number of re-posts in social media fol-
lows a highly skewed distribution as stated in recent works
[19], [35]. In this way, extremely large numbers of reposts
are normalized.

Satt (m) = log2(p + λ) (5)

Topic coverage. The association of a post with a detected
topic could be a strong indication of its importance, since that
post would be expected to contribute valuable information
about a specific aspect of the event. However, some posts are
more representative of a topic compared to others. Moreover,
some topics are more significant than others, and accord-
ingly posts associatedwith these topics should receive higher
importance scores. To this end, we assess the topic coverage
of a message using Eq. 6. Its first part captures the relevance
to the topic and is calculated as the textual similarity of post
m to the topic centroid v

tp
i . Its second part captures the signif-

icance S of the underlying topic, so that posts from larger and
denser clusters receive higher scores. To measure the density
Di of topic tpi , we use the corresponding sub-graph detected
by SCAN, and the number of edges |Ei | and nodes |Vi | in it.
Density is ameasure of the generality of a given topic.A topic
that corresponds to a sub-graph of high density is typically
focused (specific), since posts in this topic have a high degree
of content similarity with each other. On the other hand, a
topic with low density is considered to be generic (i.e. to lack
focus), therefore posts associated with it are considered less
informative and hence should be penalized.

Scov(m) = cos(um, v
tp
i ) · S(tpi ) (6)

S(tpi ) = Di · exp
⎛
⎝ |Mi |
max
k∈T |Mk |

⎞
⎠ (7)

Di = 2|Ei |
|Vi ||Vi − 1| (8)

The overall significance score of a message or clique is the
product between its social attention and the respective topic
relevance (Eq. 9).

Ssig(m) = Satt (m) · Scov(m). (9)

3.8 Image ranking and diversification

The motivation behind computing the importance score of
Eq. 9 is to generate a set of relevant high-quality images
in the top ranked positions of the summary. However, there
are images that are considered very popular, but they are not
highly relevant to the event of interest. For example, an image
depicting theflagofUkraine could be considered to be related
to an event about the Ukraine crisis, but it does not provide
important information about the event. To address this short-
coming of the overall score, we introduce a specificity factor
that penalizes such images.

Image specificity is a measure of how much information an
image provides for a specific event, i.e. whether the image is
common across all topics of the event. We calculate image
specificity Sspec for each image I using the id f -like score of
Eq. 10.
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Fig. 4 Hub specificity calculation. Blue lines indicate visual edges
with weight exceeding θd , while red lines correspond to visual edges
below this threshold

Sspec(I ) = log

( |T |
|TI |

)
, (10)

where |T | is the number of topics in the event and |TI | is the
number of topics containing image I .We calculate |TI | in the
following way. We first reuse the de-duplication technique
presented in Sect. 3.6 to measure the number of topics |TI |
that contain an image I or its (near) duplicates.

For the rest of the images that donot formvisual cliqueswe
check whether they are contained in the set of hubs detected
by the SCAN algorithm. More specifically, for an image of
which the containing post is identified as hub, we measure
the number of communities to which it is connected. How-
ever, to consider such a connection as valid and take it into
account we demand that the maximum visual similarity to
the members of the community exceeds the same threshold
θd used by the CPM method. For example, Fig. 4 depicts a
hub H that is connected to three communities. While there
are three adjacent communities only in two of them there is
at least a visual edge above threshold θd (blue lines). In case
of community 3, both edges have a weight below θd (red
lines). To this end, we consider as valid only the connections
to communities 1 and 2.

Finally, the image selection score S(I ) of image I is the
product of the importance score (Eq. 9) and the image speci-
ficity score. As a result, images that depict the same aspect
of the event and have high visual similarity to each other,
may have similar selection scores. This is more obvious for
posts that have limited social attention but are part of large
(important) topics. In thatway, plain use of the selection score
to rank images would result in visually redundant images
becoming part of the summary. To incorporate diversity into
the score calculation, we employ DivRank [24], a variant

of PageRank that aims to maximize diversity. The intuition
behind DivRank is that nodes related to other significant
nodes should be ranked higher, but inside dense sub-graphs
of the graph only a single node should be promoted, while
the rest of the highly-connected nodes should be penalized.

To apply DivRank, we use the initial multi-graph GM

to generate a directed sub-graph GV = {VV , EV }. Vertices
VV ⊂ V are the subset of posts that contain an embedded
image and will be candidates for the visual summary. For the
creation of set EV , we combine the two sets Evis and Etime.
In particular, for each pair of vertices vi , v j ∈ VV , we create
a weighted directed edge e ∈ EV with the same direction
as the corresponding edge in Etime. The weight of this edge
is the visual similarity between the adjacent vertices. Note
that for pairs of images that do not share a temporal edge
et ∈ Etime there is also no connection in GV . Based on this,
the resulting summary is not only expected to be diverse in
terms of visual content but also in terms of time. This feature
is quite important especially for large-scale events that last
many hours or days, enabling the selection of images dur-
ing the whole duration of the event in a principled manner.
To ensure convergence for DivRank, we normalize the edge
weights, such that the sum of the adjacent out-edges of each
post equals to one. To calculate the new selection score, we
apply DivRank using the iterative scheme of Eqs. 11 and 12.

r = dW−1r + (1 − d)h (11)

W = dWr + (1 − d)h (12)

Vector r holds the DivRank scores and d is a dumping factor
that controls the impact of the initial score to the re-ranking
process. The initial value ofmatrixW is the adjacencymatrix
derived from the directed graph GV . Also, instead of using
a uniform value for the priors h, we use the value of the
calculated score of each image in the graph. Specifically, the
prior hi of node i in the graph that corresponds to image Ii
is hi = S(Ii ).

4 Evaluation

4.1 Dataset and experimental setting

To evaluate the proposed framework, we conducted a set of
experiments in three different datasets. The first one is the
dataset of McMinn et al. [22] that contains tweets for more
than 500 events of different types. We used the 50 largest
events in terms of number of tweets, as in the work ofMcPar-
lane et al. [23]. These events range from sports events, e.g.,
the Sochi Winter Olympics, to political events such as the
Ukraine crisis and the Venezuelan protests. The dataset con-
tains 364,005 tweets in total, while each event is associated
with 4730 tweets on average. However, due to suspended
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Table 1 Datasets for Baltimore riots and US elections

Baltimore riots US elections

#Tweets 1,281,883 1,106,712

#Original 266,712 791,933

#Accepted 214,142 440,621

#Users 103,677 303,415

#Replies 20,959 23,690

#Images 26,834 13,645

#Uniq. Images 18,589 12,784

#Accepted denotes the number of tweets that were not discarded from
the filtering steps of Sect. 3.3. The numbers for #Users, #Replies,
#Images and #Uniq. Images refer to the #Accepted tweets

accounts and deleted messages we managed to fetch only
296,160 of these tweets. About 3.51 % of these, i.e. 12,772
tweets, contain an embedded image. The second dataset
is related to the riots in Baltimore that followed Freddie
Gray’s hospitalization and subsequent death in police cus-
tody. The dataset consists of 1,281,883 tweets containing the
hashtags#BaltimoreRiots,#BaltimoreProtests,
#FreddieGray, and #BaltimoreUprising, which
were intensively used during the event. The third dataset is
the one created and used for evaluating a number of Twitter
topic detection methods [1] and consists of 1,106,712 tweets
related to the 2012 US presidential elections. Table 1 shows
some basic statistics for the second and third datasets.

In [23], the authors usedCrowdFlower3 to create relevance
judgements for the top five images selected for summa-
rization for each of the 50 events. This resulted in the
generation of relevance annotations for a very small percent-
age of the images in the dataset. To this end, we follow the
same approach as [23] to create relevance judgements, in a
scale from 0 (not relevant) to 3 (relevant), for the union of
images selected as summaries by all the methods used in the
evaluation (to be described below). In order to study more
comprehensively the performance of methods, we selected
20 images for each of the 50 events of [23]. For the datasets
of Baltimore riots and US elections we performed a more
extensive evaluation by creating relevance judgements for all
contained images. We asked from a group of human anno-
tators to evaluate how relevant and representative are the
selected images to the corresponding event. We ensured that
each pair received three judgements at least, from different
users. The group of annotators comprised 25 persons 24-32
years old, educated in the field of computer science, having
some experience in the use of Twitter and social media. The
task given to annotators was the following:

Task description You are presented with an image and an
event title (describing a “trending” topic in Twitter). For

3 http://www.crowdflower.com/.

each image and event title, you are asked to answer the
following question:

Question Is this image relevant to the event?

Possible answers:

0. The image is clearly not relevant to the event.
1. The image is probably not relevant to the event, but I am

not entirely sure.
2. The image is somewhat relevant to the event, but I have

my doubts on whether I would like to see it in a photo
coverage of the event.

3. The image is clearly relevant to the event, and I would
like to see it in a photo coverage of the event.

We used several open-source libraries to analyse the
text of the tweets. For tokenization we opted for the
StandardAnalyser provided by Lucene, which per-
forms well in English text. For named entity detection we
used the StanfordNER librarywith the default 3-classmodel.
For Part-of-Speech (POS) tagging we used the Stanford POS
Tagger, but opted for the Twitter-specific POS model from
the ARK research group.4 For visual features, we extracted
Speeded Up Robust Features (SURF) from each image of
the dataset using the implementation of [31].5 We then
used four codebooks of 128 visual words (in total 512) to
quantize each descriptor and used the VLAD scheme to
aggregate the descriptors of each image into a single vec-
tor of 64 · 512 = 32, 768 dimensions. Finally, we used PCA
to create a 1024-dimensional L2-normalized reduced vector
that represents the visual content of the image.

For the generation of multi-graph GM , we retrieve the
k = 500 nearest neighbors of each message in terms of
textual, visual and temporal similarity (1500 maximum in
total, since there were overlaps among the three sets). The
visual and textual similarity thresholds were empirically set
to θvis = 0.5 and θt xt = 0.6 respectively. Parameter σ 2 of
the temporal kernel was empirically set to 24 hours as most
of the important sub-events in the first dataset last less than a
day. In other words, the temporal proximity between tweets
in the same day is more than 0.6. For visual de-duplication,
threshold θd was set to 0.65which corresponds to images that
are near-duplicates in terms of visual content. In the topic
detection step, we set the parameters of SCAN to μ = 2 and
ε = 0.65. Finally, in the ranking step with DivRank we set
d = 0.75 to most of the experiments. However, we also con-
ducted an experiment to investigate the effect of this factor in
the results. We make all datasets, relevance judgements, and

4 http://www.ark.cs.cmu.edu/TweetNLP.
5 https://github.com/MKLab-ITI/multimedia-indexing.
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source code of the implementations used in the experiments
publicly available.6

4.2 Evaluation metrics and baselines

We applied the proposed method (denoted as MGraph) to
the dataset tweets to generate a representative summary for
each of the contained events. In particular, we ranked the
images according to their DivRank score and kept the top
N as the summary. N can vary and depends on the initial
size of the event-related posts. In general, it can be set by
using a compression rate, e.g. N corresponds to the top 1 %
of the posts related to the event. In our case we used values
of N equal to 1, 5, 10 for small events, while we expanded
this to N = 100 and N = 500 for large scale events. As
relevantwe considered postswith images thatwere annotated
on average with a score equal to or larger than 2 in the [0–3]-
scale presented above.Weevaluated the average performance
of our method in a similar manner as [23] by calculating the
following metrics:

– Precision (P@N). The percentage of images among the
top N that are relevant to the corresponding event, aver-
aged among all events.Wecalculate precision for N equal
to 1, 5, and 10.

– Success (S@N). The percentage of events, where there
exist at least one relevant image amongst the top N
returned, for N=10.

– Mean Reciprocal Rank (MRR). This is computed as 1/r ,
where r is the rank of the first relevant image returned,
averaged over all events. In case of a single event (as in the
cases of the Baltimore riots and US elections datasets),
the metric reduces to Reciprocal Rank (RR).

– α-normalized Discounted Cumulative Gain(α-nDCG)
Clarke et al. [10] proposed a modified version of nDCG,
called α-nDCG, for evaluating novelty and diversity in
search results. α-nDCG discounts gains not only based
on the rank of a document as in traditional nDCG but
also based on the information nuggets already seen. In
our case, as information nuggets we consider the topics
of the event. The gain of each image is based on the anno-
tation options in the [0,3] scale. Parameter α is set to 0.5
to keep a balance between relevance and diversity.

– Average Visual Similarity (AVS@N). This measures the
average visual similarity among all pairs of images in the
top N selected images, averaged over all events. Lower
AVS values are preferable since they imply higher diver-
sity in terms of visual content.

6 https://github.com/MKLab-ITI/mgraph-summarization.

We compare the proposed MGraph framework with sev-
eral image ranking methods. Note that we applied the same
filtering and de-duplication steps to allmethods.More specif-
ically, we evaluated the following summarization methods:

– Random selects N random posts with images from the
(filtered) set of images as the summary set.

– MostPopular picks up themost popular postswith images
in terms of re-posts. This corresponds with ranking based
on the score of Eq. 5.

– LexRank uses the graph G = {V, E} of Sect. 3.6 to rank
nodes based on the LexRank algorithm [13], and selects
the top N nodes with images.

– TopicBased selects the most relevant posts from the most
significant topics according to the score of Eq. 6.

– P-TWR ranks images in descending order using the
weighting scheme described in [23].

– S-TWR groups the posts of each event into semantic
clusters and selects the top ranking of each using the
weighting scheme of [23]. For the dataset of [22] we
used the clustering provided by the authors of [23]. For
the other two datasets, we used the same SCAN-based
clustering described in Sect. 3.6.

4.3 Results

Table 2 contains several precision-oriented metrics for both
MGraph and the competing methods for the dataset of [22].
Not surprisingly, the worst results for all themetrics are those
of the Random selection. Regarding P@N the best results
were achieved from MGraph. For P@1, popularity-based
methods, such asMostPopular andP-TWR, achievedvery
good results as would be expected. Thismeans that the image
having the highest value of popularity, has a higher possibil-
ity of being relevant to the event. However, the performance
of these twomethods drops significantly for P@5 and P@10.
This is explained by the fact that although some image might
be considered to be irrelevant, it could still attract attention
for a number of other reasons (e.g., it could be funny), and

Table 2 Comparison of summarization methods in terms of precision,
averaged over all events in the dataset of McMinn et al. [22]

Method P@1 P@5 P@10 S@10 MRR

Random 0.391 0.400 0.405 0.800 0.562

MostPop 0.522 0.469 0.446 0.848 0.669

LexRank 0.456 0.452 0.420 0.847 0.611

TopicBased 0.457 0.473 0.469 0.847 0.620

P-TWR 0.521 0.486 0.437 0.826 0.673

S-TWR 0.478 0.452 0.435 0.869 0.661

MGraph 0.587 0.518 0.544 0.913 0.728

Bold values indicate the highest performingmethod for the givenmetric
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Fig. 5 “Four more years”: the most shared image in the US elections
dataset promoted in thefirst positions fromall popularity-basedmethods

would therefore be highly ranked by popularity-based meth-
ods. Success for the top 10 retrieved images is high for all
methods, even for the Random one. However, even in this
case our method outperforms all others in terms of S@10.

The average Mean Reciprocal Rank (MRR) is also higher
for our method, with popularity-based methods achieving
the next best results. Note that the average performance for
this metric for popularity-based methods benefits from cases
where themost popular image is relevant. Thismainly occurs
when the number of reposts of an image gets extremely high
values, e.g. hundreds or thousands of reposts. For example
in the US elections dataset the most shared post was that
of Barack Obama depicted in Fig. 5. This tweet got a huge
number of retweets, while the same picture was tweeted by
different users independently. Thus, the clique that represents
this image was ranked in the first position by all methods that
use somemeasure of popularity.However, in events that there
are no such images, the performance drops significantly. In
contrast, our method handles successfully such cases, as it
does not solely rely on the popularity of images, but also
considers their association with the underlying topics.

Table 3 presents a comparison among methods in terms
of their diversity performance. According to it, MGraph
achieves the best value of α-nDCG@10, with S-TWR hav-
ing the second best performance. This indicates that the use
of the DivRank algorithm resulted in a more diverse set of
relevant images compared to other methods. Compared to
S-TWR that aims to achieve diversity through image clus-
tering, our method achieves a 7 % improvement in terms of
α-nDCG. It is noteworthy that this improvement is achieved
without sacrificing precision, as P@10 compared to S-TWR

Table 3 Comparison of summarization methods in terms of diversity,
averaged over all events in the dataset of McMinn et al.

Method α-nDCG@10 AVS@5 AVS@10

Random 0.657 0.024 0.019

MostPop 0.717 0.022 0.018

LexRank 0.685 0.081 0.056

TopicBased 0.689 0.035 0.027

P-TWR 0.717 0.020 0.016

S-TWR 0.722 0.011 0.010

MGraph 0.774 0.018 0.021

Bold values indicate the best performing method for the given metric

Table 4 MGraph performance across event categories

Category P@10 α-nDCG AVS@10

Law and politics 0.536 0.729 0.047

Arts and entertainment 0.700 0.721 0.048

Science and technology 0.800 0.896 0.059

Disasters and accidents 0.450 0.492 0.013

Sports 0.500 0.624 0.025

Miscellaneous 0.368 0.606 0.053

is also improved by 25%. In case of average visual similarity
between images the best result is obtained by S-TWR.

Our method has somewhat worse performance in terms of
AVS@5, where it is ranked second, while for AVS@10, it is
ranked third. The worst results in terms of AVS are obtained
using LexRank. This is reasonable as LexRank is based
on the PageRank algorithm, and hence it favours images that
are highly connected, i.e. images that are highly similar in
terms of visual content. One should be cautious regarding the
interpretation of AVS: although it is a reasonable measure
of diversity, it is solely based on the use of visual features,
hence it might not be able to capture users’ perception and
experience. In addition, it is expected that the inclusion of
irrelevant images in the set of selected, would result in lower
values for AVS, but this is obviously not desirable.

The events in the dataset of [22] belong to six categories, as
shown in Table 4. Each of these categories has different char-
acteristics resulting in variations in the performance of our
method. For example, the Arts and Entertainments category
is more prone to duplicate messages and images, e.g., tweets
with images of celebrities. The best P@10 measure was
obtained for events about Science and Technology, but this
should be taken with caution, as this category contains very
few events. The second best P@10 score was obtained for
events about Arts and Entertainment. This can be explained
by the fact that these events refer mostly to celebrities and
the corresponding images usually depict them in a manner
that is relevant to the event. Regarding average visual sim-
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ilarity, the best value is achieved for events about Disasters
andAccidents. This can be explained taking into account that
images of such events, e.g., earthquakes, can be quite diverse
in terms of their appearance even in cases they refer to the
same event.

4.3.1 Summarization of large-scale events

As mentioned before, in McMinn’s dataset [22] each event
is associated with 4730 tweets on average. To gain fur-
ther insights into the performance of MGraph on large-scale
events, we conducted a set of experiments on two additional
datasets. Such events, which typically lastmany days, consist
of many sub-events and the number of associated posts is at
least some hundreds of thousands; hence, summaries of 10
or 20 images are not sufficient. For this reason, we created
much larger summaries of N = 100 and N = 500 images
and calculated the same evaluation metrics as above.

Table 5 contains the precision-oriented metrics for both
MGraph and the competing methods for the Baltimore riots
dataset. MGraph achieves superior performance as the pre-
cision remains equal to 1, even for N = 100 and to 0.988
for N = 500. This means that the image summaries cre-
ated by MGraph consist of images that are either relevant
or somewhat relevant to the event. Note that for N = 10,
all methods, except Random, achieve high precision. The
Reciprocal Rank is also high, meaning that most methods
succeed in ranking a relevant image at the first place. Regard-
ing diversity (Table 6), MGraph achieves the best results in
terms of the α-nDCG@100 metric. In terms of AVS, the best
results are obtained by S-TWR and P-TWR. LexRank has
again the worst performance in terms of AVS.

Similar conclusions can be drawn from the results on
the US elections dataset (Tables 7, 8). MGraph achieves
superior performance in this dataset in terms of precision-
oriented metrics. In contrast, MGraph does not achieve the
best performance for any of the diversity-oriented metrics.
We assume that this is caused mainly by the fact that, in
this dataset, the constructed content-based graphs are sparser
compared to the rest of the datasets. As a result, SCAN and

Table 5 Comparison of summarization methods in terms of precision
for the Baltimore riots dataset

Method P@10 P@100 P@500 RR

Random 0.400 0.500 0.440 0.333

MostPop 0.500 0.530 0.542 1.000

LexRank 0.800 0.550 0.516 1.000

TopicBased 0.700 0.560 0.562 1.000

P-TWR 0.700 0.400 0.566 1.000

S-TWR 0.800 0.820 0.586 0.500

MGraph 1.000 1.000 0.988 1.000

Bold values indicate the highest performingmethod for the givenmetric

Table 6 Comparison of summarization methods in terms of diversity
for Baltimore riots dataset

Method α-nDCG@100 AVS@10 AVS@100

Random 0.411 0.112 0.151

MostPop 0.737 0.081 0.070

LexRank 0.651 0.294 0.162

TopicBased 0.880 0.020 0.055

P-TWR 0.723 0.012 0.021

S-TWR 0.781 0.011 0.041

MGraph 0.882 0.018 0.061

Bold values indicate the best performing method for the given metric

Table 7 Comparison of summarization methods in terms of precision
for the US elections data set

Method P@10 P@100 P@500 RR

Random 0.500 0.530 0.546 1.000

MostPop 0.700 0.590 0.558 0.500

LexRank 0.800 0.690 0.684 1.000

TopicBased 0.900 0.870 0.738 1.000

P-TWR 0.800 0.590 0.564 0.333

S-TWR 0.900 0.580 0.562 0.500

MGraph 1.000 1.000 1.000 1.000

Bold values indicate the highest performingmethod for the givenmetric

Table 8 Comparison of summarization methods in terms of diversity
for the US elections data set

Method α-nDCG@100 AVS@10 AVS@100

Random 0.508 0.113 0.092

MostPop 0.710 0.089 0.097

LexRank 0.589 0.121 0.229

TopicBased 0.802 0.077 0.081

P-TWR 0.777 0.067 0.094

S-TWR 0.790 0.052 0.041

MGraph 0.801 0.101 0.114

Bold values indicate the highest performingmethod for the givenmetric

DivRank fail to create high-quality topics and ranking. Note
that in terms of α-nDCG@N, MGraph has the second best
value, which is comparable to the best value obtained by the
TopicBased approach. We believe that as α-nDCG@N is
a balanced measure between precision and diversity, in this
case the achieved value of MGraph benefits from its excel-
lent performance in terms of precision.

4.3.2 Precision-recall analysis

To examine the performance of the proposedmethod in terms
of recall, in other words to show that MGraph does not miss
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Fig. 6 P-R interpolated curve
on Baltimore riots
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Fig. 7 P-R interpolated curve
on US elections
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relevant images, we create Precision-Recall (P-R) interpo-
lated curves for the Baltimore riots andUS elections datasets.
The curves are illustrated in Figs. 6 and 7 respectively. Note
that although most methods give good results in terms of
P@N for N = 10, N = 100 and N = 500, these values of
N correspond to the low range of values forRecall. For exam-
ple, for N = 500 the best possible recall values are r = 0.048
and r = 0.1 in the Baltimore riots and US elections datasets
respectively. For the largest part of P-R curves, and espe-
cially for r > 0.1, most of the methods exhibit only slightly
better performance compared to Random. In other words,
although all the methods achieve to rank relevant images to
the first positions of the summary, performance drops signifi-
cantly for positions lower in the ranking. In contrast,MGraph
achieves a remarkably better ranking as precision remains
high even for recall values up to 0.2. Beyond that value, preci-

sion starts to drop as irrelevant images start to be erroneously
included to the summary.

4.3.3 DivRank performance analysis

We also study how parameter d of DivRank affects the preci-
sion and diversity of MGraph, testing different values from 0
to1, and calculatingP@10,S@5,MRRandα-nDCG@10 for
each of them. The results for the dataset of [22] are depicted
in Fig. 8. The worst results for all metrics are obtained for
d = 0. Essentially, in this marginal case, the re-ranking pro-
cedure of DivRank is not performed as the first part of Eqs.
11 and 12 is equal to zero. The best results are achieved for
0.7 ≤ d ≤ 0.8, but even ford > 0.8 theperformance remains
almost steady for most of the metrics. The slight decrease for
d > 0.8 can be explained by the fact that for such extreme

123



64 Int J Multimed Info Retr (2016) 5:51–69

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.4

0.5

0.6

0.7

0.8

0.9

1

Dumping factor d

P@10
S@5
MRR
a−nDCG

Fig. 8 Effect of dumping factor d on P@10, S@5, MRR and α-
nDCG@10, in McMinn’s dataset

values of d, DivRank attempts to create a more diverse set of
images, which makes it more likely to introduce irrelevant
images in the top ranks of the result set.

4.3.4 DivRank versus Maximal Marginal Relevance

To comparatively evaluate the performance of DivRank, we
also used a greedy approach for re-ranking based on Maxi-
mal Marginal Relevance (MMR) [5]. In particular, we rank
images from the higher to the lower selection score S(I ) and
add them in the summary under the constraint that visual sim-
ilarity to each image in the set of already selected images is
below a threshold. Redundant images are discarded from the
ranking.With this approach visual redundancy is minimized,
while images in the summary have the highest possible score.
Note that, with the current implementation of SURF+VLAD,
images with visual similarity above 0.65 are considered as
duplicates. Similarities between 0.4 and 0.65 correspond to
similar but not identical images, and finally, visual simi-
larities below 0.4 correspond to dissimilar images. For this
reason, the threshold for MMR was empirically set to 0.4.

According to Table 9, DivRank achieves better results
in terms of precision (P@10) and α-nDCG@N. This is
explained by the fact, that DivRank is based on a graph that
captures the visual similarity between images in a higher
order than MMR that only compares pairs of images. In

Table 9 Comparison between DivRank and MMR, in McMinn’s
dataset (N = 10)

Method P@N AVS@N α-nDCG@N

DivRank 0.544 0.021 0.744

MMR 0.491 0.010 0.711

Bold values indicate the best performing method for the given metric

other words, although DivRank promotes diversity, at the
same time it can identify cases of isolated and insignificant
nodes and penalize them. On the other hand, MMR just com-
pares an image with the set of already selected images and
does not take into account the position of an image in the
visual graph. Not surprisingly, MMR leads to better results
in terms of AVS@10 as it explicitly discards similar pairs of
images. Regarding α-nDCG@N, DivRank achieves also a
slightly better value. The explanation for this is related again
to the use of the underlying graph in the ranking process:
As α-nDCG@N discounts the gain of images from the same
topic, DivRank is expected to perform better due to its ten-
dency to promote images from different areas on the graph,
which typically correspond to different topics.

4.3.5 Impact of modalities

As discussed in Sect. 3.4, multi-graph GM captures the sim-
ilarity between two posts across different modalities. In that
way, we should expect that topic detection and ultimately
summarization performance will be affected by the modali-
ties used. Figure 9 illustrates oneof the detected sub-graphs in
the Baltimore Riots dataset, using different colors to depict
the different types of similarity (computed using different
modalities). It is obvious that excluding any of the modali-
ties would cause important changes in the graph structure.
To quantify the impact of such changes, we conducted a
set of experiments, in which we removed the corresponding
type of similarity fromGM and evaluated the performance of
MGraph. Table 10 presents the results in terms of precision
and diversity for instances of MGraphwithout visual, social
and temporal associations, which are denote as MGraphNV ,
MGraphNS and MGraphNT respectively. On the dataset by
McMinn, performance drops, but to a limited extent in most
cases. Regarding precision (P@10), all instances perform
worse than the original version of MGraph, but still bet-
ter than most competing methods. The same holds for the
MRR metric. Overall, the most pronounced negative impact
on precision is caused by the removal of temporal edges.
For diversity-oriented metrics, the most noticeable drop in
performance occurred for MGraphNV , which was expected
since this instance does notmake use of the visual similarities
between images.

Although the average performance of MGraph instances
does not change remarkably, more careful examination of
the results reveals that performance drops mostly for the
largest events in McMinn’s dataset. This is reasonable, as
for small events with few posts and limited diversity, the
structure of the multi-graph MG does not show important
variations as a result of adding new modalities. In contrast,
in large-scale events with many posts (nodes), the multi-
graph structure could be significantly different as a result of
adding edges based on a new modality. This observation is
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Fig. 9 Example of multi-graph in Baltimore riots dataset (graph density is equal to 0.5)

attested by the results for the other two datasets, which corre-
spond to large-scale events. In these two datasets, visual and
social associations have important contributions to the struc-
ture of MG . More specifically, the graph constructed from
the Baltimore Riots dataset has 214,142 nodes (posts) and
6,750,635 textual edges, 2,248,810 visual edges, and 19,144
social interaction edges. Thus, the visual and social edges
account for 24 and 0.2 % of the total edges respectively. It
is therefore expected that removing social edges does not
have an important impact on the overall performance of the
framework.

Overall, the results inTable 10 support the original hypoth-
esis that summarization benefits from the use of multiple
modalities. The original version of MGraph that takes into
account all modalities to build the multi-graph GM achieves
the best results compared to its instances that miss one of
the modalities. This observation is confirmed in all three
datasets in terms of precision. However, not each modal-
ity has the same impact on summarization. The exclusion
of social connections seems to have only minimal negative
effect on the results. On the other hand, visual and temporal

edges appear to be important for retaining high summariza-
tion precision. Diversity-orientedmetrics are affectedmostly
from the exclusion of visual information.

4.3.6 Impact of weighting components

The proposed weighting scheme is quite complex as it
consists of three different components, each capturing a dif-
ferent set of characteristics of posts. We performed a set of
experiments to evaluate the effect of each component on sum-
marization. More specifically, we created three instances of
MGraph by setting Satt = 1, Ssig = 1 and Sspec = 1
respectively. We also study the effect of not using the topic
significance of Eq. 7 in the weighting scheme.

The results of Table 11 reveal that the exclusion of
any component of the weighting scheme affects negatively
the resulting summary. The most important component on
McMinn’s dataset [22] is the social attention of posts. Topic
significance seems to have limited impact as the size of events
is small, so the variation in density among topics is also lim-
ited. In contrast, this component is one of the most important
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Table 10 Impact of modalities on summarization

Method P@N MRR α-nDCG@N AVS@N

McMinn’s dataset, N = 10

MGraph 0.544 0.728 0.774 0.021

MGraphNV 0.522 0.720 0.688 0.055

MGraphNS 0.540 0.718 0.770 0.021

MGraphNT 0491 0.690 0.751 0.022

Method P@N RR α-nDCG@N AVS@N

Baltimore riots dataset, N = 100

MGraph 1.000 1.000 0.882 0.061

MGraphNV 0.820 1.000 0.797 0.245

MGraphNS 0.950 1.000 0.891 0.059

MGraphNT 0.710 0.500 0.832 0.090

Method P@N RR α-nDCG@N AVS@N

US elections dataset, N = 100

MGraph 1.000 1.000 0.801 0.114

MGraphNV 0.600 1.000 0.591 0.454

MGraphNS 0.970 1.000 0.802 0.112

MGraphNT 0.830 1.000 0.704 0.097

Bold values indicate the highest performing method(s) for the given
metric

ones in the other two datasets. The main reason for this is
the large number and the diversity of posts in these datasets.
In other words, as the structure of the resulting multi-graph
GM becomes increasingly complex, the detected sub-graphs
(topics) tend to exhibit wider variation in density. The same
observation can be done for the impact of topic coverage.
This part seems to be more important on large-scale events
with a lot of sub-topics, messages and interactions. On the
other hand, social attention tends to be more significant in
smaller events.

4.3.7 Impact of topic detection

To study the role of the SCAN algorithm as a topic detec-
tion method, we also tested two instances of MGraph using
different topic detection techniques. In particular, we used
two established probabilistic techniques, namely LDA [4]
and TwitterLDA [36]. The rest of the framework compo-
nents remained the same. In case of LDA, we associate a post
to the topic with the higher estimated probability, under the
constraint that this probability exceeds a threshold (0.5). The
unassociated posts were assigned to single-item clusters in a
similarmanner aswith SCAN. TwitterLDA is an extension of
LDA that gives better results for short messages compared to
it. Themain difference is that TwitterLDAestimates a distrib-
ution of topics over users, instead of over posts. Regarding the
association of posts to topics, TwitterLDAmakes the assump-

Table 11 Impact of different components of the weighting scheme

Method P@N MRR α-nDCG@N AVS@N

McMinn’s dataset, N = 10

MGraph 0.544 0.728 0.774 0.021

Satt = 1 0.478 0.712 0.699 0.021

Scov = 1 0.490 0.701 0.743 0.021

Sspec = 1 0.512 0.703 0.759 0.017

Di = 1 0.544 0.722 0.721 0.021

Method P@N RR α-nDCG@N AVS@N

Baltimore riots dataset, N = 100

MGraph 1.000 1.000 0.882 0.061

Satt = 1 0.880 0.500 0.807 0.072

Scov = 1 0.910 1.000 0.871 0.068

Sspec = 1 0.920 1.000 0.818 0.060

Di = 1 0.830 1.000 0.712 0.052

Method P@N RR α-nDCG@N AVS@N

US elections dataset, N = 100

MGraph 1.000 1.000 0.801 0.114

Satt = 1 0.880 1.000 0.727 0.120

Scov = 1 0.760 1.000 0.713 0.145

Sspec = 1 0.890 1.000 0.692 0.102

Di = 1 0.790 1.000 0.802 0.098

Bold values indicate the highest performing method(s) for the given
metric

tion that each post is associated to a single topic only. This
assumption seems to be valid for microblogging posts due to
their short length. As these methods require the number of
topics K to be defined we set K = √|M |, where |M | is the
number of posts.

As the size of events (measured by number of posts) in
McMinn’s dataset [22] is small, probabilistic models such as
LDA have poor performance. We confirmed this hypothesis

Table 12 Comparison of SCAN, LDA and TwitterLDA, used as the
underlying topic detection technique in MGraph framework

Method P@N RR nDCG@N AVS@N

Baltimore riots dataset, N = 100

SCAN 1.000 1.000 0.882 0.061

LDA 0.710 1.000 0.801 0.073

TwitterLDA 0.970 1.000 0.837 0.121

US elections dataset, N = 100

SCAN 1.000 1.000 0.801 0.114

LDA 0.790 1.000 0.698 0.121

TwitterLDA 0.920 1.000 0.780 0.191

Bold values indicate the best performing method for the given metric
in each dataset
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by inspecting a sample of the resulting topics and found that
most of them were not meaningful. This is due to the fact
that there are not enough posts to perform a reliable esti-
mation of distributions of topics and words. For that reason,
we evaluated SCAN, LDA and TwitterLDA on the other two
datasets that consist of hundreds of thousands of posts. The
number of topics was set to K = 462 and K = 663 for Bal-
timore riots and US elections respectively. Considering the
single-item topics due to unassigned posts in LDA, the final
number of topics rose to 17,079 and 57,639 respectively. In
case of SCAN, the number of detected topics (subgraphs)was
2,158 and 2,950 respectively and with the single-item clus-
ters, these rose to 168,974 and384,437. SCANdetects amuch
larger number of clusters than the number of topics estimated
using the heuristic K = √|M |. However, through inspection
of a number of single-item clusters, we observed that SCAN
left unclustered a large set of posts, the majority of which are

outliers. On the other hand, probabilistic topic models cre-
ated large topics associating a lot of low-quality posts with
them, which affected performance in a negative manner.

Table 12 depicts precision and diversity-oriented metrics
for MGraph and the two instances using LDA and Twit-
terLDA. The original version of MGraph achieves the best
results. However, comparing these results with the results of
Tables 5, 6, 7 and 8, we note that LDA and TwitterLDA still
manage to outperform competing methods, which indicates
that even a lower-quality topic detection approach does not
have a significant penalty on the performance of MGraph.
It is also noteworthy that although LDA exhibits significant
decrease in most of the metrics, this does not apply for Twit-
terLDA, which leads to only slightly worse results than the
SCAN-based instance of MGraph. This is reasonable as
LDA is ineffective for short posts, while TwitterLDA was
designed with that specific aspect in mind. In addition, the

Table 13 Summary example for Baltimore riots (N = 10)
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need tomanually specify the number of topics for suchmeth-
ods, affects summarization performance in a negativemanner
as it is highly likely that a sub-optimal choice will be made.
This would lead either to multi-topic clusters of posts or to
fragmentation of single topics intomultiple clusters. The first
case would affect precision and recall, while the later would
mostly affect diversity-oriented metrics.

Table 13 depicts the top 10 images ranked by MGraph
for the Baltimore riots dataset. Note that all the images were
labelled as relevant from the annotators. Additionally, each
of these 10 images is not a single image but a clique of dupli-
cate images. The promotion of cliques in the first places of
the summaries is done mainly for two reasons: First, a clique
usually has a higher value of popularity than single images as
its popularity is calculated by the sum of individual popular-
ities. Second, cliques are more connected than single images
in the posts graph, therefore DivRank gives them a higher
score. As these images have a high value of popularity, com-
peting popularity-based methods manage to rank them in
high positions as well. For example images in positions 2
and 6 are quite popular, therefore in the first positions of
MostPop and P-TWR. Furthermore, some of these images
are part of large clusters corresponding to significant sub-
events and discussions during the events (e.g. images 4, 7, 9,
10). For example the image at the 10-th position is related to
a discussion about looting stores during the protest. As these
clusters are quite large in size, many of these images are also
ranked in high positions by topic-based methods. However,
big clusters with insignificant images could also benefit from
large cluster size (which would introduce noise to the sum-
mary). In contrast, MGraphmanages to combine popularity
and topic-based features in a single score and create visual
summaries that consist of popular images that at the same
time cover multiple sub-topics.

5 Conclusion

We presented MGraph, a framework for the generation of
visual summaries from social posts related to public events.
The key distinguishing characteristic of MGraph is that it
assigns a significance score on each image of the event-
related posts, that maximizes the coverage of the underlying
topics and the diversity at the same time. We performed a
comprehensive experimental study of the method compar-
ing it against a number of state-of-the-art summarization
methods on three user-annotated datasets, and concluded
that it considerably outperforms existing methods in terms
of summary precision (i.e. including relevant images in the
summary), while retaining diversity performance at similar
levels or even improving it. We also carefully examined the
impact of different components of MGraph on its overall
summarization performance.

In the future, we plan to extend MGraph by using more
advanced topic detection methods that identify not only
topics but also hierarchies and relations between them.
Regarding ranking, we plan to investigate the use of co-
ranking algorithms to simultaneously rank text and image
nodes. Finally, we intend to integrate additional features such
as users’ popularity, influence and trustworthiness, as recent
research indicates that these could improve the results, and
especially the quality of selected posts [34].
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