
ORIGINAL ARTICLE

Toward leveraging big value from data: chronic lymphocytic
leukemia cell classification

Emad A. Mohammed1,3 • Mostafa M. A. Mohamed2 • Christopher Naugler3 •

Behrouz H. Far1

Received: 12 January 2017 / Accepted: 21 January 2017 / Published online: 18 February 2017

� Springer-Verlag Wien 2017

Abstract The goal of Big Data analysis is delineating

hidden patterns from data and leverage them into strategies

and plans to support informed decision making in a

diversity of situations. Big Data are characterized by large

volume, high velocity, wide variety, and high value, which

may represent difficulties in storage and processing.

Research on Big Data repositories has contributed

promising results that primarily address how to efficiently

mine a variety of large volume of structured and unstruc-

tured data. However, innovative insights can emerge while

leveraging the value characteristic of Big Data. In other

words, any given data can be big if analytics can draw a big

value from it. In this paper, we demonstrate the potential of

five machine learning algorithms to leverage the value of

medium size microscopic blood smear images to classify

patients with chronic lymphocytic leukemia (CLL). The

maximum majority voting method is used to fuse the

predications made by the five classifier models. To validate

this work, 11 CLL patients are refereed by flow cytometry

equipment and the results are compared to the proposed

classifier model. The proposed method proceeds through a

sequence of steps while working with the lymphocyte

images: it segments the lymphocyte images, extracts/se-

lects features, classifies the selected features using five

classifiers, and calculates the majority class for the test

image. The proposed composite classifier model has an

accuracy of 87.0%, true-positive rate of 84.95%, and

10.96% false-positive rate and can correctly identify 9 out

of 11 patients as positive for CLL.

Keywords Image analysis � Chronic lymphocytic

leukemia (CLL) � WBC segmentation � WBC

classification � Big Data

1 Introduction

Big Data is the term used to describe datasets having the

‘‘4V’’ characterization: volume, variety, velocity, and

value. Such datasets present problems with storage, anal-

ysis, and visualization (Rajaraman and Ullman 2012).

Initial research of Big Data analytics mainly had focused

on the data volume, examples include: clinical Big Data

analysis (Dai et al. 2012), public databases (Wang et al.

2011), biometrics (Kohlwey et al. 2011), genome and

protein analysis (Wang 2014), and biomedical image

analysis (Wang et al. 2012a).

Health care systems, in general, suffer unsustainable

costs and lack data on utilization (Kaplan and Porter 2011).

Therefore, there is a pressing need to find solutions that can

reduce unnecessary costs. Cost control measures in

healthcare can benefit from using data resources. The
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problem in health care systems is not the lack of data; it is

the lack of information that can be utilized to support

critical decision making (Musen et al. 2014).

Big Data by itself usually confers little direct advantage;

however, intelligent tuned analytics can reveal many

actionable insights that may prove useful in a clinical

environment. The basic motivation behind this research is to

leverage big value from medium size medical datasets to

significantly enhance the medical services provided to

patients. This goal is achieved by demonstrating a case study

of classification of a wide spread cancer among Canadian

adults, namely chronic lymphocytic leukemia (CLL).

CLL is a blood cancer which develops in the soft spongy

center of long bones known as bone marrow. It is charac-

terized by the proliferation of abnormal lymphocytes in the

bone marrow, which do not respond to cell growth inhi-

bitors (Bain 2008). CLL has a widespread prevalence

among adults in Canada (Canadian Cancer Society 2016;

Canadian Cancer Statistics 2016; Healey et al. 2015).

Moreover, the CLL cells morphology and size variations

may be similar to normal lymphocytes in the early stages

(Seftel et al. 2009) and it may require a pathologist to

identify the lymphocyte as CLL. For these reasons, the

clinical course and the phenotypic presentation of CLL are

highly diverse, and there are limited treatment options

(Grever et al. 2007). Thus, the current clinical best prac-

tices emphasize delaying the treatment until a patient

demonstrates either symptomatic or progressive disease,

which do not necessarily correlate with the optimal treat-

ment outcomes or long-term survival (Grever et al. 2007).

In fact, there is a tendency for diagnostic pathology to rely

on automated systems (McPherson and Pincus 2011) to aid

in diagnosis. No single genetic mutation or abnormality

responsible for CLL development has been identified.

Rather, the disease is characterized by a variety of chro-

mosomal abnormalities (Tam et al. 2008).

According to the clinical practice guideline of Alberta

Health Care Services ‘‘LYHE-007 Version 2’’, CLL is the

most common adult leukemia in the western world,

accounting for approximately 7% of non-Hodgkin lym-

phomas and the average age at diagnosis of CLL is 67 years;

and it is rarely seen in children (Herring et al. 2016).

Big Data analytics principles can be applied across

different healthcare domains to implement data-driven

healthcare solutions that enable better-quality clinical

decisions, patient outcomes, survival rates, and reduce the

cost of healthcare services (Chen 2016; Mathews et al.

2013; Rothwell et al. 2012; Vollset et al. 2013).

Big Data analytics methods can leverage complex

imaging and genotype data analysis, processing data

streams from wearables and medical devices to increase

cancer survival rates, which can be illustrated in the

following:

1. Accelerating genomic sequencing applications that

producing better knowledge on different diseases

(Chen et al. 2014; Wang 2014).

2. Promoting informed decision making by creating an

integrated patient-specific treatment program (Kohl-

wey et al. 2011; Wang et al. 2011).

3. Designing machine learning algorithms that predict

different patient outcomes, e.g., blood and tissue

screening, hospitalization period, survival rate, etc.

(Kaplan and Porter 2011; Musen et al. 2014).

In this paper, we focus on incorporating different types

in machine learning algorithm in analyzing a medium size

blood image data to build a patient screening tool for CLL

to support informed decision by a hematopathologist.

Figure 1 shows the processing steps of the proposed

method for CLL cell classification. The proposed method

uses machine learning algorithms (MLA) such as the Sup-

port Vector Machine (SVM) and the Artificial Neural Net-

work (ANN) to segment, i.e., extract, the lymphocyte parts

from the complicated blood smear image. The image seg-

mentation is followed by selecting measures that can iden-

tify CLL cells from normal cells with good accuracy. The

features are then used to train five different classifier models

to label CLL and normal cells for further patient treatment

plans. The proposed method can aggregate the results of any

number of classifier models in an attempt to increase the

accuracy of the aggregated model. To solve the tie problem,

an odd number of classifier models can be utilized.

Different classifier models have different structure,

learning algorithm and separation capabilities (Sobajic

et al. 2010) and, therefore, different classifiers can make

different errors when classifying the same features; how-

ever, the classifiers aggregate result can provide a better

accuracy for the features under test. An ensemble of clas-

sifiers, i.e., multiple classifiers system, is used to compose a

composite classifier model (Alpaydin 2007) with higher

classification accuracy than any individual classifier mode.

A novel Deep Semi-Nonnegative Matrix Factorization

(NMF) model was proposed in Trigeorgis et al. (2014) to

learn hidden representations in large datasets, e.g., images.

The proposed model allowed for an interpretation of pat-

tern clustering according to unknown features of a given

dataset. The purpose of this model was to learn low-di-

mensional transformation of the data that were better for

clustering. A novel approach based on NMF was proposed

to reduce big datasets dimensionality for better clustering

(Allab et al. 2017). This approach utilized the mutual

reinforcement between data reduction and clustering tasks

to better approximate the dimension reduction solution.

Active learning (Burbidge et al. 2007) (AL) signifies a

family of approaches which selectively label training

samples to build classifiers with maximum prediction
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accuracy. Compared to passive learning, which labels

samples in a random manner, a new method based on AL

and optimal subset selection (ALOSS) was proposed in Fu

et al. (2013) to consider sample correlations for selecting

the most important instance subset for labeling. The

authors proved that the ALOSS method was better than

other sample selection methods based on AL.

Feature selection (FS) is an important step in data

mining of large-scale high-dimensional data. A novel

algorithm known as the Semi-Supervised Representatives

Feature Selection algorithm based on information theory

(SRFS) (Wang et al. 2017) was proposed to select the most

significant features from high-dimensional features data-

sets. This algorithm was independent of any algorithm used

for classification learning, and can identify and remove the

less relevant features. The results of this algorithm on

several benchmark datasets surpassed the state of the art

supervised and semi-supervised algorithms. Discriminative

Sparse Flexible Manifold Embedding (SparseFME)

method with novel graph was proposed (Zhang et al.

2017b) to enhance the representation and label prediction

of FME by improving the reliability and robustness of

distance metric. Thus, more accurate identification of hard

labels can be obtained. In this study, a novel graph weight

construction method was proposed to integrate class

information and consider a certain kind of similarity/dis-

similarity of samples so that the true neighborhoods can be

discovered.

A unified framework for improved structure estimation

and feature selection was proposed in Zhang et al. (2017a)

to learn data structure and feature selection. A higher order

description of the neighborhood structures was presented in

the data using hypergraph learning to select the most sig-

nificant higher order features. A single objective function

was designed to capture and regularize the hypergraph

weight estimation and feature selection processes. The

objective function captured the global discriminative

structures in 9 benchmark datasets.

This paper is structured as follows:

Section 2 contains background information on the CLL

cancer, white blood cell (WBC) microscopic image seg-

mentation, feature extraction/selection, WBC classifica-

tion, and multiple classifier system. Section 3 presents the

details about the dataset and methodologies used in this

paper. Section 4 presents detailed discussion of the results

of the proposed method, overall performance, and valida-

tion. Section 5 is there to draw the final conclusions, lim-

itations, and future works.

2 Literature review

2.1 Chronic lymphocytic leukemia

Microscopic examination of blood smear images is the

main source of information that indicates changes in the

development of specific diseases. Blood smear images

consist of leukocyte cells, red blood cells, platelets, and

background.

CLL is a cancer of lymphocytes, which are blood cells

involved in the body’s immune system. CLL/small lym-

phocytic lymphoma (SLL) is classified by the World
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Health Organization (WHO) as a low-grade (slow-grow-

ing) non-Hodgkin lymphoma and is synonymous with SLL

(Oliai 2013). The CLL cells are mainly found in the lymph

nodes (glands), as in most other lymphomas. CLL is a

disease which mainly affects older people and which has

limited treatment options. As more CLL cells accumulate,

they can release chemicals which cause tiredness, weight

loss, and sweating. If they accumulate in the bone marrow,

they can also stop the bone marrow from working properly.

CLL is usually diagnosed by microscopic examination

of blood smear films. It is suspected when the blood count

shows a large number of lymphocytes (Oliai 2013). The

microscopic examination of the CLL cells shows that CLL

is small cells with condensed chromatin (which is found in

the central nucleus of the cell) and very little cytoplasm.

The diagnosis is confirmed by a technique called ‘im-

munophenotyping’, which involves the detection of the

characteristic proteins (or ‘antigens’) on the surface of the

lymphocytes (Craig and Foon 2008).

2.2 Microscopic image segmentation

Accurate segmentation of lymphocyte nucleus and cyto-

plasm from a microscopic blood smear image is a

mandatory step to aid in the automatic detection and

diagnosis of CLL. Segmentation is the process of correctly

and accurately extracting different parts of an image.

Leukocytes have different, wide variations of cell mor-

phology, and size which make them difficult to be seg-

mented accurately.

Multispectral WBC segmentation using an SVM (Guo

et al. 2007) showed robust, effective, and insensitive results

to blood smear staining and illumination condition. How-

ever, the results showed low nucleus segmentation accu-

racy. This is due to the variation of the nucleus color. A

method based on feature scale-space filtering and water-

shed clustering obtained 98.9% maximum cell accuracy for

WBC segmentation (Jiang et al. 2006). However, it suffers

from the over-segmentation due to plateau of the watershed

lines. A framework for WBCs segmentation (Sadeghian

et al. 2009) showed accuracy of 92% for nucleus and 78%

for cytoplasm using active contours and a Zack thresh-

olding algorithm. This low accuracy resulted from the

utilization of the nucleus segmentation results into the Zack

thresholding algorithm which further increased the error in

the cytoplasm segmentation. A method based on a com-

bination of automatic contrast stretching, arithmetic image

operation, minimum filter, and global threshold techniques

was proposed as a localization and segmentation method

for WBCs nucleus (Madhloom et al. 2010). This proposed

method was simple; however, the results showed that the

proposed method managed to obtain a wide range of

accuracy (85–98%). A stepwise merging rules and a

gradient vector flow snake method were proposed to

automatically segment WBCs (Ko et al. 2011). This

method reduced the over-segmentation problem by 10.31%

and the under-segmentation by 1.32%, but the algorithm

was computationally expensive.

A method for localization and segmentation of lym-

phoblast cells using peripheral blood images was proposed

in the study (Madhloom et al. 2012); it gave an accuracy of

90–95% in restoring the lymphoblast pixels from the

original image; and this was due to the color inconsistency.

Color image segmentation using SVM and fuzzy C-means

was proposed in Wang et al. (2012b). This method had the

advantage of segmenting any type of images accurately and

fast. However, it suffered the problems of over and under-

segmentation.

A Self-Organizing Map (SOM) neural network along

with wavelets was used to segment WBCs (Jaffar et al.

2010). The results showed that if the SOM training was

performed on the wavelet-transformed image, it reduced

the SOM training time and made more compact segments.

This method had the following advantages: it yielded more

homogeneous regions than those of other methods for color

images, it reduced the spurious blobs, and it removed noisy

spots. However, the method was computationally expen-

sive. A pulse-coupled neural network (PCNN) with mul-

tichannel (MPCNN) linking and feeding fields was

proposed for color image segmentation (Zhuang et al.

2012). Pulse-based radial basis function units were intro-

duced into the model neurons of PCNN to determine the

fast links among neurons with respect to their spectral

feature vectors and spatial proximity.

2.3 Feature extraction and selection

The complications of interpreting an accurate diagnostic

decision in pathology are limited by the lack of definitive

measurable features for detecting and characterizing dis-

eases, and their corresponding histological and/or cyto-

logical features. The peripheral blood smear of patients is

routinely investigated for abnormalities; however, the

delicate visible differences exhibited by some disorders can

lead to a significant number of false negatives during

microscopic examination of the peripheral blood smears.

Measuring object properties has been a subject of study

since the early 1970s and is considered to be the conclusion

of considerable development (Fukunaga 1990). Feature

extraction is the process of converting a given segmented

object, i.e., mask (cell, nucleus, and cytoplasm masks), into

a set of measurements. There are many features that can be

measured for a given object in an image (Fukunaga 1990).

The feature selection is defined as choosing a subset of

the extracted features that have minimum redundancy and

maximum relevance to the object of interest. The generic
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purpose pursued is the improvement of the classifier out-

put, either in terms of learning speed, generalization

capacity, or simplicity of the representation.

The goal of the feature selection algorithm is to reduce

the dimensionality of the classifiers input data by selecting

the most distinctive features, which maximize the correct

classification rate (CCR). There are basically two types of

Features Selection Algorithm (FSA). The first type is the

filter type (Freeman et al. 2015), in which statistical anal-

ysis such as mutual information is used to rank the features

according to the information represented by the features.

The performance of a single feature classifier can be used

to select features according to their individual predictive

power. The predictive power of the feature can be mea-

sured in terms of error rate; however, ranking criteria based

on the CCR cannot distinguish between the top-ranking

variables where there are a large number of features that

separate the data perfectly. The FSA based on filter type

requires the use of the features probability density function

(PDF) which is not easily computed.

The second type of the FSA is the wrapper type, which

assess subsets of features according to their usefulness to a

given classifier (Hu et al. 2015). The wrapper type offers a

simple and powerful way to address the problem of fea-

tures selection, regardless of the chosen classifier algo-

rithm. It is based on using the classifier performance to

assess the relative usefulness of subsets of features. The

wrapper type requires a methodology to search the space of

all possible features subsets, which is computationally

expensive.

2.4 CLL cell classification

2.4.1 SVM classifier

The SVM model is a representation of the features dataset

as points in the feature space, mapped in a way that the

features of the CLL and normal cases are separated by a

clear gap (Margin) which is as wide as possible. The

unknown lymphocyte features are then mapped into the

same feature space and are predicted based on which side

of the gap they fall on. The features of the training dataset

of the lymphocyte images are overlapped, which makes it

difficult for an SVM classifier to linearly separate the two

classes; however, an SVM classifier can efficiently perform

a non-linear classification using the kernel trick, which

maps the features into a higher dimensional feature space.

In this paper, the Soft Margin method (Xu et al. 2013) is

used to determine the parameters of the hyper-plane that

separate into two classes.

The Soft Margin problem is solved by the Lagrange

multiplier method (Lawson and Hanson 1974). The Soft

Margin parameters are the slack variable n that represents

the degree of misclassification and C factor that represents

the penalty cost of misclassification. Increasing C places

more weight on the slack variable n, which means that the

optimization attempts to make a stricter separation between

classes. Equivalently, reducing C towards 0 makes the

misclassification less important. The Quad Programming

(QP) (Gould and Toint 2004) method and the Gaussian

RBF are used to solve the optimization problem for the

SVM training as recommended by Hsu et al. (2003).

2.4.2 ANN classifier

The ANN topology plays an important role in the classi-

fication process and the optimal topology depends upon the

problem in hand. In this paper, the ANN topology is a

Multi-Layer Perceptron (MLP) network with 20 neurons in

the input layer, 43 neurons in one hidden layer, and 2

neurons in the output layer to represent the classes. The

training of the ANN is conducted to select the number of

neurons in the hidden layer based on the cross-validation

error. The training is stopped when the cross-validation

error started to increase to avoid network over-fitting.

All network weights were initialized with random values

in the range [-1, ?1]. The ANN is trained with the con-

jugate gradient descent (CGD) back-propagation algorithm

(Yegnanarayana 2006). The back-propagation training

method is simple even for complex models having hun-

dreds or thousands of features. The cross-validation error is

calculated for every training set of the features for ten

times and the average cross-validation error is reported to

choose the best ANN topology.

2.4.3 Decision tree

Decision tree (Loh 2011) is a popular technique used in

classification problems as they are accurate, relatively sim-

ple to implement, produce a model that is easy to interpret

and understand, and have built-in dimension reduction. A

decision tree is a structure that is either a leaf, indicating a

class, or a decision node that specifies some test to be carried

out on a feature (or a combination of features), with a branch

and sub-tree for each possible outcome of the test. The

decision at each node of the tree is made to reveal the

structure in the data. The traditional version of a decision tree

algorithm creates tests at each node that involve a single

feature. As the test at each node is very simple, it is easy for

the domain expert to interpret the tree.

2.4.4 K-Nearest Neighborhood (K-NN)

The K-Nearest Neighbor (KNN) algorithm belongs to the

category of instance-based learning, in which the learning

occurs only when the data items are to be classified (Ripley
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2002). The classification algorithm typically classifies the

data items as belonging to the nearest class that is repre-

sented by a set of measured features. The KNN algorithm

assigns to an unlabeled item the most frequently occurring

class label among the k most similar data items. The similar

data items are obtained using different distance metrics

between the feature vectors such as Euclidean distance and

city-block distance metrics. The k-nearest neighbor can also

be applied using weights, where the neighbors which are

closer to the query item have larger weights.

2.4.5 Adaptive Boosting (AdaBoost)

Adaptive Boosting is founded on the notion of using a set

of weak classifier models and pooling the classification

results of such models to produce a stronger composite

classifier model. In the sequence of weak models used,

each classifier focuses its discriminatory power on the

training samples misclassified by the previous weak clas-

sifier. The main reference for the AdaBoost algorithm is

the original paper by Freund and Schapire (1995). Ada-

Boost maintains a probability distribution over all the

training samples. This distribution is modified iteratively

with each selection of a weak classifier. Initially, the

probability distribution is uniform over the training sam-

ples. The AdaBoost algorithm can utilize up to (T) weak

classifiers which can be as simple as individual attributes or

individual features that provide some discrimination

between the objects of interest.

2.4.6 Multiple classifier system (MCS)

An approach in classification which has gained much

acceptance in the community of data mining and data

fusion is the concept of ensembles or committees of clas-

sifiers, which involve combining multiple models of clas-

sifiers to form a composite, stronger one. The idea behind

this is very simple, in which the training dataset is used to

train several different models, each of which is used to

assign a class label to a previously unseen instance. These

class labels are then combined suitably to generate a single

class label for the instance. This has been found to improve

the accuracy of the resulting model (Alpaydin 2007);

however, the process is computationally expensive and it is

hard to understand how the decision was obtained and this

is depending on the fusion technique used which can be

one of the following techniques: majority voting, maxi-

mum, minimum, average, sum, and decision.

2.5 Using MCS to classify the WBCs

Reliable detection of pathological blood samples is of

major importance in clinical laboratories (Houwen 2001).

Even though current automated cell counters used in hos-

pitals are based largely on laser-light scatter principles, a

quarter of the blood samples require microscopic review by

experts. However, few algorithms allowed for automatic

cell classification using image processing. A method based

on Bayes classifier and neural networks using four granulo-

metric nuclei features without cytoplasm was used to

automatically classify WBCs (Shivhare and Shrivastava

2012). An algorithm to optimize the pattern recognition of

different WBC types in flow cytometry was introduced in

study (Adjouadi et al. 2005). In this algorithm, an SVM

classifier was used to cluster parametric data in a multidi-

mensional space. An automated approach to WBCs clas-

sification was introduced in (Ramoser 2008). This

approach used a pairwise SVM classifier to label cytoplasm

and nucleus features. A method based on a two-phase

methodology to analyze the morphology of abnormal

leukocytes images was used to classify acute leukemia

subtypes using image processing and data mining tech-

niques (Reta et al. 2010).

A method based on fuzzy image segmentation and an

SVM classifier was proposed for automated leukemia

detection and classification (Abdul Nasir et al. 2012). This

method managed to classify the lymphocytic cell nucleus

as either lymphocyte or lymphoblast. In this method, a

fuzzy-based two-stage color segmentation method was

used to segment the WBCs. The result showed that an

accuracy of 93% was achieved.

3 Methodology

3.1 Lymphocyte images

Giemsa stained peripheral blood smear slides are used to

acquire 6345 images using the commercial CellaVi-

sionTMDM96 system (CellaVision Company 2016) with a

1009 oil-immersed objective (Calgary Laboratory Services

2016). The system searches for the WBC and takes an

image with the cell at the center of the image. The images

resolution is 363 9 360 pixels. The images acquired from

the CellaVisionTMDM96 are categorized as follows: 1010

images manually categorized into CLL and normal images,

and 5335 images are acquired from 11 positively identified

CLL cases using a commercial flow cytometry device

(Calgary Laboratory Services 2016). A randomly selected

dataset (out of all the images available for this study) of

140 images are segmented manually to calculate the

accuracy of the segmentation algorithms. Table 1 shows

the number of images used to design and validate the

segmentation algorithms as well as the training and vali-

dation images used by the classifier model used in the

proposed method.
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3.2 Lymphocyte cell segmentation and feature

selection

The purpose of the lymphocyte (CLL and normal) cell

segmentation is to extract the lymphocyte nucleus and

cytoplasm from other different parts in a microscopic blood

smear image. Blood smear images consist of WBC ‘‘nu-

cleus and cytoplasm’’, red blood cells (RBCs), platelets,

and background.

3.2.1 Lymphocyte cell segmentation using machine

learning algorithm (MLA)

In this section, we describe a method to segment the

lymphocyte cell using MLA, i.e., SVM and ANN

classifiers.

The problem of lymphocyte nucleus segmentation is

considered as a classification problem. The goal of the

segmentation is to classify every pixel as a nucleus pixel

or background pixel. It is important to select the training

dataset for the nucleus area to robustly identify the

nucleus pixels from other pixels. The background is

defined as any non-nucleus pixels, i.e., cytoplasm, RBCs,

platelets, and image background. The algorithm starts

with a training phase which includes 12 images for

normal and CLL cells.

The training dataset is extracted as follows: thresholding

the original image using Otsu’s method (Otsu 1975) to

select the nucleus pixels and removing the pixels that

represent the color values of the cytoplasm trapped inside

the nucleus region. Then, collecting the pixels that belong

to the nucleus only and labeling it as ‘NUCLEUS’.

The positive class ‘NUCLEUS’ and the negative class

‘BACKGROUND’ are grouped into a feature matrix: (3xn)

data points and (1xn) label vector, where (n) is the number

of observations (pixels). The features matrix is composed

of the color component (Red, Green, and Blue). The same

classification problem applies to the cell segmentation. The

subtle difference is that the training dataset contains the

cytoplasm color pixels plus the pixels belonging to the

nucleus area. The training process is repeated until the best

performance of minimum error is achieved for both clas-

sifiers, then the best classifier is used for lymphocyte seg-

mentation. This method is described in more detail in our

previous work (Mohammed et al. 2013).

3.2.2 Segmentation accuracy measurement

The closed contour area overlapping is a measurement

metric used to evaluate the segmentation accuracy (Clinton

et al. 2008). The overlapping area between the segmented

mask and the ground truth mask represents the segmenta-

tion accuracy. The higher the overlapping area, the higher

is the accuracy of the produced mask. Let ASec represents

the intersection area between any ground truth and the

corresponding output mask, AG represents the area of the

ground truth image, and AM represents the area of the

segmented mask.

We can compute the overlapping area as shown (Clinton

et al. 2008):

Accuracy ¼ ASec

AGþ AM� ASec

� �
� 100% ð1Þ

The overlapping area can be modified to measure the

over-segmentation and under-segmentation error as

follows:

Over-segmentation ¼ 1� ASec

AM

� �
� 100% ð2Þ

Under-segmentation ¼ 1� ASec

AG

� �
� 100% ð3Þ

3.2.3 Feature extraction and feature selection algorithms

The output of the segmentation algorithm for every image

is a set of three masks, which are cell mask, nucleus mask

and cytoplasm mask as shown in Fig. 2. These masks are

used to extract descriptive and distinctive features that can

differentiate between the CLL and normal lymphocyte

cells. The masks illustrated in Fig. 2 show the three output

masks resulting from the proposed segmentation process.

The measured features from the three masks are based on

the geometrical shape and the statistical measurements of

the masks, which are used to extract scale, translation, and

rotation invariant features.

A dataset of 129 CLL and 82 normal training lympho-

cyte images is used to train and measure the accuracy of

the segmentation algorithms. There is no golden rule for

the number of the training images used in a supervised

classification (Ripley 2002). However, the training images

must reflect the common characteristics of both types of

cells (CLL and normal).

Table 1 The images used to develop the proposed system

Number of images Used for

140 CLL and normal images Segmentation algorithms (SVM,

ANN)

129 CLL and 82 normal images Classification algorithms training

662 CLL and 137 normal images Testing (validation) and learning

reinforcement

5535 lymphocyte images from

11 CLL cases identified by a

flow cytometry device

Decision correlation between the

system output decision and the

flow cytometry results

Netw Model Anal Health Inform Bioinforma (2017) 6:6 Page 7 of 17 6

123



4 Results and discussion

4.1 Segmentation of the lymphocyte cell (CLL

and normal)

4.1.1 Performance comparison

Figure 3 shows the segmentation accuracy comparison

chart for the two algorithms used to segment a lymphocyte

test images. Figure 3 illustrates the nucleus under-seg-

mentation error resulting from using the proposed seg-

mentation method in which the SVM-based method

exhibits the smallest under-segmentation error because the

separation hyper-plane generated from the SVM training

phase tends to maximize the margin between the cell pixels

and the background pixels.

The ANN-based segmentation algorithm comes second,

as the network topology uses only 10 neurons in its single

hidden layer to speed up the segmentation process; however,

this leads to increase in over-segmentation and under-seg-

mentation error slightly more than that of the SVM.

The execution time of the segmentation algorithms is

recorded, which represents the time required by the seg-

mentation method to extract the cell from the complicated

background and further divides the cell into nucleus and

cytoplasm masks. The execution time is measured using

Intel� quad core CPU i5 2.53 GHz, 4 GB DDR3 RAM PC

Windows� 7 64-bit using MATLAB� 2011b (The Lan-

guage of Technical Computing 2016). Figure 4 shows the

execution time for the segmentation methods for the 140

lymphocyte images, in which the SVM algorithm demon-

strates the minimum processing time because the SVM

segmentation method requires only finding the side of the

hyper-plane at which every pixel resides. The ANN

requires the substitution of the pixel color values into the

network model to find its category, which may increase the

processing time. According to the aforementioned perfor-

mance, we select the SVM-based segmentation method to

segment the testing images.

4.1.2 Segmentation performance comparison

with published work

Study (Guo et al. 2007) used an SVM for the nucleus

segmentation and showed accuracy up to 94% while the

proposed method yields up to 98.43%. Study (Madhloom

et al. 2010) showed up to 95% for cytoplasm segmentation

accuracy while the proposed method yields up to 99.85%.

The proposed segmentation method results show that the

application of the SVM and the ANN classifiers with a

k-means algorithm has high accuracy in lymphocyte cell

segmentation.

The study of Madhloom et al. (2012) achieved an

accuracy of 90–95% in restoring the lymphoblast pixels

from the original image. The proposed method in this paper

shows an enhancement in cell segmentation. Figure 3

shows the results of the nucleus segmentation using closed

contour area overlapping metric with the under-segmenta-

tion error for every image. Image number 37 (blue circle)

has a high under-segmentation error as the ANN algorithm

has misclassified it.

4.2 Feature selection

The algorithm used for features selection in this paper is

the wrapper method based on Sequential Forward Selection

(SFS) and Sequential Backward Selection (SBS) (Verver-

idis and Kotropoulos 2008). A software component (Fea-

ture Selection Software Component 2016) is used to decide

on the subset features with highest separation power

between the classes using SFS and SBS with Naı̈ve Bayes

classifier. The resulting features are described in Table 2.

Fig. 2 The segmented output masks used to extract features that are

fed to the FSA to choose a subset of the features that have the highest

separation power

0
10
20
30
40
50
60
70
80
90

100

1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97 10
3

10
9

11
5

12
1

12
7

13
3

13
9

Image Number

SVMUnderSegNuc
NN UnderSegNuc

1
2
3
4
5
6
7
8
9

10

%
 U

nd
er

 S
eg

m
en

ta
tio

n 
er

ro
r 

Fig. 3 Nucleus under-segmentation error of the two proposed

segmentation methods: SVM and ANN, algorithms
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4.3 Lymphocyte cell classification

In this section, we present the steps of the classifier models

learning process to find and tweak the model parameters.

Table 3 shows the classifier performance parameters

used to evaluate and compare the classifier models used by

the proposed method.

4.3.1 The SVM classifier

The training algorithm of the SVM classifier model sear-

ches for the radial basis function (RBF) sigma and the box

constraint values which maximize the CCR and minimize

the misclassified samples. The results of searching for the

local minima (error) in the space for the possible values of

sigma and the box constraint are illustrated in Table 4. The

search is repeated ten times one for each fold of the cross-

validation process. The search process uses the optimiza-

tion technique of multidimensional unconstrained non-lin-

ear minimization (Nelder–Mead) (Lagarias et al. 1998).

Table 4 shows that there is more than one local minima

that are very close to each other and represent possible

candidates for the optimum parameters. To get the best

results, the concept of reinforcement learning is utilized in

which the candidate local minima at (0.19, 0.21, 0.23, 0.26,

and 0.27) are used to train an SVM model with the cor-

responding sigma and box constraint values, and some

values outside the boundary of the chosen parameters are

used in the reinforcement learning process to check the

goodness of the local minima parameters. The chosen

sigma and box constraints values are 1.4796 and 5.1185,

respectively.

A dataset (testing dataset) of 799 pre-classified lym-

phocyte images (662 images of CLL cells and 137

images of normal cells) is used in the reinforcement

learning process at which the bias parameter of the

model is determined, which represents the closeness of

the decision plane to a specific cell type (CLL or nor-

mal). If the decision plane is close to one specific cell

type, it would be biased to this cell type. A good deci-

sion plane would be equally apart from the two types of

cells. The reinforcement learning process is repeated for

100 times and the best run setting is chosen, which is the

iteration number 60, which yields the highest accuracy

for the two-cell class (CLL and normal), as illustrated in

Fig. 5.
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Fig. 4 The execution time of

the proposed segmentation

method for the 140 lymphocyte

test images

Table 2 Features and features interpretation used in this study

Group Feature Feature interpretation

Cell features Eccentricity F1: Circularity measure

Solidity F2: Area/convex area

Compactness F3: Efficiency of cell contour to contain cell area

Extent F4: Area divided by the area of the bounding box

Mean, variance, energy, skewness, kurtosis, entropy F5–F10: Texture measurement of the cell

Nucleus features Solidity F11: Area/convex area

Nucleus area/cell area F12: Nucleus area factor ‘‘scale invariant’’

Eccentricity F13: Circularity measure

Extent F14: Area divided by the area of the bounding box

Mean, variance, energy, skewness, kurtosis, entropy F15–F20: Texture measurement of the nucleus

Compactness F21: Efficiency of nucleus contour to contain nucleus area

Cytoplasm features Extent F22: Area divided by the area of the bounding box

Eccentricity F23: Circularity measure

Solidity F24: Area/convex area

Cytoplasm area/cell area F25: Cytoplasm area factor ‘‘scale invariant’’

Mean, variance, energy skewness, kurtosis, entropy F26–F31: Texture measurement of the cytoplasm
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The SVM classifier model has a sensitivity of 85.97%,

specificity of 84.02%, false-positive rate of 15.98%, and

total accuracy of 84.99%. The SVM model considers the

features of the CLL cells to be the positive samples and the

features of the normal lymphocyte cells to be the negative

samples. The sensitivity represents the percentage of the

true positive (TP) classified as CLL lymphocyte cells by

the algorithm and the specificity represents the percentage

of the true negative (TN) classified as normal lymphocyte

cells by the algorithm. The false-positive rate represents

the images classified as CLL while they are Normal.

4.3.2 ANN classifier

The training algorithm for the ANN searches for the

weights and the bias for a given set of neurons per single

hidden layer of the net using the conjugate gradient des-

cent back-propagation algorithm. The training algorithm

increases the number of neurons and finds the corre-

sponding weights and bias for the net topology which

aims to maximize the CCR and minimize the misclassified

instances. For every net topology, the training data are

divided randomly into 70% for training, 15% for

validation and 15% for testing. The process for calculat-

ing the cross-validation process is repeated and the

parameters—the weights and bias—for the minimum

cross-validation error are chosen. Then, the net is used to

classify a pre-classified 799 lymphocyte test dataset

images in the concept of reinforcement learning and the

accuracy is recorded.

The experiment is run for 100 iterations, in which

the number of neurons is increased by one and the

whole process is repeated. At the last step, the net

topology that yields the minimum classification error is

chosen. As shown in Fig. 6, the number of neurons that

give the maximum accuracy for both classes is 43

neurons. This net topology is selected and used by the

proposed method to classify a test lymphocyte. The

ANN classifier has a sensitivity of 84.32%, specificity

of 82.19%, false-positive rate of 17.81%, and total

accuracy of 83.26%.

4.3.3 KNN classifier

The parameters for the KNN classifier are the number of

the neighbors ‘k’ that is used to label a test lymphocyte

Table 3 Classifiers

performance parameters used to

evaluate the classification

process

Parameters Definition Calculation

TP Number of true positives samples

FN Number of false negatives samples

FP Number of false positives samples

TN Number of true negatives samples

Accuracy Correct classification hits for TP and TN (TP ? TN)/(TP ? FN ? FP ? TN)

TPR True positive rate, sensitivity, recall TP/(TP ? FN)

FPR False positive rate, fallout FP/(TN ? FP)

TNR True negative rate, specificity TN/(TN ? FP)

Table 4 The local minima of

the search space values for the

RBF sigma and the box

constraint

Local minima 0.34 0.19 0.26 0.59 0.21 0.23 0.36 0.37 0.26 0.27

Sigma 0.58 6.8 0.94 0.35 4.73 2.17 0.56 0.48 1.33 0.81

Box constraint 0.73 2.4 3.7 0.70 3.33 1.61 2.16 1.84 3.12 2.25
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Fig. 5 The SVM reinforcement

learning repetition to choose the

best parameter
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image and the distance metric used to rank the neighbors.

The used distance metric, in this paper, is the Euclidean

distance. To determine the number of k, the training data

are divided tenfold for test and training. Initially, k is set to

1 and the re-substitution and the cross-validation errors are

averaged for 10 times. The algorithm repeats the process

with increasing k from 1 to 100. The optimum value for k is

1, as choosing k = 2 has the effect of increasing the pro-

cessing time without any gain in the classification accu-

racy. The KNN classifier has a sensitivity of 80.78%,

specificity of 83.1%, false-positive rate of 16.9%, and total

accuracy of 81.94%.

4.3.4 Decision tree classifier

The training process of the decision tree aims to get the

optimum terminal leaf nodes count. This number is used to

prune the tree to speed up the classification process. The leaf

node count is determined as illustrated in Fig. 7 in which the

re-substitution and cross-validation errors are used to select

the tree terminal leaf nodes. The best choice is a 3-leaf node

model, which is chosen because the re-substitution and

cross-validation errors are almost the same, and this reduces

the effect of over-fitting and maximizes the CCR for new

unseen test lymphocyte images.

The decision tree classifier has a sensitivity of 72.19%,

specificity of 87.67%, false-positive rate of 12.33%, and

total accuracy of 79.93%.

4.3.5 AdaBoost classifier

The AdaBoost classifier depends on scaling the training

dataset by the classification error; in which the weak

classifier focuses more on misclassified instances, which is

achieved by putting more weights on the misclassified

samples and less on the truly identified ones. The weak

classifier used by the AdaBoost algorithm is the decision

tree explained earlier; therefore, the same number of ter-

minal leafs is used by the AdaBoost decision tree algo-

rithm. The other parameter needed by the AdaBoost is the

number of weak learners (classifiers) which is determined

by finding the number of trees that have the best CCR, as

illustrated in Fig. 7, in which the classification results and

the cross-validation errors are used to select the number of

weak learners in which the error curve shows a decreasing

value of the classification error, and the cross-validation

error is closely following the classification error while

increasing the number of trees. Choosing the number of

learners is a critical step to ensure good classification

results and not to bias the aggregation of the results. The
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Fig. 7 The cross-validation and
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nodes for the decision tree

classifier
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chosen number of learners is 285 at which the classification

error stops fluctuating and the cross-validation error is

fairly small.

Figure 8 shows how to select the number of decision

trees used by the AdaBoost classification algorithm which

is used to classify the 799 test lymphocyte images. It shows

that the AdaBoost classifier has a sensitivity of 81.16%,

specificity of 75.8%, false-positive rate of 24.20%, and

total accuracy of 78.48%.

4.3.6 Fusion of the classifier models results

The main idea behind classifiers fusion is to build a com-

posite model with a better CCR from a group of relatively

simple classifiers, which is based on the assumption that

every classifier may make different mistakes in the clas-

sification process; however, if the classifiers made exactly

the same mistakes, using any fusion method will not yield

any better performance and may lead to classification

biasing toward a specific cell class.. In this paper, the

majority voting fusion method is used to fuse the classifier

models output. Table 5 shows the classification perfor-

mance attributes of every classifier model along with the

fusion results using the majority voting method.

The majority voting fusion method offers fusing any

number of classifier models; however, choosing the opti-

mum combination of models can guarantee a faster and

better classification performance.

In this paper, ten ensembles of three and five classifier

composites are fused by the majority voting method and

ranked by the smallest FPR and highest accuracy, and the

best composite is used to classify the lymphocyte test

images. Table 6 shows the classification performance

attributes of the tested aggregates, in which the fusion of

the KNN, the SVM and the decision classifier aggregate

gives the best results.

If two or more aggregates have very close accuracy and

FPR, the one with small number of classifier models is

chosen as it results in shorter classification time and

reduces the method complexity.

4.3.7 Validation

The validation process is conducted in two phases. The first

phase is the reinforcement learning where 799 pre-classi-

fied lymphocyte images are used to calculate the classifi-

cation performance parameters as illustrated in Table 6.

The second phase is a comparison between flow cytometry

Fig. 8 The relationship

between the classification error

and the cross-validation error

with increasing the number of

trees used by the AdaBoost

algorithm, which is used to

determine the optimum number

of trees

Table 5 Comparison between the classifiers performance attributes with the fused results using the majority voting fusion method

Classifier %

sensitivity

%

specificity

% false

positive rate

% total

accuracy

Execution time (segmentation, features extraction,

and classification)/image (s)

SVM 85.96 84.02 15.98 84.99 0.246

ANN 84.32 82.19 17.81 83.26 0.247

KNN 80.78 83.1 16.89 81.94 0.244

D.Tree 72.19 87.67 12.33 79.93 0.248

AdaBoost 81.16 75.8 24.2 78.48 0.328

Majority voting 84.95 89.5 10.5 87.23 0.0016 9 10-3 (fusion time only)

The segmentation method used is the SVM-based segmentation method and the execution time is the average execution time for 1010 images
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results and the proposed classification method, in which a

flow cytometry device is used to analyze blood samples

from 11 patients (CLL cases) (Calgary Laboratory Services

2016).

Direct correlation between the number of the CLL cells

identified by the flow cytometry and the number of CLL

cells identified by the proposed method cannot be achieved,

as it appears that the cells scanned by CellaVisionTMDM96

are not sampled the same way as the flow cytometry

device. However, the flow cytometry data can be used to

conduct a decision comparison in which other blood sam-

ples are acquired from the same 11 CLL cases and ana-

lyzed using the CellaVisionTMDM96. The proposed

classification method is used to analyze the lymphocyte

images and if the percentage of CLL cells found is C70%

of the total lymphocyte cells, then there is a chance of CLL

case, and if the percentage of CLL is B40%, then the

images are sampled from a normal case, and in between 40

and 70% a suggestion for re-examination of the blood

smear for that case is supported.

Table 7 shows the flow cytometry analysis results for

the 11 CLL cases with suggestions for the analyzed sli-

des/cases. The results show that the proposed method is

capable of identifying the CLL cases in a way that matched

with the flow cytometry results.

Table 8 shows a comparison between other studies

(Sabino et al. 2004; Ushizima et al. 2005) and the proposed

method in this paper for CLL classification. The accuracy

of the proposed method is 87.0%, while the accuracy of the

Leuko proposed in Sabino et al. (2004) is 72%. The pro-

posed method uses less features (20) and classifiers (3) than

the Leuko system (62 features and 5 classifiers Ushizima

et al. 2005).

The accuracy of the proposed system is 3% less than that

of the Leuko system with 5 SVMs classifier, and it was

verified using more CLL images than the Leuko system.

The classifier performance attributes are not available for

studies (Sabino et al. 2004; Ushizima et al. 2005). More-

over, the cross-validation method used in these studies is

the ‘Hold-out’ cross-validation, which tends to give

Table 6 The classifier

ensembles with classification

performance attributes

Classifier ensemble Fused classifier model performance classification attributes

% sensitivity % specificity % FPR % total accuracy

SVM, D.Tree, AdaBoost 82.68 87.21 12.79 84.95

KNN, D.Tree, AdaBoost 82.05 88.58 11.42 85.32

KNN, SVM, AdaBoost 85.84 85.84 14.16 85.84

KNN, SVM, D.Tree 84.95 89.04 10.96 87.0

ANN, SVM, D.Tree 84.07 89.04 10.96 86.56

ANN, SVM, AdaBoost 86.09 84.93 15.07 85.51

ANN, D.Tree, AdaBoost 83.69 84.01 15.99 83.85

ANN, KNN, D.tree 83.44 89.5 10.5 86.47

ANN, KNN, AdaBoost 84.83 84.93 15.07 84.88

ANN, SVM, KNN 86.59 85.84 14.16 86.22

ANN, SVM, KNN, D.Tree, AdaBoost 84.95 89.5 10.5 87.23

Table 7 Decision correlation between the proposed system results and the flow cytometry device results for 11 CLL cases

Case

number

Slides

number

Total CLL

cells

% Total CLL cells found by

the algorithm

Flow

cytometery

CDSS system

suggestion

1 ER0018-22 720 72.2 CLL CLL

2 ER0023-27 1001 80.6 CLL CLL

3 ER0028-32 574 84.3 CLL CLL

4 ER0033-37 663 84.5 CLL CLL

5 ER0048-52 623 73.8 CLL CLL

6 ER0053-57 483 75.2 CLL CLL

7 ER0058-62 546 78.7 CLL CLL

8 ER0063-67 566 75.3 CLL CLL

9 ER0068-69 45 31.1 CLL Normal

10 ER0070 30 43.3 CLL Re-examine

11 ER0071 84 79.8 CLL CLL
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optimistic results, whereas tenfold cross-validation method

is used to verify the proposed method.

4.4 Proposed method output

The proposed method main objective is to provide the

hematopathologist with the percentage of CLL and the

normal lymphocyte cells present in the test images along

with the diagnostic suggestion for the case under exami-

nation. The proposed method functional blocks are illus-

trated in Fig. 1, which represent a complete system for

image analysis CLL. The user can run a training phase to

learn how to distinguish between the CLL normal cell. The

training phase includes extracting the lymphocyte cell from

the complicated blood smear images and further divides it

into nucleus and cytoplasm parts. This is proceeded by

extracting different features for each part and then train

several machine learning algorithms to identify the CLL

and normal lymphocyte cells. The training phase can be

done offline with any number of lymphocyte images.

The system is then ready to process and classify unseen

lymphocyte images and present the output to the use. The

output is compiled into a report that contains a graph

representing a comparison between the chosen classifier

models and the fused composite classifier model. The

report contains a suggestion for the hematopathologist in

which a CLL case is suggested when the proposed method

recognizes CLL cells C70% of the processed cells, or

suggests a normal case if the recognized CLL cells B40%,

otherwise a re-examination suggestion of the case other-

wise. Figure 9 shows a sample report of a CLL case pro-

duced by the output phase of the proposed method.

Table 8 Comparison of the proposed classification method and other method for CLL detection

Study Segmentation

method

Number of

used features

CLL accuracy/

FPR/CVM

Number of

classifier

Fusion method Number of CLL

images/resolution

Sabino et al.

(2004)

Texture color

segmentation

62 Accuracy = 72%

FPR = N.A

Hold-out

1 (Bayesian) N.A. Images = 151

Resolution = 720 9 480

Ushizima

et al. (2005)

Texture color

segmentation

62 Accuracy = 90%

FPR = N.A

Hold-out

5 (SVMs) Lorena and de

Carvalho (2005)

Images = 151

Resolution = 720 9 480

The proposed

method

SVM and ANN 20 Accuracy = 87.0%

FPR = 10.96%

10-fold

3 (KNN, SVM, and

decision tree)

Majority voting Images = 791

Resolution = 363 9 360

CVM cross-validation method

Fig. 9 Sample output report generated by the proposed system
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5 Conclusion

Many studies have addressed efficient methods to process

and analyze the variety of massive data volume arriving at

very high velocity to draw solid conclusions to support

informed decisions. However, there is little effort dedicated

to leverage beneficial values from small to medium sizes of

data; this is mostly because—hypothetically—more inter-

esting patterns can be found analyzing big volumes of data

rather than small to medium size data.

In this paper, we steer the attention to the analysis of a

moderate size blood smear image dataset and focus on

integrating many machine learning algorithms to accu-

rately detect CLL cases. This in turn shows that a cheap

imaging modality (microscopic image analysis) can be a

good candidate to build a clinical screening system for

CLL which shows the power of analytics using medium

size data to draw high value with actionable insight.

The scope of this paper is the analysis of lymphocyte

microscopic blood images to detect CLL cells. The pro-

posed method consists of lymphocyte segmentation, fea-

ture extraction/selection, and multiple classifier models,

and the method output is presented in a report format. The

design and performance of the proposed method have been

validated using 6345 microscopic blood images. The pro-

posed method can segment the lymphocyte cells with high

accuracy, and label the cell as CLL or normal. A report is

presented to the hematopathologist containing the per-

centage of the obtained CLL and normal lymphocyte cells

in a graphical representation along with a suggested

decision.

In this paper, a method for lymphocyte color cell seg-

mentation using the SVM algorithm and ANN is discussed.

For segmentation accuracy measurement, 140 images are

used and 12 of these images are used for training of the

SVM and the ANN algorithms. The SVM algorithm has a

superior segmentation performance, in which it obtains

97.0% ± 0.5 average accuracy for nucleus segmentation

and 97.62% ± 0.77 for cell segmentation. The cytoplasm

region can be extracted by 92.08% ± 9.24 average accu-

racy with simple mask subtraction.

MCS is a technique used to enhance the results of the

classification process, in which an ensemble of classifiers is

trained using part or all of the training dataset in a parallel,

serial, or hybrid fashion and used to classify a test image,

and then the results of the ensemble are fused using a

fusion method which can be a majority voting, minimum,

maximum, and product. The composite classifier model is

composed of the SVM, the KNN, and the decision tree

classifiers, which have the best classification performance

attributes: 89.04% specificity, 84.95% sensitivity, 10.96%

FPR, and 87% overall accuracy.

The proposed method can be used as a cheap and fast

pre-screening tool to delineate the CLL cells in a blood

smear slide, which will significantly reduce the reliance on

the flow cytometry devices as they are costly, and not

appropriate as screening tools.

The proposed method contributes in reducing the cost

for CLL refereeing by complicated expensive equipment,

e.g., flow cytometry, by providing a high accuracy cheap

screening tool. This is true as the average cost of a flow

cytometry device per patient is approximately 105$,

whereas the cost for the CellaVisionTMDM96 is approxi-

mately 5$ per patient (Calgary Laboratory Services 2016).

The proposed method can be used as a generic tool to

screen other blood cancer/disease by carefully tuning the

extracted and selected features that can differentiate the

target cell from the background and then an MCS can be

trained to identify the target cell.

6 Limitations and future works

The lymphocyte images used in this study are acquired

from the commercial hematopathology equipment Cel-

laVisionTMDM96 which impose some image quality attri-

butes such as image resolution, objective settings, and

specimen illumination and, thus, the results of this research

are dependent on these settings. The CellaVisionTMDM96

acquires images with the cell at the center of the image,

which facilitates the localization of the cell in the seg-

mented mask; however, if this is not true for any other

equipment settings, a search technique for the cells must be

used.

The classification methods used in this paper are based

on the non-parametric supervised classifier models and,

thus, the results are limited to the training dataset, training

algorithms, the reinforcement learning process, and the

optimization method used by every classifier model.

Future work of this research focuses on implementing

and deploying a clinical screening system for CLL and

other common blood cancer with clinical controlled trial

experiments involving many different positive and nega-

tive patients.
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