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Abstract

In this paper, we discuss the convolution polynomials and series that are a far reaching
generalization of the conventional polynomials and power series with both integer and
fractional exponents including the Mittag-Leffler type functions. Special attention is
given to the most interesting case of the convolution polynomials and series generated
by the Sonine kernels. These kernels were recently employed for construction of
the general fractional integrals and derivatives, which include the single-, the multi-
order, and the distributed order fractional derivatives as their particular cases. In the
first part of the paper, we formulate and prove the second fundamental theorem for
the n-fold general fractional integrals and the n-fold general sequential fractional
derivatives of both the Riemann-Liouville and Caputo types. These results are then
employed for derivation of two different forms of a generalized convolution Taylor
formula. It provides a representation of a function as a convolution polynomial with
a remainder in form of a composition of the n-fold general fractional integral and
the n-fold general sequential fractional derivative in the Riemann-Liouville and the
Caputo sense, respectively. We also discuss the generalized Taylor series in form of
convolution series and deduce the explicit formulas for their coefficients in terms of
the n-fold general sequential fractional derivatives evaluated at the point zero.
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208 Y. Luchko

1 Introduction

The power series are a very important instrument both in mathematics and its appli-
cations. Without any loss of generality, a power series can be represented in the form

+o00
Tx)=)Y ajhji(x). aj eR(aj € O), (1.1)
j=0

where with &g we denote the following power function

xP-1

hp(x) = G

g > 0. (1.2)

A given function f (f € C"~!(—8§,8), 8 > 0) can be approximated by its Taylor
polynomial through the well-known Taylor formula

n—1

f(x):Zath](x) + ra(x), aj=f90), j=0,1,....n—1  (1.3)
j=0

with the remainder r, = r,(x) in different forms including the one suggested by
Lagrange (for the functions f € C"(-34, §)):

ra(x) = £ hyp1(x), 1€ (0, x). (1.4)

In the case of a function f € C°° (-4, §), its Taylor series is introduced by letting n
g0 to 400 in the formula (1.3):

+0oo
f) =) ajhjnx), aj= f90). (1.5)
j=0
To illustrate the main objects of this paper, let us represent the power function
hj11 from the formulas (1.1), (1.3), and (1.5) as a convolution power. We start with
the following important formula that is a direct consequence from the well-known
representation of the Euler Beta-function in terms of the Gamma-function:

(he * hg)(x) = hgip(x), a, B >0, x >0, (1.6)

where  is the Laplace convolution

(f * () = /0 Flx— £)g(®) de. (17)

Then, by repeatedly applying the formula (1.6), we get the representation

hy"”(x) = hpe(x), n €N, (1.8)
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where the expression g <"~ stands for a convolution power

1, n=020,
g~ (x) = g(x), n=1, (1.9)
(g*x...%x9)(x), n=2,3,....
———
n times

Setting o« = 1 in the formula (1.8) leads to the representation
hi"” (x) = hp(x), n € N, where hj(x) =1, x > 0. (1.10)

Denoting /| with «, the formulas (1.1), (1.3), and (1.5) can be rewritten as follows:

+00
Ye(x) = Zaj,c<f'+1>(x), (1.11)
=0
n—1 -
F@ =Y a0 + ). ap=a(foe ). (L12)
j=0
+00 .
f(x):Zaj/c</+l>(x), aj =a(f,k, j). (1.13)
=0

The series in form (1.11) with the functions « that are continuous on the positive real
semi-axis and can have an integrable singularity at the origin were recently introduced
and studied in [8] in the framework of an operational calculus for the general fractional
derivatives of Caputo type with the Sonine kernels. In [8], these series (called con-
volution series) were employed for derivation of explicit solutions to the initial-value
problems for the linear single- and multi-term fractional differential equations with
the n-fold general fractional derivatives of the Caputo type. In [10], the solutions to
the linear single- and multi-term fractional differential equations with the Riemann-
Liouville general fractional derivatives were represented in terms of the convolution
series.

The main focus of this paper is on the generalized convolution Taylor formula in
form (1.12) and the generalized convolution Taylor series in form (1.13) with the
Sonine kernels «. It is worth mentioning that some generalizations of the Taylor
formula (1.3) and the Taylor series (1.5) to the case of the power series with the
fractional exponents have been already considered in the literature (see [22] and the
references therein). In this paper, we obtain the formulas of this kind as a particular case
of our general results while specifying them for the Sonine kernel x (x) = h4(x), 0 <
o<1

The rest of the paper is organized as follows. In Sect. 2, we introduce the main
tools needed for derivation of our results including the suitable spaces of functions,
the Sonine kernels, and the general fractional integrals and derivatives with the Sonine
kernels. Section 3 is devoted to the generalized Taylor series in form of convolution
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210 Y. Luchko

series generated by the Sonine kernels. In particular, the formulas for the coefficients
of the generalized convolution Taylor series in terms of the generalized fractional
integrals and derivatives evaluated at the point zero are derived and some particular
cases are discussed in details. In Sect. 4, the convolution Taylor polynomials, approx-
imations of the functions from some special spaces in terms of these polynomials
(generalized convolution Taylor formula), as well as the formulas for a remainder in
the generalized convolution Taylor formula are presented.

2 Preliminary results

Recently, the general fractional integrals (GFIs) and the general fractional derivatives
(GFDs) with the Sonine kernels became a subject of active research in Fractional
Calculus (FC), see [4-9,13,14,18]. In this paper, we first derive the second fundamental
theorem for the n-fold general sequential fractional derivatives of both the Riemann-
Liouville and the Caputo types and then employ them for derivation of the generalized
convolution Taylor formulas in two different forms.

The GFD in the Riemann-Liouville sense is defined in form of the following integro-
differential operator of convolution type

d d (!
Dw fHx) = I (k x fHx) = —/ k(x — &) f(§)d§, (2.1
X dx Jo

whereas in the definition of the GFD in the Caputo sense the order of differentiation
and integration is interchanged:

t
(Do NHE) = (k * f)(x) = /O K(x — £)1'(8) dE. 22)

The prominent particular cases of the GFDs (2.1) and (2.2) are the Riemann-
Liouville and the Caputo fractional derivatives of order o, 0 < o < 1 (k(x) =
hi—q(x), 0 < o < 1), the multi-term Riemann-Liouville and Caputo fractional
derivatives (k(x) = >y akhi—o(x), 0 <) < -+ <oy <1, ar € R, k =
1, ..., n), and the Riemann-Liouville and Caputo fractional derivatives of distributed
order (k(x) = fol hi—y(x)dp(a) with a Borel measure p defined on the interval
[0, 1]). For other particular cases see [7,14] and the references therein. For applica-
tions of the GFDs in general fractional dynamics and general non-Markovian quantum
dynamics and for construction of the general fractional vector calculus we refer the
interested readers to the recent publications [19-21].

It is worth mentioning that the Laplace convolution of the kernel x(x) =
hy(x), a > 0 with a function f is known as the Riemann-Liouville fractional integral
of order a:

1 X
(1§:) @) = (ho 5 ) = 5 / (-6 @) dE, x>0, (23)
0
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Thus, the Riemann-Liouville fractional derivative of order ¢, 0 < o < 1 can be
represented as a composition of the first-order derivative and the Riemann-Liouville
fractional integral of order 1 — «:

d
(D )0 = ——(ha % Hx) = I‘ @), x> 0. (2.4)

The Caputo fractional derivative is the Riemann-Liouville fractional integral of order
1 — o applied to the first order derivative of a function f:

(D )HX) = (hi—a * f(x) = g7 fH(x), x > 0. (2.5)

Applying the formula (1.6) to the kernels A, (x) and h1_q(x) of the Riemann-
Liouville fractional integral and the Riemann-Liouville or Caputo fractional deriva-
tives, respectively, we get the relation

(hg * hi_o)(x) =h1(x) ={1}, O<a <1, x>0, (2.6)

where by {1} we denoted the function that is identically equal to 1 for x > 0.
In [17], Sonine introduced the general kernels «, k (Sonine kernels) that satisfy the
condition
(k % k)(x) =h1(x) ={1}, x>0. 2.7

For a Sonine kernel «, the kernel k is called its associated kernel. Of course, « is
then an associated kernel to k. The set of the Sonine kernels is denoted by S.

It was known already to Sonine ([17]) that the GFD (2.1) with the Sonine kernel k
and the GFI with its associated kernel « in form

t
(o) fIx) = (k% f)(x) =/0 K(x — &) f(&)dE (2.8)

satisfy the so called 1st fundamental theorem of FC (see [11]), i.e.,

d d
Dy Ly [H(x) = d—(k ¥ (K x f)x)=—({1} * /Hx) = f(x) (2.9)
X dx

on the corresponding spaces of functions.

In the publications [4,5,7-9,18], some important classes of the Sonine kernels as
well as the GFDs and GFIs with these kernels on the appropriate spaces of functions
have been introduced and studied.

In [4], the case of the Sonine kernels in form of the singular (unbounded in a
neighborhood of the point zero) locally integrable completely monotone functions
was discussed. A typical example of a pair of the Sonine kernels of this sort is as
follows ([4]):

k(x) =hi—gia(x) + h1—p(x), O<a < B <1, (2.10)
k(x) = xP7V Eq p(—x*), (2.11)
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212 Y. Luchko

where E, g stands for the two-parameters Mittag—Leffler function that is defined by
the following convergent series:

+o00 k
X
Eqp(x) = kgm a>0, g zeC. (2.12)

In the publications [7—10], the Sonine kernels continuous on R that have an inte-
grable singularity at the origin were treated. In this paper, we mainly deal with the
kernels from this space of functions that is defined as follows:

C_1.0(0,+00) = {f: f(x)=xPfi(x), x>0, =1 < p <0, f1 € C[0, +00)}.
(2.13)

Definition 1 ([9]) Let «, k € C_1,0(0, +00) be a pair of the Sonine kernels, i.e., the
Sonine condition (2.7) be fulfilled. The set of such Sonine kernels is denoted by L1:

(k, ke L1) & (k, k € C_1(0,+00)) A ((k * k)(x) = hi(x)). (2.14)

For derivation of our results, we employ some properties of the GFI (2.8) and the
GFDs (2.1) and (2.2) of the Riemann-Liouville and the Caputo type, respectively, with
the kernels « and k from the class £ on the space of functions C_{(0, +o0) = {f :
f(x) =xfix), x >0, p> —1, f1 € C[0,+00)} and its subspaces. In the rest
of this section, we present some formulas derived in [7-10] that are needed for the
further discussions.

First, we mention the relations

(I9, H(xX) = f(x), gy HHx) = /0 f&)de (2.15)

valid for the Riemann-Liouville fractional integral (2.3). Combining the formulas
(2.8) and (2.15), it is natural to define the GFIs with the kernels «(x) = ho(x) and
k(x) = hy(x) (that do not belong to the set L) as follows:

X
Mgy LX) = Iy &) = fx), Ay S)x) = gy H(x) =/ f(&)d§.
’ (2.16)
In the formula (2.16), the function A is interpreted as a kind of the §-function
that plays the role of a unity with respect to multiplication in form of the Laplace
convolution. In particular, one can extend the formula (2.6) valid for 0 < o < 1 in
the usual sense to the case o = 1 that has to be understand in the sense of generalized

functions:
(hy * ho)(x) :=h1(x), x> 0. (2.17)

Other particular cases of the GFI (2.8) can be easily constructed using the known
Sonine kernels (see [7] and [15]). Here, we mention just one of them:

Loy HX) = U 7 0+ Uy ? H@), x>0 2.18)
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Convolution series and the generalized convolution... 213

with the Sonine kernel « defined by (2.10).

Under the condition 0 < @ < B < 1, the GFDs in the Riemann-Liouville and
Caputo senses that correspond to the GFI (2.18) have the Mittag-Leffler function
(2.11) in the kernel:

d X
D () = —— /O = &P Ey g(—(x — &)%) f(E)dE, x >0, (2.19)
(D f)(x) = /O (x — &PV Ey p(—(x —&)*) f/(E)dE, x > 0. (2.20)

The properties of the GFI (2.8) on the space C_1(0, 400) are derived from the
known properties of the Laplace convolution. Here we mention the mapping property

Loy : C_1(0, +00) — C_1(0, 400), k € Ly, (2.21)
the commutativity law
ey Ty = Tueg) Ly 15 12 € L1, 222

and the index law
Lier) Tia) = Ty saca)» K15 K2 € L1 (2.23)

The first fundamental theorem of FC for the GFI (2.8) and the GFDs (2.1) and (2.2)
of the Riemann-Liouville and the Caputo types, respectively, has been proved in [7].

Theorem 1 ([7]) Let k € L1 and k be its associated Sonine kernel.
Then, the GFD (2.1) is a left-inverse operator to the GFI (2.8) on the space
C-1(0, +00):

Dy Loy Hx) = f(x), feC_1(0,400), x>0 (2.24)

and the GFD (2.2) is a left inverse operator to the GFI (2.8) on the space
Cll,(k) (0, +00):

(D Loy /)@) = f(0), f € CLy 4y (0, +00), x>0, (2.25)

where CL| (0, +00) = {f 1 f(x) = (lyy $)(x). ¢ € C_1(0, +00)}.

In the rest of this section, we consider the compositions of the GFIs (n-fold GFls)
and construct the sequential GFDs.

Definition 2 ([7]) Let « € L. The n-fold GFI (n € N) is defined as a composition of
n GFIs with the kernel «:

(H(<K')’> H&) =Ty .. Ly Hx), x> 0. (2.26)

n times
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214 Y. Luchko

By employing the index law (2.23), we can represent the n-fold GFI (2.26) as a
GFI with the kernel « <"~:

I~ HE) = &™ x /Hx) = L= £H)(x), x> 0. (2.27)

It is worth mentioning that the kernel k<"~, n € N belongs to the space
C_1(0, 400), but it is not always a Sonine kernel (see [9] for details).

Definition 3 Let k € £ and k be its associated Sonine kernel. The n-fold sequential
GFDs in the Riemann-Liouville and the Caputo senses, respectively, are defined as
follows:

DGy~ NH) = D) ... Day Hx), x >0, (2.28)
S———
n times
GDF” H@) = (D - .. sDoy HH(x), x > 0. (2.29)
‘—/—’
n tlmeS

Please note that in [7,8], the n-fold GFDs (n € N) were defined in a different form:

n

d
Dy M) 1= —— (k"7 5 (1), x>0, (2.30)
D}y F)(x) = k<”> ), x>0. (2.31)

The n-fold sequential GFDs (2.28) and (2.29) are generalizations of the Riemann-
Liouville and the Caputo sequential fractional derivatives to the case of the Sonine
kernels from L.

Repeatedly applying the first fundamental theorem of FC for the GFI (2.8) and
the GFDs (2.1) and (2.2) of the Riemann-Liouville and the Caputo type, respectively
(Theorem 1), we arrive at the following result:

Theorem 2 (First Fundamental Theorem of FC for the n-fold sequential GFDs) Let
Kk € Ly and k be its associated Sonine kernel.

Then, the n-fold sequential GFD (2.28) in the Riemann-Liouville sense is a left
inverse operator to the n-fold GFI (2.26) on the space C_1(0, +00):

(]D)(<k’;> H(<K'5> )= fKx), feC_1(0,4+00), x>0 (2.32)

and the n-fold sequential GFD (2.29) in the Caputo sense is a left inverse operator to
the n-fold GFI (2.26) on the space C" () (0, +00):

GDRZ IR )0 = [, f €y o0, +00), x >0, (2.33)

where Cfl’(k)(O, 4+o00) :={f: f(x) = ]Ifk’f P)(x), ¢ € C_1(0, +00)}.
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3 Generalized convolution Taylor series

For a Sonine kernel k € L1, aconvolution series in form (1.11) was introduced in [9] in
the framework of an operational calculus for the GFDs of the Caputo type. It is worth
mentioning that a part of the results regarding convolution series that were presented
in [9] is valid for any function « € C_{(0, +00) (that is not necessarily a Sonine
kernel). In particular, this applies to Theorem 4.4 from [9] that we now formulate and
prove for a larger class of the kernels and in a slightly modified form.

Theorem 3 Let a function k € C_1(0, +00) be represented in the form
k(x) =hp(x)k1(x), x >0, p>0, k1 € C[0, +00) 3.1
and the convergence radius of the power series
+00
Z(Z)=Zajzj, ajeC, zeC (3.2)
j=0

be non-zero. Then the convolution series
+00 )
Ye(x) = Zaj,c<f+1>(x) (3.3)
j=0

is convergent for all x > 0 and defines a function from the space C_1(0, +00).
Moreover, the series

+o00
T E (x) = Zaj x> (x), o = min{p, 1} (3.4)
=0

is uniformly convergent for x € [0, X] for any X > 0.

Proof First we mention that in the case p > 1 the function « is continuous on [0, +00).
Then the representation (3.1) with k1 (x) = x(x) and p = 1is valid. Thus, without any
loss of generality, the representation (3.1) holds valid with the parameter p restricted
to the interval (0, 1].

Now we take an arbitrary but fixed interval [0, X] with X > 0. The function
K1(x) = F(p)xl_"/c (x) from the representation (3.1) is continuous on [0, +-00) and
thus there exists a constant My > O such that the estimate

k1 ()| = | (p)x""Pr(x)| < My, x € [0, X] (3.5)
holds true.
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216 Y. Luchko

We proceed with derivation of an estimate for the convolution powers k </*1> j >
1 on the interval (0, X]. For j = 1, we get

m<%1xn==ux*xxxnsué o — )1 (x — )1y ©) ey (©)] d
< M} (h,*hp)(x) = My hap(x), 0 <x <X,

The same arguments lead to the inequalities

xUH+Dp-1

. N i+1 j+] .
k<= < M by, =ML ———— 0<x <X, jeN
X (j+Dp X r'({(j+p)
3.6)
that can be rewritten as follows:
B ) i1 xJP ]
! Pt ) < M ————, 0<x <X, jeN. (3.7
X I +Dp)

For the further estimates, we choose and fix any point zg % 0 from the convergence
interval of the power series (3.2). Because the series is absolutely convergent at the
point zo, the following inequalities hold true:

IM >0 |ajzl <MVjeNy = laj| < Vj e No. (3.8)

|M
~ lzol

Combining the inequalities (3.7) and (3.8), we arrive at the following estimate:

M ir (MXXP)
i+1 X [zol
Pt < — M MMy~ L

. b j N 9
ol X TGy TG S

(3.9)

that is valid for all x € [0, X]. The number series

ZMX(l);f))

r'j+1Dp)

is absolutely convergent because of the Stirling asymptotic formula
X\ X
I+ 1) ~27x (—) , X = +00.
e

This fact and the estimate (3.9) let us to apply the Weierstrass M-test that says that the
series

400
XN aesI T (x) (3.10)

Jj=0
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is absolutely and uniformly convergent on the interval [0, X]. Because the functions
xl’pajlc<j+l>(x), j € Ny are all continuous on [0, X] (see the inequality (3.6)
with p € (0, 1]), the uniform limit theorem ensures that the series (3.10) is a function
continuous on the interval [0, X]. Because X can be chosen arbitrary large, the con-
volution series (3.3) is convergent for all x > 0 and defines a function from the space
C_1(0, 400). O

Now we proceed with analysis of the convolution series in form (3.3) with the
kernel functions x € L. In what follows, we always assume that the convergence
radius of the power seres (3.2) is non-zero. As proved in Theorem 3, the convolution
series (3.3) defines a function from the space C_; (0, +00) that we denote by f:

+00
fx) = Zaj;c<f+1>(x). (3.11)
j=0

The problem that we now deal with is to determine the coefficients a;, j € Ny
in terms of the function f. The series at the right-hand side of (3.11) is uniformly
convergent on any closed interval [§, X], 0 < § < X (see Theorem 3 and its proof)
and thus for any x > 0 we can apply the GFI (2.8) with the kernel k (that is the Sonine
kernel associated to k) to this series term by term:

+00 +00
A H) = [k Yaje* | @ =Y a; (kx4 0. (312)
Jj=0 j=0
Due to the Sonine condition (2.7), the last formula can be represented in the form
+00 '
(k) X) = ap * ajy1k X) = aqap * J1)(X). .
My ) =ao+ [ {1} = Y =L @) =ao+ ({1} % f1) (). (3.13)
j=0

According to Theorem 3, the inclusion f; € C_1(0, +00) holds valid. As have been
shown in [12], the definite integral of a function from C_;(0, +00) is a continuous
function on the whole interval [0, +o00) that takes the value zero at the point zero:

({1} % f1) (0) = gy f)(x) € CIO, 400), (Ig; f1)(0) = 0. (3.14)

Substituting the point x = 0 into the equation (3.13), we get the following formula
for the coefficient ag of the convolution series (3.11):

ap = (I )(0). (3.15)
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218 Y. Luchko

To proceed with the next coefficient, we first differentiate the representation (3.13)
and arrive at the formula

+00

d .
— 0w ) = ;)a,-ﬂ k=T (). (3.16)

The convolution series at the right-hand side of (3.16) corresponds to the power series
with the same convergence radius as the one of the series (3.2) and thus we can apply
exactly same arguments as before to determine the coefficient a;:

d
a) = (H(k) E(H(k) f)) 0) = (Igy Dy £) (0). (3.17)

Repeating the same reasoning as for derivation of the coefficient a; again and again,
we get the formula

a; = (I[(k) D> f) ©), j=2,3,..., (3.18)

where ]D<k] ~ stands for the j-fold sequential GFD in the Riemann-Liouville sense
defined by (2.28). Evidently, the formula (3.15) is a particular case of the formula
(3.18) with j = 0. Summarizing the arguments presented above, we get a proof of the
following theorem:

Theorem 4 Any function f in form of the convolution series (3.11) with the Sonine
kernel k € L1 can be represented as the following generalized convolution Taylor
series:

+00
F@ =Y a7, a5 = (I DE~ f) 0, (3.19)
=0
where Ly is the GFI (2.8), k is the Sonine kernel associated to the kernel k., and ]D)<kj z
is the j-fold sequential GFD in the Riemann-Liouville sense defined by (2.28).

Example 1 Let us illustrate the statement of Theorem 4 on an example and consider the
Sonine kernel «x (x) = hy(x), 0 < o < 1 with the associated kernel k(x) = h1_q(x).
Evidently, the inclusion ¥ € L is valid and we can apply Theorem 4. The GFI L,
with the kernel k(x) = hj_4(x), 0 < a < 1 is the Riemann-Lioville fractional
integral of order 1 — « and the sequential GFD D]~ is the well-known sequential
Riemann-Lioville fractional derivative. As already mentioned, the convolution power

k <J*1> can be determined in explicit form:

ce(+D-1

kI () = R () = gy (x) = —————, x
(x) = hy (x) a(j+1(xX) FaG 1)

> 0. (3.20)

@ Springer



Convolution series and the generalized convolution... 219

The generalized convolution Taylor series (3.19) takes then the following form:

400 aj .
flx) = x4 Zajm, a; = (101;“ (Dg,)™~~ f) ©), (321
j=0

where 101;0‘ is the Riemann-Lioville fractional integral (2.3) of order 1 — « and

(Dg +) =/ is the sequential Riemann-Lioville fractional derivative in form of a compo-
sition of j Riemann-Lioville fractional derivatives (2.4) of order «. The formula (3.21)
can be interpreted as a representation of a function f from the space C_1(0, +00)
in form of a power series with non-integer exponents. For other forms of such rep-
resentations see e.g. [22] and the references therein. It is worth mentioning that the
representation (3.21) is a particular case of a more general formula derived in [1] for
the Dzherbashyan-Nersesyan fractional derivative. The general convolution Taylor
series (3.19) provides a far reaching generalization of the results mentioned in this
example.

Example 2 Let us now look at the limiting case of the formula (3.21) as ¢ — 1. As
already mentioned, the function /1 (x) = {1} is nota Sonine kernel and thus in this case
we cannot directly apply the theory presented above. However, we can use the relation
(2.17) in the sense of generalized functions and derive the following conventional
Taylor series:

I J <j>
f(x):Za,-%, aj:<zg+ (Dg+) ! f) 0). (3.22)
FE

Of course, the coefficients a; coincide with those known in the theory of the conven-
tional Taylor series:

0 = (18 (Ph)" ) © = o+ 7900 = 00, s e T

where h is interpreted as the Dirac §-function. On this example, we see once again that
the integer order derivatives are “singular cases” of the fractional order derivatives and
the formulas of calculus can be put into the framework of FC only after an appropriate
interpretation in the language of the generalized functions.

It is worth mentioning that in [9] and [10] some important convolution series were
introduced and employed for analytical treatment of the initial-value problems for the
single- and multi-term fractional differential equations with the GFDs in the Caputo
and the Riemann-Liouville sense, respectively. In the rest of this section, we shortly
discuss these convolution series.

If we start with the geometric series

+o0
T =) M. reC zecC (3.23)
Jj=0
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that for A # 0 has the convergence radius » = 1/||, then Theorem 3 ensures that the
convolution series (k € L1)

+o0
Les(x) = fox<f+‘>(x), reC (3.24)
j=0

is convergent for all x > 0 and defines a function from the space C_1(0, +-00).

For the kernel function x = {1}, we immediately get the formula ¥ </*1>(x) =
h j11(x). Then the convolution series (3.24) becomes a power series for the exponential
function:

K,
Les(x) = Z,\fh,+1(x) > =M, (3.25)

il
j=0 j=0 J:

In the case of the kernel « (x) = hy (x) of the Riemann-Liouville fractional integral,

the formulax </+1>(x) = h§j+1 “(x) = h(j+1)e(x)is valid and the convolution series
(3.24) takes the form

= L T yde |
— . — X - ot o
Ly (x) = jE_O)L]h(/H)a(X) =X ,'E FGata) Eqqo(Ax%), (3.20)

where the two-parameters Mittag-Leffler function E,  is defined by (2.12).

Another interesting case is the kernel k¥ (x) = hi_g4o(x) + h1_g(x), 0 < @ <
B < 1 (see the formula (2.10)). As shown in [9], in this case the convolution series
(3.24) takes the following form:

j! (Axl—ﬂ+a)ll(kxl—ﬂ)12
lea(x) = Z ) ll'lz! r(1—=B+a)+hL(1—p)

J=0l1+h=
1

= —Fq_51- ax !
T Fa-pa B+a),0(

P axlmhre,

where E(1_g,1—g+a),0 is a particular case of the multinomial Mittag-Leffler function

Yoy jt i, =
o— ° !
B ciom p21, -0 2m) 1= Jhb X DB+ 300 el

J=0 14+l =
(3.27)
introduced for the first time in [2] and [3] (see also [12]).

In [9] and [10], the convolution series of type (3.24) and their generalizations were
employed for derivation of analytical solutions to the initial-value problems for the
fractional differential equation with the GFDs in the Caputo and Riemann-Liouville
sense, respectively.
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4 Generalized convolution Taylor formula

In this section, we derive two different forms of the generalized convolution Tay-
lor formula for representation of the functions from a certain space in form of the
convolution polynomials with a remainder in terms of the GFIs and GFDs.

We start with the case of the GFD defined in the Riemann-Liouville sense
and first prove the following result formulated for the functions from the space

C 0.400) = {f € C_1(0,+00) : (D) f) € C_1(0,+00)} (please note
that this space does not coincide with the space C! 1. (0, 4+00) introduced in the
previous section and the inclusion Cil (K)(O, +00) C C(_ll) ) (0, 400) is valid).

Theorem 5 (Second Fundamental Theorem of FC for the GFD in the Riemann-

Liowville sense) Let k € L| and k be its associated Sonine kernel. For a function
/e C(_ll) () (0, +00), the formula

Ty Doy /H(x) = f(x) =k % HOr(x) = f(x) = gy HO)xk(x), x >0
.1

holds valid.

Proof First we determine the kernel of the GFD D) on the space C (_11) ® (0, +00):

d
Dy HHx) = (A Hx) =0 & (g Hx)=C, CeR
(ks f)x) =C & (k * (k* f))x) =k * {CH(x) = Clx * {1Dx)
{1} = Hx) = ({1} * C)(x) & fx) =Cr(x).

Thus, the kernel of D) on the space C(_ll)’(k)(O, +00) is as follows:
KerDg) = {Ck(x): C e R}. 4.2)
Let us now introduce an auxiliary function
F(x) == (Igey Doy ) (). (4.3)

Because the GFD (2.1) is a left inverse operator to the GFI (2.8) on the space
C_1(0, +00) (see the formula (2.24)), we get the relation

D@y F)(x) = M) Ly Dy £)(x) = My f)(x)
and thus the function ¥/ (x) = F(x) — f(x) belongs to the kernel of the GFD Dy,
ie.,

Y(x)=F) — fx) = Ck(x). 4.4)
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To determine the constant C, we act on the last relation with the GFI I+ and get the
formula

(wy (F = fN(x) = (k * C)(x) =C{1} =C

Otherwise,

Iy FY(x) = ) Ty Dy ) (x) = (Mg L)) Dy ) = ({1} * Dy ().

Combining the last two relations, we arrive at the formula
({1} * Dy HH(x) — Twy /Hx) =C. 4.5)

For a function f € C(l) 1 (0, +00), we have the inclusion D, f € C-1(0, +00).
Thus, {1} * Dy, f € C[O +00) and ({1} * D, f)(0) = 0. Substituting x = 0 into
the formula (4.5) leads to the relation

= —(Ig) /)(0)
that together with the formulas (4.3) and (4.4) finalizes the proof of the theorem. O

For the Sonine kernel k(x) = hy(x), 0 < a < 1, the representation (4.1) is
well-known (see e.g. [16]):

-1

(I8, D&y ) = fx0) — gy “f)(O)F( ) x>0, (4.6)

where [, and Dg, are the Riemann-Liouville fractional integral and derivative,
respectively.

It is also worth mentioning that in the case x(x) = hj(x) the space of functions
C (11) 1 (0, +00) corresponds to the space of continuously differentiable functions and
the formula (4.1) reads

/0 f1®) ds = f(x) — f(0).

Now we generalize Theorem 5 to the case of the n-fold GFIs and the n-fold sequen-
tial GFDs in the Riemann-Liouville sense. This time, the result is formulated for the
functions from the space C(_nl)’(k)(O, 400) = {f € C_1(0,+00) : (<k§> f) €
C_1(0,400), j = 1,...,n} that corresponds to the space of n-times continuously
differentiable functions in the case « (x) = h(x).

Theorem 6 (Second Fundamental Theorem of FC for the sequential GFD in the
Riemann-Liouville sense) Let k € L1 and k be its associated Sonine kernel. For a
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Sfunction f € C(fl) &) (0, +00), the formula

n—1

IGH" D™ HE) = fx) = (k x DI~ f) O =/ (x)

=0
n—1

= 1) =Y (I D§™ £) Ok 7@, x>0 @)
=0

holds valid, where H(f(')” is the n-fold GFI (2.26) and ka')p is the n-fold sequential
GFD (2.28) in the Riemann-Liouville sense.

Proof To prove the formula (4.7), we repeatedly employ Theorem 5. For n = 2, we
first get the representation

155" DG~ @) = Tl Doy Dy f)(x)
= (L)L) Dy Mgy H) (x).

Then we apply Theorem (5) to the inner composition I) Dy acting on the function
(D) f) and get the formula

1557 D5~ H@) = (Ie [ £Hx) = (k Dy £) )k (x)]) (x)
= Iy Doy (%) — (k * Dty f) (0) k=27 ().

Now we apply Theorem (5) once again, this time to the composition I ) D) f at the
right-hand side of the last formula and get the final result:

IG5 D™ Hx) = f(x) = (k = O (x) — (k * Dy £) (0) k=2 (x).
To proceed with the general case, we employ the following recurrent formula:
57 Dy~ M) = A" Ao Dy DF ' 1)) )
= (7 (@37 He = (k= DF~ 1) Oww)]) o)
= (137D 1) 0 = (k + DF ) Ok (), n =34,

The representation (4.7) easily follows from this recurrent formula and the principle
of the mathematical induction. O

Now we are ready to formulate and prove one of the main results of this section in
form of the following theorem:

Theorem 7 (Generalized convolution Taylor formula for the GFD in the Riemann-
Liowville sense) Let k € L and k be its associated Sonine kernel. For a function
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fecC 811) *) (0, +00), the generalized convolution Taylor formula

n—1

F@) =Y aje @) 4, x>0 4.8)
j=0

holds valid. The coefficients a; are given by the expression
aj = (k + D3~ f) 0) = (I[(k) D3> f) ©), j=01...,n—1 (4.9)
and the remainder can be represented as follows:
ra(x) = I D= H00) = OF ) (1) % 1570, (4.10)

where 17"~ is the n-fold GFI (2.26), ]D)(<k')'> is the n-fold sequential GFD (2.28) in the

()
Riemann-Liouville sense, and n = n(f, n, k) is a point from the interval (0, x).

Proof First we mention that the generalized convolution Taylor formula (4.8) with the
coefficients (4.9) and the remainder in form r,, (x) = (]I(f(’;> ]D)(<k’)z> f)(x) immediately
follows from the second Fundamental Theorem of FC for the sequential GFD in
the Riemann-Liouville sense (Theorem 6, formula (4.7)). The second form of the
remainder is obtained by application of the integral mean value theorem that says that

there exists a point n = n(f, n, k) from the interval (0, x) such that
I D f)(x) = fo <1 (x — &) (DT £)(E) dé
= Dg)~ f)(n)/o k=" (x — &) d& = Dg)” ) (1} * ") (x).

O

In the case k(x) = hy(x), 0 < a < 1 (the kernel of the Riemann-Liouville
fractional integral), the generalized convolution Taylor formula (4.8) is reduced to the
following known form ([1]):

n—1 i

— ol . x
fx)=x ;a1m+rn(x), x>0, (4.11)
aj = (137" (Dg) ™" ) ©. j=0.1....n—1 (4.12)

with the remainder (n € (0, x))

() = (108 (D§) ™" f) ) = ((DF,) ™" f) D et @1
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where [, is the Riemann-Liouville fractional integral and (Dg‘ +) ="~ is the n-fold
sequential Riemann-Liouville fractional derivative. The conventional Taylor formula
is obtained from the formula (4.11) by letting o go to 1.

Now we proceed with the case of the GFD in the Caputo sense. The results
will be formulated for the functions from the space C" (0, 4+00) = {f : f M ¢
C_1(0, +00)}, n € N. This space of functions was introduced in [12] and employed
in [7-9] for derivation of several results regarding the GFD in the Caputo sense. In
[7], the following theorem was proved:

Theorem 8 (Second Fundamental Theorem of FC for the GFD in the Caputo sense)
Let k € L1 and k be its associated Sonine kernel.
Then, the relation

Loy « Dy H(x) = f(x) = f(0), x>0 (4.14)
holds valid for the functions [ € Cll (0, 4+00).

For the Sonine kernel k(x) = hy(x), 0 < o < 1 that generates the Caputo
fractional derivative *Dg‘ i defined by (2.5), the formula (4.14) is well-known (see
e.g. [12]):

gy « Dy H(xX) = f(x) = f(0), x>0, (4.15)

where [, is the Riemann-Liouville fractional integral.
As in the case of the GFD of the Riemann-Liouville type, we generalize Theorem
8 to the case of the n-fold GFI and the n-fold sequential GFD in the Caputo sense.

Theorem 9 (Second Fundamental Theorem of FC for the sequential GFD in the
Caputo sense) Let k € L1 and k be its associated Sonine kernel. For a function
f € C" (0, 4+00), the formula

n—1
A DE” N = £ = fO =3 (DR 1) 0 (1) 7 ) (0
j=1
(4.16)

holds valid, where ]I(f(’;> is the n-fold GFI (2.26) and >,F]D)(<k’)‘> is the n-fold sequential
GFD (2.29).

Proof The formula (4.16) follows from Theorem 8, formula (4.14). Indeed, forn = 2,
we first get the representation

(I337 D53 ) = Tl Dy « Dy £)(x)
= (T Ty « Dy Dy £ (x).
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Then we apply Theorem 8 and get the formula

(IG5 D3~ ) = (Lo [Py @) = (+Day £) O)]) (x)
= Ty « Dy %) — (o) Dy £)(0))(x)
= f(¥) = £(0) = («Dgy HO){1} * 1) (x).

In the general case, the representation (4.16) immediately follows from the recurrent
formula

I3 «DFE™ ) = A" Wiy Dy GDGE™ ) @)
= (7 [eDg ™ nw = (DF 1) ©]) @
(}1(7; > Dg 1>f) (x)—( D~ ‘>f) 0) ({1} % K<"—1>)(x), n=34, ...

and the principle of the mathematical induction. O

The representation (4.16) can be rewritten in form of a generalized convolution
Taylor formula.

Theorem 10 (Generalized convolution Taylor formula for the GFD in the Caputo
sense) Let « € L1 and k be its associated Sonine kernel. For a function f €
C" (0, +00), the generalized convolution Taylor formula

n—1

Flx) = (0)+Z( D™ £) © ({1} c7) @) + Ru(@), x>0 @417)

holds valid with the remainder in the form
Ra(x) = (I DL ) = (D™ A (1) % =) @), (@&.18)

where ]I(<K’)‘> is the n-fold GFI (2.26), *ka’f is the n-fold sequential GFD (2.29) in
the Caputo sense, and the point 1 = n(f, n, k) belongs to the interval (0, x).

The second form of the remainder is obtained by application of the integral mean
value theorem: There exists a point 1 = n(f, n, k) from the interval (0, x) such that

{55~ PG5 ) =f0 €T =9 (D HE) e
= (D> f)(ﬂ)/o =7 (= 8) dE = DGy ) (1) * 7)),

In the case k (x) = hy(x), 0 < @ < 1 (the kernel of the Riemann-Liouville frac-
tional integral), ¥ ="~ (x) = hy,(x) and the generalized convolution Taylor formula
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(4.17) takes the form:

n—1 o)

f@ =+ Y ((+D5)7 ) © m FRyx), x>0 (4.19)
j=1
with the remainder
Ry(x) = (I} («D§,)™"" f) (), (4.20)

where I, is the Riemann-Liouville fractional integral and ( )<"> is the n-fold
sequential Caputo fractional derivative.

As we see, the generalized convolution Taylor formula involving the Riemann-
Liouville fractional derivative (formula (4.11)) and the one involving the Caputo
fractional derivative (formula (4.19)) are completely different. Whereas the gener-
alized convolution Taylor polynomial at the right-hand side of the formula (4.11) has
an integrable singularity of a power function type at the origin, the Taylor polynomial
at right-hand side of the formula (4.19) is continuous at the point x = 0.

Letting n go to +oo in the formula (4.17) leads to the generalized convolution

Taylor series for the GFD in the Caputo sense in the form

()+

+o0 ) )
fo =0+ (F7 ) © (1) k7)), x>0, (4.21)

j=1

The representation (4.21) holds true under the condition that the convolution series
at its right-hand side is a convergent one (this is the case, say, if the sequence

(+D3)” f) (©. j € Nis bounded).

The generalized convolution Taylor formulas and the generalized convolution Tay-
lor series that were presented in this section can be applied among other things for
derivation of analytical solutions to the fractional differential equations with the GFDs.
In [10], explicit analytical solutions to the linear single- and multi-term fractional dif-
ferential equations with the GFDs of the Riemann-Liouville type with the constant
coefficients have been derived using the method of convolution series. This method
can be also employed for analytical treatment of the equations with non-constant coef-
ficients and non-linear equations containing the GFDs of both Riemann-Liouville and
Caputo types.
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