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Abstract
Many systems of physical and biological interest are characterized by assemblies of phase oscillators whose interaction is 
mediated by a diffusing chemical. The coupling effect results from the fact that the local concentration of the mediating 
chemical affects both its production and absorption by each oscillator. Since the chemical diffuses through the medium in 
which the oscillators are embedded, the coupling among oscillators is non-local; it considers all the oscillators depending on 
their relative spatial distances. We considered a mathematical model for this coupling, when the diffusion time is arbitrary 
with respect to the characteristic oscillator periods, yielding a system of coupled nonlinear integro-differential equations 
which can be solved using Green functions for appropriate boundary conditions. In this paper, we show numerical solutions  
of these equations for three finite domains: a linear one-dimensional interval, a rectangular, and a circular region, with 
absorbing boundary conditions. From the numerical solutions, we investigate phase and frequency synchronization of the 
oscillators, with respect to changes in the coupling parameters for the three considered geometries.

Keywords  Synchronization · Non-local coupling · Phase oscillators · Kuramoto model · Arbitrary time

1  Introduction

Phase oscillators are mathematical models of a large number 
of dynamical systems of physical and biological interest. If 
a dissipative system, for example, has a stable limit-cycle 
solution in its phase space, as in the case of self-sustained 
oscillators, the motion along the limit-cycle can be param-
eterized by a geometrical phase with a time rate that, in 
general, depends on the phase itself [1]. The simplest case is 
of a uniform oscillator, for which the frequency is constant. 
There are other situations in which we can define such a 
phase, for example, the bursting activity of a neuron [2].

There is a wide variety of types of coupling among phase 
oscillators in a given assembly. If the oscillators occupy 
fixed positions along a regular lattice, for example, a local 

type of coupling considering the interaction among nearest-
neighbors [3]. In the other extreme, when the interaction 
among oscillators is practically instantaneous and spatially 
uniform, each oscillator is coupled to all its neighbors, no 
matter how far they are. This is the global or all-to-all cou-
pling [4]. A paradigmatic model of globally coupled phase 
oscillators was proposed by Kuramoto in 1975, for which a 
mean-field analytical treatment is possible in the continuum 
limit [5]. The Kuramoto model has been intensively studied 
since then, allowing many generalizations and extensions to 
complex networks [6].

Key dynamical phenomena in such assemblies of phase 
oscillators are phase-locking and frequency synchronization, 
when the uncoupled oscillators have randomly chosen fre-
quencies. In the Kuramoto model, the mean field analysis 
shows that, in the continuum limit, there is a continuous 
transition between non-synchronized oscillators and par-
tially synchronized ones, after a critical value of the cou-
pling strength [7]. Similar synchronization transitions were 
observed for other coupling prescriptions, for complex net-
works with small-world and scale-free properties [8].

Twenty years after his seminal work, Kuramoto proposed 
a different non-local coupling by considering an assembly 
of pointlike systems, or cells, each of them undergoing a 
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dynamical evolution with a stable limit cycle [9]. In this 
model, the cells occupy fixed positions in the configuration 
space, and their coupling is mediated through the diffusion 
of some substance. The latter is both produced and absorbed 
by each cell, the rates of which depend on their dynamic 
states [10]. The concentration of the chemical satisfies an 
inhomogeneous diffusion equation, where the source term 
takes into account the position of each cell [11].

This kind of coupling can model a number of systems of 
biological interest. For example, the suprachiasmatic nucleus 
(SCN) is a small region of the hypothalamus responsible to 
synchronize the circadian rhythms with the external 24 h 
light–dark cycle [12]. The SCN is composed by a large number 
(about ten thousand) of clock cells that adjust their individual 
rhythms to the photic stimulation [13]. In order to act in a 
collective way, it is necessary that the clock cells synchronize 
themselves [14–16]. It has been proposed that they do so by 
releasing and absorbing a neurotransmitter (GABA) which dif-
fuses in the intercell medium [17, 18].

Another biological example is the observed synchroniza-
tion of menstrual rhythms displayed by women sharing a 
common place [19]. One possible explanation for this inter-
esting phenomenon is the release and absorption of phero-
mones that diffuse through the air, mediating the coupling 
among menstrual rhythms. However, this issue is still highly 
controversial in the literature [20, 21].

One major assumption of the Kuramoto model is that 
the diffusion is instantaneous, i.e., the diffusion time of the 
chemical mediating the interaction is much smaller than the 
characteristic period of the cell dynamics [9]. This assump-
tion is fairly acceptable in the previous example of menstrual 
rhythm synchronization, which has a circa 28-day period, 
far greater than the diffusion time, which is of the order of 
some seconds. This simplifying assumption allows one to 
eliminate adiabatically the concentration of the mediating 
chemical and write down a system of non-locally coupled 
oscillators with some interaction kernel that depends on the 
green function of the free boundary value problem [22]. 
Kuramoto and his collaborators have intensively studied 
dynamical properties of this nonlocal model for a variety 
of systems, like nucleation kinetics [23], multi-scaled tur-
bulence [24], pattern formation [25], chemical turbulence 
[26], and noise-induced turbulence [27].

In other situations, however, the diffusion time can be 
comparable or even larger than the oscillator period. This is 
particularly interesting when the periods are small, like in 
the neuronal activity characterized by periodic bursting, for 
example. In the latter case, one can regard the interaction of 
neurons as due to chemical synapses, where a neurotransmit-
ter is both released and absorbed in the synaptic cleft [28]. 
Viana and Aristides have considered the non-local coupling 
mediated by the diffusion of a substance when the diffusion 
time is finite and with absorbing boundary conditions for a 

number of geometries in a configuration space, with speci-
fied initial profiles [29].

The diffusion equation is solved by using an appropriate 
green function for finite domains with Dirichlet boundary 
conditions. There resulted a system of coupled nonlinear 
integro-differential equations, which takes into account 
all the history of the phase evolution for each time. In the 
infinite-time limit, our results reduce to those obtained by 
Nakao in the fast-relaxation (adiabatic) case [22].

The system of coupled integro-differential equations 
introduced in Ref. [29] was approximately solved by an 
iterative procedure, in which the evolution of the uncoupled 
phase oscillators is taken as a zeroth-order solution. The 
latter is plugged back into the coupling integral, yielding 
analytical results for the first-order solution obtained from 
a system of coupled differential equation (Born approxima-
tion) [29]. In the present work, we revisit this treatment with 
an improved numerical scheme for directly solving the inte-
gro-differential equations. In addition, we considered also 
different geometries, including two-dimensional domains 
with rectangular and circular boundaries.

For each geometry used, the solution of the integro-differential  
equation is used to investigate numerically both phase and fre-
quency synchronization properties of the network. We com-
pute the order parameter magnitude of the network and analyze 
its dependence with the coupling parameters of the model, 
namely the coupling strength, the diffusion coefficient, and 
the degradation parameter. Using this methodology, the system 
presents a loss in synchronization when either the degrada-
tion or diffusion parameters increase their values and also the 
enhancement of the synchronization effect with the increase 
of the coupling strength.

The rest of this paper is organized as follows: in Sect. 2, we 
outline the coupling model, showing the integro-differential 
equation to be solved for an assembly of phase oscillators  
in one and two spatial dimensions and within finite domains 
with absorbing boundary conditions. Section 3 is devoted to a 
discussion of phase and frequency synchronization properties 
with respect to the coupling parameters. Our Conclusions are 
left to last section.

2 � Integro‑differential Equations 
for Nonlocal Coupling

Let us consider a system which presents a stable limit-cycle 
in its phase space, like a self-sustained dissipative oscillator 
[30]. For such systems, a phase � ∈ [0, 2�) can be defined 
as a geometrical angle parameterizing motion on the limit 
cycle. There are, however, other ways to define a phase that 
can applied to other situations, e.g., the bursting of a neu-
ron [31]. Although the frequency � , as the time rate of the 
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phase, can be a function of � , we will consider them as con-
stants in a lowest order approximation.

The mathematical model we deal with in the present 
work consists of N pointlike phase oscillators, embedded in 
a region of a d-dimensional Euclidean space, with positions 
rj , where j = 1, 2,…N (Fig. 1). Each oscillator is described 
by a phase �j whose evolution is given by 𝜃̇j = 𝜔j , where �j 
is a frequency randomly chosen from a given probability 
distribution function g(�) . We assume that g(−�) = g(�) 
with a maximum at � = 0 [5].

We suppose that the phase oscillators both produce and 
absorb a given chemical, in such a way that the rates of pro-
duction and absorption both depend on the oscillator frequen-
cies. The coupling among oscillators depends on the local 
concentration of this substance, which is a scalar field A(r, t) , 
resulting in the following system of differential equations

where K > 0 is a coupling strength, measuring the influ-
ence of the local concentration of the diffusing chemical in 
the dynamics of each phase oscillator. We assume that the 
concentration satisfies an inhomogeneous diffusion equation 
of the form [11]

where D > 0 is the diffusion coefficient, 𝜂 > 0 is a degrada-
tion coefficient, and there is a source term representing the 
effect of the pointwise oscillators, each of them producing 
the chemical with an intensity given by a function h of their 
phases [22].

In order to solve this equation in a bounded spatial domain 
R , we specify appropriate boundary conditions at some limiting 
surface �R , as well as an initial condition profile A(r, t = 0) . 
The green function for Eq. (2), G(r, t;��, t�) , satisfies [32]

(1)
d�j

dt
= �j + KA(rj, t) (j = 1, 2,…N),

(2)�A

�t
+ �A − D∇2A =

N∑

k=1

h(�k)�(r − rk),

for homogeneous Dirichlet boundary conditions: G(r, t; ��, t�) 
for r ∈ �R , and the initial condition G(r, t = 0; ��, t�) = 0 . 
The solution of the inhomogeneous diffusion Eq. (2) within 
the domain R , for absorbing boundary conditions in �R , 
A(r ∈ �R, t) = 0 , and an initial profile A(r, t = 0) = 0 , is 
given by [29]

Substituting this solution into Eq. (1) there results a 
system of integro-differential equations governing the cou-
pling among phase oscillators mediated by the diffusion 
of a substance [29]

where j = 1, 2,…N . In this work, we choose a source function 
which makes contact with the classical Kuramoto model [5]

for which (5) reads (j = 1, 2,…N)

In the following, we consider three different geometries 
for the limited domain in which the phase oscillators are 
embedded. 

1.	 One-dimensional domain: the Dirichlet green function for 
a one-dimensional finite domain 0 ≤ x ≤ L with absorbing 
boundary conditions ( A(0, t) = A(L, t) = 0 ) is [32] 

 where H(t − t�) is the Heaviside unit-step function. In 
our numerical simulations, we consider an assembly of 
N oscillators, occupying randomly chosen positions 
{xj}

N

j=1
 within the interval 0 < x < L . The coupled system 

of equations is given by (7) as 

(3)
�G

�t
+ �G − D∇2G = �(r − �

�) �(t − t�),

(4)A(r, t) =

N∑

k=1
∫

t

0

dt� G(r, t|rk, t�) h(�k(t�)).

(5)
d�j

dt
= �j + K

N∑

k=1
∫

t

0

dt�G(rj, t; rk, t
�) h(�k(t

�)),

(6)h(�k) =
1

N
sin(�k − �j),

(7)

d�j

dt
= �j +

K

N

N∑

k=1
∫

t

0

dt� sin[�k(t
�) − �j(t

�)]G(rj, t; rk, t
�).

(8)

G(x, t; x�, t�) =
2H(t − t�)

L

∞∑

n=1

sin
(
n�x

L

)
sin

(
n�x�

L

)
×

exp

{
−

[
D
(
n�

L

)2

+ �

]
(t − t�)

}
,

(9)

d�j

dt
= �j +

K

N

N∑

k=1
∫

t

0

dt� sin[�k(t
�) − �j(t

�)]G(xj, t; xk, t
�),

Fig. 1   Schematic figure of an assembly of pointwise phase oscillators 
randomly distributed over a bounded spatial domain
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 where j = 1, 2,…N , and the green function are given 
by (8). The natural frequencies �j are randomly cho-
sen according to a Gaussian distribution with zero 
mean and variance 0.02. The initial phases �i(0) (with 
i = 1, 2,…N ) are also randomly chosen according to a 
uniform probability distribution in the interval [0, 2�).

2.	 Two-dimensional rectangular domain: given by 
0 < x < a , 0 ≤ y ≤ b . The corresponding Dirichlet green 
function with absorbing boundary conditions is [32] 

	   The resulting system of equation is similar to (9), in 
which the phase oscillators have randomly chosen posi-
tions {xj, yj}

N

j=1
 within the rectangle 0 < x < a , 0 ≤ y ≤ b . 

The integro-differential Eq. (7) are complemented by the 
green function (10). The initial phases and frequencies 
are chosen in a similar way, and the numerical procedure 
is essentially the same as before.

3.	 Two-dimensional circular domain: a circle of radius 
r = a , with the Dirichlet green function (with absorbing 
boundary conditions) given by (in polar coordinates) [32] 

 where xmn is the nth positive root of the Bessel function 
Jm . The randomly chosen positions, in polar coordinates, 
are {rj, �j}

N

j=1
 such that 0 < r < a and 0 < 𝜃 < 2𝜋 , and 

enter the green function given by (11).

(10)

G(r, t; ��, t�) =
4H(t − t�)

L

∞∑

n=1

∞∑

m=1

sin
(
n�x

a

)
×

sin

(
n�x�

a

)
sin

(m�y
b

)
sin

(
m�y�

b

)
×

exp

{
−

[
D

(
n2

a2
+

m2

b2

)
�2 + �

]
(t − t�)

}
.

(11)

G(r, �, t; r�, ��, t�) =
1

�D

∞∑

m=−∞

∞∑

n=1

1

[J�
m
(x

mn
)]2

×

J
m

(
x
mn

r

a

)
J
m

(
x
mn

r
�

a

)
cos[m(� − ��)]×

exp

{
−

(
� +

Dx
2
mn

a2

)
(t − t

�)

}
,

In the fast-diffusion limit [33], for which the concen-
tration of the coupling substance attain its equilibrium 
value instantaneously, the expressions we obtained for the 
green functions reduce to those proposed by Kuramoto and 
Nakao [10, 11, 22].

3 � Phase and Frequency Synchronization

One of the more important collective phenomena displayed 
by assemblies of coupled phase oscillators is synchroniza-
tion of their phases and frequencies. If each oscillator is 
regarded as a kind of physical or biological clock, their 
assemblies are expected to exhibit coherent oscillations in 
order to generate a common rhythm. This is the case, for 
example, in the suprachiasmatic nucleus (SCN): each clock 
cell must synchronize its individual rhythms in order to pro-
duce a coherent output.

One numerical diagnostic of phase synchronization is 
provided by the Kuramoto complex order parameter [6], 
defined as

where �k(t) is the phase of the kth oscillator at time t. The 
order parameter can be regarded as the vector sum of pha-
sors, with magnitude R(t) and angle �(t) . Since, for finite 
N, the order parameter magnitude exhibits size-dependent 
fluctuations, we compute its temporal mean

where T ′ is the duration of a transient period. If R̄ ≈ 0 the 
oscillators are completely non-synchronized in phase, rep-
resenting phasors uniformly distributed along the interval 
[0, 2�) for each time T ′ < t < T  . On the other hand, if R̄ ≈ 1 
the phasors add coherently and the oscillators are completely 
phase-synchronized. Intermediate values of R̄ characterize 
partial phase synchronization.

(12)z(t) = R(t) ei�(t) =
1

N

N∑

k=1

ei�k(t),

(13)R̄ = lim
T→∞

1

T − T � ∫
T

T �

R(t)dt,

Fig. 2   Mean order parameter magnitude vs. coupling strength for assemblies of N = 100 phase oscillators randomly distributed over a linear, b 
rectangular, and c circular domains, with absorbing boundary conditions
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Figure 2 shows the variation of the mean order parameter 
magnitude R with the coupling parameters, for assemblies of 
N = 100 phase oscillators with diffusion and degradation coeffi-
cients D = � = 1 , respectively. The curves represent an average 
over different realizations of the randomly chosen initial condi-
tions for the phases, whereas the sidebands stand for the respec-
tive standard deviations. For a one-dimensional finite domain 
with L = 1 , we numerically solved Eq. (9) with the green func-
tion given by (8). The order parameter magnitude exhibits a 
monotonic increase of R with the coupling strength K, signaling 
a synchronization transition roughly at K = 1 (Fig. 2(a)).

The K → 0 limit of the order parameter is nonzero for 
all domains; this is due to a number of spurious synchro-
nizations occurring by chance. This is a typical effect of 
considering systems with small number N of individuals, 
such that for N → ∞ , we expect to have R ≈ 0 when K → 0 . 
As K increases, the phase oscillators become progressively 
synchronized, and the order parameter magnitude tends to 
the unity. The same trend is also observed for the rectangular 
domain [of sides a = b = 1 ], but the range of K is ten times 
higher than for the linear domain (Fig. 2(b)). This is clearly 
a consequence of the increasing spatial size, in the sense that 
in two-dimensions, it takes a higher value of K to achieve the 
same synchronization effect than for the linear case. How-
ever, this effect seems not to be valid for a circular domain 
(Fig. 2(c)), for which the K-range is similar to the linear 
case. Apparently, this is due to the radial symmetry of the 
circular domain, turning it more akin to the one-dimensional 
case than the rectangular domain.

The values of R are plotted In Fig. 3, as a function of 
the degradation coefficient � , for fixed values of K = 10 
and D = 1 . In all domains, we observe a decrease in the 
mean order parameter magnitude as � increases. Since the 
degradation coefficient measures the loss of the substance 
mediating the coupling, the basic effect of its increase is the 
decrease in the amount of phase synchronization. The range 
of � for the three domains is nearly the same for the linear 
(Fig. 3(a)) and circular domains (Fig. 3(c)), with a slight 
difference for the rectangular domain (Fig. 3(b)), for which 
the desynchronization occurs later than in the other cases. 
We see in these results another example of the already men-
tioned similarity between linear and circular domains.

We plot, in Fig. 4, the values of R as a function of the 
diffusion coefficient D, for fixed K = 10 and � = 1.0 . We 
started at D = 1.0 in order to avoid a singular behavior 
characteristic of the limit D → 0 . Just like in the previ-
ous figure, the values of R decrease monotonically as D 
increases, i.e., the effect of larger D is to actually desyn-
chronize the oscillator phases. This can be qualitatively 
explained by considering that the coupling effect is more 
effective the longer the mediating substance remains in 
the spatial medium in which the oscillators are embed-
ded. There are three factors influencing this permanence 
time: firstly, the degradation of the mediating substance 
decreases its concentration with time, so difficulting syn-
chronization. In the second place, the absorbing bound-
ary conditions act as a sink, removing any amount of the 
mediating substance that reaches the domain boundary. The 

Fig. 3   Mean order parameter magnitude vs. degradation parameter for assemblies of N = 100 phase oscillators randomly distributed over a lin-
ear, b rectangular, and c circular domains, with absorbing boundary conditions

Fig. 4   Mean order parameter magnitude vs. diffusion coefficient for assemblies of N = 100 phase oscillators randomly distributed over a linear, 
b rectangular, and c circular domains, with absorbing boundary conditions
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third factor is the diffusion coefficient D, since if the latter 
is large, the permanence time of the substance is smaller 
and thus reduces the synchronization effect as well.

These considerations can be made quantitative by com-
puting the characteristic diffusion time �D . From the dif-
fusion Eq. (2) without sources, the latter can be estimated 
(for a one-dimensional domain of length L) as

Hence, if D increases, for fixed � , the diffusion time 
decreases, leading to a shorter permanence of the cou-
pling substance in the domain (thanks to the degradation 
and absorbing boundaries) and thus to a poor synchroniza-
tion effect. This explains why the order parameter magni-
tude actually decreases with D. Such result has been also 
observed in our previous numerical simulations made with 
the born approximation.

Finally, the effect of the domain geometry on the desyn-
chronization that occurs when the diffusion coefficient 
increases is less pronounced than for the previous case. The 
intervals of D which lead to a steeper decrease in R are: (i) 
from 3 to 4 for the linear case (Fig. 4(a)); (ii) from 2 to 3 for 
the rectangular domain (Fig. 4(b)); (iii) from 4 to 6 for the 
circular geometry (Fig. 4(c)).

The frequencies of the coupled oscillators can be com-
puted directly from the definition

(14)�D =

(
D

L2
− �

)−1

,

where T ′ is such that transients have decayed. For zero coupling, 
it turns out that Ωj(t) = �j , whereas a finite coupling makes a 
number of oscillator to equalize their frequencies around the 
zero mean, forming a plateau of zero-frequency oscillators. 
Phase synchronization implies frequency synchronization, but 
the converse is not necessarily true (the phases can be locked at 
fixed values, for example, with a constant phase difference). We 
have computed numerically the perturbed frequencies from Eq. 
(15) and shown that, for the three spatial domains, the results 
are in accordance with those exhibited for the order parameter, 
which measures phase synchronization.

In Figs. 5 and 6, we plot the oscillator frequencies in 
increasing order of their values. The case of vanishing 
coupling (K = 0) is shown for the sake of comparison. 
The small asymmetry observed in this case is an effect of 
the finite size of the oscillator assembly used in numeri-
cal simulations. Figure 5(a) displays the values of Ωj for 
K = � = 1.0 and different values of the diffusion coeffi-
cient for the linear domain. We see that large values of 
D yield results similar to the uncoupled case, confirm-
ing that the effect of increasing D is to desynchronize the 
oscillators (see Fig. 4(a)). The same trend is present in the 
results for the rectangular and circular domains, displayed 
in Fig. 5(b) and (c), respectively. The same behavior can 
be seen in Fig. 6 for the degradation coefficient.

(15)Ωj = lim
t→∞

1

t

{
�j(t + T �) − �j(t)

}
, (j = 1, 2,…N),

Fig. 5   Perturbed frequencies of N = 100 phase oscillators for different values of the diffusion coefficient in a linear, b rectangular, and c circular 
domains, with absorbing boundary conditions

Fig. 6   Perturbed frequencies of N = 100 phase oscillators for different values of the degradation coefficient in a linear, b rectangular, and c cir-
cular domains, with absorbing boundary conditions
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4 � Conclusions

We considered in this work some aspects of the spatio-temporal  
dynamics of pointlike phase oscillators coupled by a diffus-
ible substance. Such coupling occurs in the manner that the 
oscillators will produce and absorb an amount of a substance 
depending on their dynamics. In previous works, it has been 
considered that the diffusion would be so fast (as compared 
with the characteristic periods of the oscillators) that the con-
centration achieves immediately its equilibrium value, yielding 
a non-local type of coupling which depends on the relative 
distances among oscillators.

In the present work, however, we take into account a 
finite diffusion time, which demands solving simultaneously 
the oscillator equations coupled with the diffusion equation. 
This produces a system of nonlinear integro-differential 
equations. We solved these equations using a full numerical 
code that takes into account the entire history of the concen-
tration evolution in order to update the oscillators phases and 
frequencies, in the case of a nonlinear coupling similar to 
that used in the classical Kuramoto model.

Among the various collective phenomena displayed in 
the course of the spatio-temporal evolution of the network, 
we choose to investigate numerically the synchronization 
of phases and frequencies in the assembly of coupled phase 
oscillators. This choice is motivated by the example of the 
clock cells belonging to the suprachiasmatic nucleus in the 
mammal brain that have their own individual rhythms but 
need to synchronize them so as to produce a coherent output. 
In particular, we numerically investigated the role of three 
coupling parameters on the synchronization properties of 
the network: the coupling strength, and the diffusion and 
degradation coefficients. The numerical diagnostics used 
were the order parameter magnitude and the dispersion of 
the perturbed oscillator frequencies.

We also considered three different geometries: a one-
dimensional finite interval (linear) and two-dimensional 
bounded domains (rectangular and circular), where we used 
absorbing boundary conditions. This choice was chiefly 
motivated by the relative simplicity of the green functions 
involved in the model formulation, which have been written 
as a rapidly converging eigenfunction series expansion. If we 
consider reflecting boundary conditions, the green functions 
would have to be substantially modified, and even in the one-
dimensional case, their form would be so complicated that 
different numerical methods would be preferable, like the 
finite differences method or the finite element method, both 
applied into the diffusion equation that describes the system.

The dependence of the order parameter magnitude with 
the coupling strength is similar to that displayed by the clas-
sical Kuramoto model. For weak coupling, the oscillators 
remain non-synchronized and start to exhibit partial phase 
synchronization after a critical coupling value. The precise 

determination of the latter would need the use of a large 
number of oscillators, which is presently unfeasible due to 
limitations in computer time. However, it can be estimated 
that the critical coupling strength in the two-dimensional 
rectangular case is about ten times higher than for the one-
dimensional linear and the two-dimensional circular case.

Moreover, the order parameter magnitude decays with the 
degradation coefficient for all three geometries. This is due 
to the desynchronizing effect of a loss of the coupling sub-
stance due to its degradation into other, non-active chemi-
cals. A similar decay of the order parameter was observed 
when the diffusion coefficient is increased. This seemingly 
contradictory result is a consequence of the absorbing 
boundary conditions: a rapidly diffusing substance will dis-
appear once it reaches the boundaries, so their staying time 
would decrease and thus the corresponding effect on the 
improvement of synchronization among oscillators. If we 
were to consider reflecting (or partially absorbing) bound-
ary conditions, the increase of the concentratin within the 
spatial domain would eventually lead to a saturation, and so 
an enhanced synchronization.

Although the present work has focused on the synchroni-
zation of phase oscillators, our model of diffusion-mediated 
coupling can be extended for virtually any dynamical sys-
tem, both in continuous or discrete time. Using, for exam-
ple, nonlinear equations in problems of chemical kinetics 
would lead to models of chemical turbulence involving the 
local diffusion of substances. Such numerical investigations 
could, for example, focus on spatio-temporal patterns and a 
wide number of instability phenomena.

Appendix: Numerical Method

The integro-differential equations for the coupled phase 
oscillators have the general form

making each time point an infinitesimal position of size h, 
so that �j(tn) is the value of the function �j at time tn = nh , 
just as ��

j
(tn) is the derivative of � at time tn and �n

j
 represents 

the approximation of �j at time tn . Integrating the equation 
between two infinitesimal times tn and tn + h

where

(16)

d�j

dt
= fj(t, �j(t)) + ∫

t

0

Fj(t, s, �j(s))ds (j = 1, 2,…N),

(17)�j(tn + h) = �j(tn) + I
(1)

j
+ I

(2)

j

(18)I
(1

j
= ∫

tn+h

tn

fj(t, �j(t))dt
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For the t integrals, we integrated using the trapezoidal method,

and

however, the value �j(tn+1) is unknown, so we use the formal 
definition of derivative, obtaining the approximation 
�n+1
j

= �n
j
+ �

�n
j

 , and using a first approximation of the Eq. (16)

The integral in (22) can be solved numerically by using the 
trapezoidal method again. Applying its result in I(2)

j
 and using 

�n+1
j

= �n
j
+ h�

�n
j

 the final equation for �j(tn + h) will be

By choosing the appropriate value of h, it is possible to have 
results of considerable precision and closer to reality, the main 
point being to balance between precision and execution time.
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(19)I
(2)

j
= ∫

tn+h

tn
∫

t

0

Fj(t, s, �j(s))dsdt

(20)I
(1)

j
=

h

2
[fj(tn, �j(tn)) + fj(tn+1, �j(tn+1))]

(21)
I
(2)

j
=

h

2

[

∫
tn

0

Fj(tn, s, �j(s))ds+

∫
tn+1

0

Fj(tn+1, s, �j(s))ds

]

(22)�
�n+1
j

= fj(tn+1, �
n+1
j

) + ∫
tn+1

0

Fj(tn+1, s, �j(s))ds

(23)

�j(tn + h) = �j(tn) +
h

2
[fj(tn, �

n
j
) + fj(tn+1, �

n
j
+ h�

�n
j
)]

+
h2

4
[Fj(tn, 0, �

0
j
) +… + Fj(tn, tn, �

n
j
)]

+
h2

4
[Fj(tn+1, 0, �

0
j
) +… + Fj(tn+1, tn+1, �

n
j
+ h�

�n
j
)]
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