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Abstract

Purpose The objective of this paper is to present a generalized

multiple classifier system for improved classification of

mammographic masses in Computer-aided detection (CAD).

Methods To encourage different base (component) classifiers

to learn different parts of an object instant space, we develop

a novel base classifier generation algorithm which combines

data resampling underpinning AdaBoost with the use of

different feature representations. In addition, our proposed

multiple classifier system can be generalized beyond the

limitation of weak classifiers in conventional AdaBoost

learning. To this end, our multiple classifier system has an

effective and efficient mechanism for tuning the level of

weakness of base classifiers. 

Results Extensive experiments have been performed using

benchmark mammogram data set to test the proposed method

on classification between mammographic masses and normal

tissues. In addition, to assess classification performance, we

used the area under the receiver operating characteristic

(AUC) and the normalized partial area under the curve

(pAUC). Results show that our method considerably outperforms

(in terms of both AUC and pAUC) the most commonly used

single neural network (NN) and support vector machine

(SVM) based classification approaches. In particular, the

effectiveness of our method in terms of correct classification

is much more significant over difficult mammogram cases with

dense tissues that have higher risk of cancer incidences and

cause higher false-positive (FP) detections.

Conclusions Our multiple classifier system shows quite

promising results in terms of improving classification

performances on the FP reduction application using classification

between masses and normal tissues in mammography CAD

systems.

Keywords Multiple classifier system, Mammographic masses,

Generalization, False-positive reduction, Computer-aided

detection (CAD)

INTRODUCTION

Breast cancer is the most common form of cancer among

women and is the second-leading cause of death [1-3]. To

reduce the workload of radiologists and to improve the

specificity and sensitivity in detection of breast cancer,

Computer-aided detection (CAD) are being developed [1, 4-

6]. Current mammography CAD systems have been clearly

shown to be quite sensitive in its ability to detect cancer, but

one of their main drawbacks is the high number of false-

positive (FP) [4-6]. Hence, high FP rate for mass detection

and diagnosis remains to be one of the major problems to be

resolved in CAD study [4, 5]. 

In typical CAD systems, classifier design is one of the key

steps for determining FP rates [4, 5]. Thus far, research

efforts have mostly been focused on the design of the single

classifier in CAD systems [4-7, 13, 23-26]. Wei et al. [13]

used global and local texture features extracted from manually

selected region of interest (ROI) of digitized mammograms,

and linear discriminant analysis (LDA) to classify the masses

from normal glandular tissues to minimize FP detections.

Sahiner et al. [23] proposed a convolution neural network

(NN) for the task of discriminating between masses and

normal tissues using texture features. The authors in [24]

developed a NN classifier based on multiresolution texture

features extracted from the spatial gray level dependence

(SGLD) matrices for distinguishing masses from normal

tissues. In [25], the four texture features, namely contrast,

coherence ratio, entropy of orientation, and variance of
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coherence-weighted angular estimates, were extracted based

on textual flow-field analysis and were used to reduce FP

detections. Kupinski et al. [26] studied a regularized NN

classifier to differentiate masses from normal tissues based

on intensity, iso-intensity, location, and contrast features. 

It should be noted that there are two critical limitations

within the classifier design process in mammogram images.

First, the large variability in the appearance of mass patterns

[8, 9] − due to its irregular size, obscured borders, and

complex mixtures of margin types − make classification task

quite difficult. Second, research in mammography is

characterized by a restricted training data due to cost, time,

and availability to patient medical information and patient

mammography images [4, 10, 11]. On the other hand, the

number of available features (due to integration of multiple

heterogeneous feature types) is large [8, 12, 13] (typically, in

the thousands) relative to the number of training samples

(curse of dimensionality [14]). For these reasons, a single

classifier design may face a great challenge in achieving a

level of FP reduction that meets the requirement of clinical

applications. 

In this paper, we propose a novel multiple classifier

scheme for reducing false-positive detections in mammographic

CAD system. Our multiple classifier system has the

following key significances over existing multiple classifier

based classification techniques [12, 15-18, 27-30].

• Key characteristics of our approach are to generate

individual base classifiers each trained with a corresponding

feature type and to select the best base classifier

(learning with the best feature type) at each boosting

round. This strategy enables accommodating multiple,

various feature types for improved classification by

alleviating the curse of dimensionality when the number

of training samples is limited. This is also advantageous

to produce more specialized base classifiers each

focusing on a smaller section of the instance space

consisting of particularly hard-to-classify object samples.

• It is generally believed that a typical AdaBoost learning

would not be suited to a strong and stable classifier [19,

20], such as Support Vector Machine (SVM). A weak

learner limitation may restrict the applicability of the

AdaBoost learning in practical applications, especially

for mammographic CAD in which most of the state-of-

the-art classification approaches involve the use of a strong

classifier [5, 6, 21, 22]. To break the aforementioned

limitation, we design a generalized multiple classifier

system that works well with general (both strong and

weak) classifiers extensively used in mammographic

CAD systems. For this, we devise a simple but effective

strategy that regulates the degree of weakness of base

classifiers. This can be achieved by adjusting the size of

a resampled set. 

METHODS AND MATERIALS

ROI segmentation and feature extraction

In typical mammography CAD systems, segmentation of

ROIs and feature extraction for generated ROIs are prerequisite

steps prior to performing classification of ROIs [5-6, 8].

Hence, in this section, we will briefly describe the segmentation

algorithm and types of mammographic mass features used in

our study before explaining in detail the proposed multiple

classifier framework. 

As recommended in [13, 23, 25] to perform a more

realistic assessment of a classification process, the ROI

regions were automatically detected and segmented from

each mammogram by using a fully automated segmentation.

For this purpose, one popular approach to using multi-level

thresholding algorithm [32, 33] was adopted for segmenting

masses. The implementation details on a used segmentation

algorithm have been described in literature [25, 32, 33].

Fig. 1 shows example of a mammogram with detected

suspicious regions, as well as segmented ROIs generated by

used segmentation algorithm. Note that in Fig. 1, the red line

is the successfully segmented ROI contour identified by

segmentation algorithm and the blue line is the mass outline

(as ground truth) marked by experienced radiologists. 

The ROIs were used as input for feature extraction. The

features used in our study can be divided into five feature

subspaces (sets): texture, intensity, shape (or morphological),

margin, and spiculation feature subspaces. The features

sorted by the subspace are summarized in Table 1. Note that

the features described in Table 1 were used as different

feature representations used to construct a group of base

classifiers as members in our multiple classifier system. 

Base classifier generation 

As shown in Fig. 2, the proposed multiple classifier

Fig. 1. Some examples of segmented mass and normal tissue
ROIs. See text for explanation. 



Biomed Eng Lett (2015) 5:251-262  253

framework largely consists of two parts: (a) base classifier

generation and (b) multiple classifier fusion (or combination).

Each of the two parts described in Fig. 2 will be explained

in detail in this subsection and the following subsection,

respectively. Let T be a training set composed of N samples

(i.e., ROI images), each denoted by xi(i = 1..., N) with a

corresponding class label li, where . Assuming

that a total of K different feature representations of a given

li 0,1{ }∈

Table 1. Description for feature representations used to implement the proposed multiple classifier system. NC is abbreviation of ‘number
of components’ for each feature representation. 

Subspace Feature representation description NC

Texture

SGLD Features [13] 
13 features, namely, “correlation”, “energy”, “entropy”, “inertia”, “inverse difference moment”, “sum average”,
“sum variance”, “sum entropy”, “difference energy”, “difference variance”, “difference entropy”, “information
measure of correlation 1”, “information measure of correlation 2” are extracted from each SGLD matrix at six
different interpixel distances (d = 1, 2, 4, 6, 8, and 10) and in four directions (θ = 0o, 45o, 90o, and 135o), yielding
24 SGLD matrices; this results in a total of 312 features for each ROI (24 SGLD matrices x 13 features)

312

Local Binary Pattern (LBP) Features [34] 
LBP histograms are computed from core and margin regions of the segmented object; LBP operator with a
circularly symmetric neighbourhood of P members on a circle radius of R is employed; the three-resolution
combination is used by setting LBP parameters (P,R) values of (8,1), (8,2), and (8,3)

357

Run Length Statistics (RLS) Features [35] 
Five features, namely, “short run emphasis”, “long runs emphasis”, “gray-level nonuniformity”, “run-length
nonuniformity”, and “run percentage” are obtained from the gray level run length matrices with four directions, θ
= {0o, 45o, 90o, 135o}; hence, a total of 20 RLS-based features were calculated for each ROI image

20

Gray-level Difference Statistics (GLDS) Features [23] 
Four features “contrast”, “angular second moment”, “entropy”, and “mean” are extracted from the gray level
difference statistics vector; six different interpixel distances (d = 1, 2, 4, 6, 8, and 10) and four directions (θ = 0o,
45o, 90o, and 135o) are used to calculate 24 GLDS vectors, yielding 96 GLDS features

96

Rubber-band Straightening Transform (RBST) Features [36] 
Using eight different pixel pair distances (d = 1, 2, 3, 4, 6, 8, 12 and 16) and in four directions (θ = 0o, 45o, 90o,
and 135o), SGLD matrices are calculated from the RBST image representation; eight features, namely,
“correlation”, “energy”, “difference entropy”, “inverse difference moment”, “entropy”, “sum average”, “sum
entropy”, and “inertia” are extracted from each SGLD matrix; the 40-pixel-wide band was used to construct the
RBST images

256

Texture-flow field Features [25] 
Four features, namely, “contrast”, “coherence ratio”, “entropy of orientation”, and “variance of coherence-
weighted angular estimates” are extracted based on textual flow-field analysis

4

Shape

Circularity, Extent, Convexity, Solidity, Eccentricity, Elongatedness, Compactness, Area [8] 8

Normalized Radial Length (NRL) Features [8] 
NRL mean, NRL standard deviation, NRL area ratio, NRL zero crossing count, NRL entropy

5

Intensity Contrast measure, Average gray level, Standard deviation, Skewness, Kurtosis [8] 5

Fig. 2. Overview of the proposed multiple classifier framework.
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ROI are yielded from the feature extraction as explained in

Table 1, we then denote the m-th feature representation by fm
(e.g., LBP feature representation described in Table 1)

comprising a feature pool denoted by F for which .

To maintain a set of weights over the T at each t-th boosting

round, the distribution Dt(xi) on the training sample xi can be

determined as follows [10]:

, for i = 1,..., N (1)

where wt,i denotes the weight for the i-th training sample on

the t-th round. In Eq. (1), the weight values of initial

distribution, denoted as D0(xi), are set equally such that

D0(xi) = 1/N. Note that wt,i  in Eq. (1) is, in fact, computed

based on classification error associated with each training

sample (for details, please see Eq. (5)). Hence, the values of

Dt(i) increase as the likelihood of difficult samples for

classification is increased. In light of this fact, during the base

classifier generation, hard-to-classify degree for each sample

has been measured by directly using the values of Dt(i).

As described in Fig. 2, data resampling [14] underpinning

AdaBoost learning is performed to form a resampled subset

(denoted by Tt) − which is a selectively sampled from the set

T. It is important to note that parameter  is

devised for the formation of the Tt, aiming to adjust the level

of weakness of base classifiers. For this, a resampled subset

Tt is formed in the following way:

(2)

where  is a function that returns a rank (order) index of

Dt(xi), assuming that values of Dt(xi), i = 1,..., N, are sorted in

the descending order on the interval 

and N denotes the total number of training samples. Note

that Eq. (2) means that a resampled subset is constructed by

selecting (r × 100)% hardest training samples, according to

the distribution Dt(i). The amount of samples contained in Tt

is therefore directly proportional to the value of r such that

. 

The rationale behind the use of r is that referring to [37,

38], increasing the size of the training set generally leads to

improved classification performance of classifier learning

algorithms. In particular, in classification applications (e.g.,

in mammography) where a large number of different features

are often used, and the decision rule is complex, it has been

reported that there is stronger tendency that classification

performances improve as the number of training samples

becomes large [9]. Based on the aforementioned fact, it is

reasonable to assume that a smaller/larger r value will

equivalently lead to a weak/strong (i.e., more/less accurate)

base classifier, given the same classifier model. The best

classification performance was achieved when r was set

between 0.4 and 0.6. 

Let  be a base classifier trained with the m-th

feature representation fm and the t-th resample subset Tt.

Without loss of generality, we assume that the outputs of the

ht,m span the space in the range of [0, 1] such that ht,m : F × Tt

→ [0,1]. It should be noted that main focus of our base

learning is on the application of classifier models (such as

SVM) into our proposed multiple classifier framework,

rather than feature extraction using dimensionality reduction

techniques such as Principal Component Analysis (PCA)

[14]. In this context, ht,m should be built by using the

classifier models suited for implementing AdaBoost framework.

Also note that ht,m (m = 1,..., K) are produced by combining

data resampling and K different feature representations of the

same input. The underlying idea behind this approach is that

various and different feature representations make different

characteristics apparent and a mass object ambiguous in one

representation may be clearly recognizable in another different

representation [12, 39]; hence, it should be understood that

the use of multiple feature representations allows increasing

diversity between base classifiers in the sense that they do

not make coincident errors [40].

Among ht,m(m = 1,..., K), a best base classifier ht (for each

round t) for classifying weighted training samples is determined

by selecting a best feature representation as follows:

(3)

and

(4)

where  represents the weighted classification error produced

by . Using Eq. (3), among K individual base classifiers

− each trained with a particular feature representation, we

select a best base classifier ht that yields the most accurate

results on a weighted training set.

Based on the classification error of a best base classifier ht

(generated at t-th round), weight at (t + 1)-th round for each

training sample xi can be updated as follows [15]:

(5)

 and εt is the corresponding classification

error associated with the ht [εt can be easily calculated by

substituting ht for ht,m shown in Eq. (4)]. In Eq. (5), the

values of weights progress towards increasing the probability

that difficult samples are being selected. This forces a best

base classifier to be generated at next round to focus on the

hard-to-classify training samples. The detailed implementation

steps of the proposed multiple classifier generation are

described in Fig. 3. 

 fm F∈

Dt xi( ) = 
wt i,

Σi 1=
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Multiple classifier fusion

Assuming that the M base classifiers are produced after

terminating the base classifier generation process described

in the aforementioned section, the weighted combination

[14, 41] is adopted to perform the fusion of multiple base

classifiers that aims at combining the M decision outputs as

is described in Fig. 2. Based on weighted combination rule,

multiple classifier fusion is performed as follows:

(6)

where  (please refer to step 2. (7) in Fig. 3 for

the definition of βt). Note that since 1/βt is monotonically

increasing as εt becomes smaller, 1/βt would be a reliable

indicator of representing the confidence (or significance)

of decision outputted by ht [10]. In Eq. (6), weights αt

are normalized values of 1/βt such that 0 < αt < 1 and

. The weights αt depend on the classifier’s

expertise in a given input instance region. Thus, the fusion

based on weights enable more competent classifiers (in terms

of accuracy) to have a greater power in making the final

decision. 

Data set and performance evaluation

The public Digital Database for Screening Mammography

(DDSM) database (DB) was in our evaluation study [42].

For data consistency purposes, all images were collected

from the same type of scanner and resolution. We chose the

scanner type Howtek 960 because a large number of cases

are digitized by this type [42]. All images collected from the

DDSM were subsampled to 200 µm and quantized to 8 bits

per pixel for computational efficiency [43]. 

To evaluate the proposed multiple classifier, the data set

was designed for assessing classification performances under

clinical CAD application (i.e., classifying suspicious ROIs

hcombined = Σt 1=

M
αt ht x( )

αt = 
1/βt

Σt 1=

M
1/βt

------------------------

Σt 1=

p
αt = 1

Fig. 3. Our proposed base classifier generation algorithm. As recommended by [14], if a best base classifier has an error rate greater than
1/2 in a trial (at each boosting round), then we reinitialize the weight distribution (for training samples) to the uniform distribution and
continue drawing samples. Note that when the weight distribution is uniform, (r × 100)% training samples per class are randomly
selected from the training set T. 
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into mass versus normal tissue). To this end, using a computer

segmentation described in previous section, a total of 2,743

ROIs were automatically generated by using 303 mammograms

collected from the DDSM. Referring to literature [4, 46], it

can be desirable that high sensitivity rate should be maintained,

prior to performing FP reduction stage. In light of this fact,

during the generation of ROIs, we chose to operate threshold,

which led to an average number of around 8.2 FPs per image

at a detection sensitivity of about 82% [46]. With this fixed

operating threshold, a total of 2,743 ROIs were automatically

generated: 246 mass and 2,497 normal tissue ROIs

As described in Fig. 1, the DDSM provides manual

annotations of the true masses presented in each image.

These annotations were considered as the ground truth in our

experiments. Using given manual annotations, a generated

ROI was determined as a true positive (mass) only if it met

the following two criteria [44, 47] (extensively used in CAD

algorithms of breast masses): (1) the centroid of a segmented

ROI region is included in the DDSM annotated area, and (2)

a segmented ROI region intersects with the true mass region

more than 25%. It is important to note that the masses with

different shapes and density found in clinical practice were

well represented in our data set by containing a wide variety

of mass shapes, margin characteristics, and breast densities.

In order to guarantee the stability of evaluating classification

approaches, we employed the most widely used 5 × 2-Fold

cross-validation (cv) [14]. 5 × 2-Fold cv consists of repeating

a two-fold cv procedure five times. In each cross-validation

run, we divided the data set into training and testing halves.

The roles are swapped at each fold to generate ten training

and testing sets, yielding the final classification accuracy

computed by averaging 10 corresponding results. In this

way, the classification accuracy was estimated reliably and in

an unbiased way. 

We used the area under the receive operating characteristic

(ROC) curve abbreviated as “AUC” [4, 45] to evaluate the

classification performance. ROC analysis evaluates the

relationship (i.e., trade-off) between the sensitivity and the

false-positive rate (FPR) at differing classification decision

thresholds. It should be noted that AUC has been most

widely used index for evaluating the overall performances of

classifiers in CAD systems [4, 45, 46]. For real-life applications,

the specificities at high sensitivity levels are important because

missing a cancer is a greater risk to patients than performing

a biopsy to assess a lesion [3, 4, 46]. To address this issue,

the normalized partial area index (pAUC) was also evaluated,

where p indicates the lowest acceptable sensitivity level.

Further details on pAUC are given in [45, 46]. In our

experiments, a sensitivity level (threshold) of 90% was

used for the computation of partial area index, denoted as

“0.9AUC”. 

RESULTS AND DISCUSSION

Evaluating classification of mass and normal tissues

The proposed multiple classifier solution was tested for

assessing its effectiveness on classifying mass versus normal

tissues. Note that nine types of features each described in

Table 1 were used as different feature representations in this

assessment [i.e., K (defined in Fig. 3) is set to 9]. As for base

classifiers, SVM which utilizes a Radial Basis Function [47]

(as kernel) and NN with the back-propagation training

algorithm [14] was used.

Herein, the main focus of our comparative study is to

investigate how well our multiple classifier system works

well with strong classifiers − rather than feature extraction

methods − in terms of improving classification performances.

From this perspective, we compared the performance of the

proposed multiple classifier against the single SVM and the

single NN [21, 22]. It should be noted that SVM and NN are

representative strong classifiers that are most commonly

used in mammography CAD algorithms [5, 22]. In our

experiment, the single SVM (or NN) classifier was constructed

using the training set (obtained using 5 × 2-Fold cv), the

same as that used to generate our proposed multiple classifier.

Also note that for the sake of fair comparison, the parameters

of the single classifiers were optimized, especially in order to

prevent over-fitting. Specifically, we employed cross-validation

approach [48] to decide an optimal number of hidden nodes

of the single NN classifier. We started with a small number

of hidden units (the starting number of hidden nodes was set

to 2 in our approach) in the network. We then selected the

optimal number of hidden nodes that lead to the best

classification accuracy on the cross-validation samples. For

the optimization of SVM classifier, we performed a so-called

“grid-search” [44] on the associated parameters of kernel

function and the regularization parameter using cross-

validation to achieve the optimal generalization performance.

After we found the best set of parameters, the whole training

set was applied to generate the single SVM classifier with

the best set of parameters. In our approach, tenfold cross-

validation was used for the optimization of the single NN

and SVM classifiers.

For comparative purposes, the best single SVM (or NN)

classifier was used. For this, we first generated the K single

classifiers (each trained with a particular feature representation

in Table 1) and the best single classifier was then selected

based on testing performances obtained using all the K single

SVM (or NN) classifiers. Note that the best single classifier

is trained with only one of the K feature representations.

Additionally, we have compared the proposed multiple

classifier with the single classifier approach using all the

available features. For this purpose, we adopted “feature-
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level” fusion strategy [50, 51] for combining complementary

information resided in different feature spaces. Specifically,

all the available feature representation vectors were concatenated

at the feature-level in the standard column order, yielding a

concatenated feature vector. These resulting concatenated

feature vectors were then applied to construct a single

classifier.

In addition, the single classifier with feature selection [8,

21] was compared with our proposed multiple classifier

method. We have implemented the single classifiers using

the stepwise feature selection (SFS) [13], extensively used

for mammographic lesion classification. Note that all the

available feature representations (in the form of concatenated

feature vector) were applied to the SFS algorithm. At each

step of the SFS procedure, one feature (or variable) is

entered into or removed from the selected feature pool by

analyzing its effect on a selection criterion [23]. Furthermore,

the single classifier with Independent Component Analysis

(ICA) feature extraction [55] was compared. To that end,

following the feature fusion using ICA proposed in [54],

each of the available feature representations described in

Table 1 was individually applied to the so-called “unmixing

matrix” [54, 55] (obtained from ICA algorithm) so as to

extract independent feature (i.e., independent components).

All independent features (extracted from all of the feature

representations in Table 1) were then fused at the feature

level, yielding “combined features”. These combined features

were used during the construction of single classifier models

(such as SVM and NN) for classification purpose.

The results are given in Fig. 4. It can be seen that the

proposed multiple classifier greatly outperforms the best

single SVM and NN classifiers, in terms of both AUC and

0.9AUC (sensitivity ≥0.9). In particular, comparing to the

best single classifier, the values of 0.9AUC significantly

Fig. 4. Comparisons of ROC curves and AUC values. For the proposed multi-classifier, the parameter ‘r’ was set to 0.4 and the number
of boosting rounds ‘T’ was set to 50. After finishing 50 boosting rounds, 49 SVM and 49 NN base classifiers were retained as the
multiple classifier members. Note that AUC value of “1” represents a perfect classification. (a) SVM base classifiers. (b) NN base
classifiers. 
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increase with about 17.5% and 29.1%, in the order of SVM

and NN, respectively. Also we can see that the results of the

proposed method are much better than those obtained for the

single classifier approach using all available the features for

both SVM and NN. In addition, looking into results in Fig. 4,

the proposed multiple classifier method achieves a better

classification performance than single classifier in conjunction

with ICA feature extraction, with around 14.6% and 10.7%

improvement in 0.9AUC for SVM and NN, respectively.

Moreover, as can be seen from Fig. 4, the proposed method

outperforms the single classifier with feature selection in

terms of AUC and 0.9AUC for both SVM and NN. In

particular, using our multiple classifier solution, classification

performance with regard to 0.9AUC can be substantially

improved with around 32.9% and 15.7% for SVM and NN,

respectively. This result indicates that our approach to find

the best feature during the generation of base classifiers is

more effective than the conventional approach (in mammo-

graphy) based on a single classifier combined with feature

selection. 

The results shown in Fig. 4 clearly demonstrate that the

proposed multiple classifier approach can be much more

effective than the previous single classifier approaches, in

terms of designing clinically relevant CAD systems that

achieve high specificity performance at high sensitivity. 

FP reduction performance on easy versus difficult

mammograms

A high proportion of dense tissues may hamper cancer

detection and recognition on mammograms by increasing the

subtlety of a lesion [1, 4], causing high recall rates in

mammography screening [1]. Thus, classifiers designed for

FP reduction in CAD are likely to face a great challenge in

differentiating mass and dense normal tissue, mainly due to

poor image contrast [52]. In this sense, we investigated the

feasibility of the proposed ensemble classifier against dense

breast cases. To this end, we organized two smaller DBs by

choosing subsets of mammograms from a total of 303

mammograms. The first subset contained the 171 mammo-

grams with density rating of ‘1’ or ‘2’ (i.e., fatty or scattered

fibroglandular densities) according to BIRADS categories;

it will be referred to as the “easy” mammogram cases.

The second subset consisted of 132 mammograms with

density rating of ‘3’ or ‘4’ (i.e., heterogeneously dense

or extremely dense). We called this DB the “difficult”

mammogram cases.

To eliminate any potential variation (as much as possible)

in measured performance of the classifier method, we

randomly selected 2/3 mammogram cases from the full

database (i.e., all 303 mammograms) and then divided these

chosen cases into training and validation halves (each used

for ensemble generation and ensemble selection) using

5 × 2-Fold cv. The aforementioned process (including both

random partition and 5 × 2-Fold cv) is repeated 20 times to

guarantee stable experimental results. On the other hand, two

testing sets (so-called “easy” and “difficult” mammogram

cases) were always fixed for all cross-validation runs, which

allows evaluating the proposed method with respect to the

type of “easy” and “difficult” cases used for testing. Also,

during the generation of ROIs via the computer segmentation,

we chose operating thresholds which led to an average

number of 6.11 FPs and 9.89 FPs per image at initial

detection sensitivity of about 83.63% and 78.03%, for “easy”

and “difficult” mammogram cases, respectively.

Fig. 5 shows the distribution of the FP rate (number of FPs

per image) and its FP reduction on respective “easy” and

“difficult” case groups with different number of FPs. As can

be seen in Fig. 5, compared to the best single classifier, our

multiple classifier approach allows for achieving better FP

reduction performance. In particular, a much bigger FP

reduction can be made on “difficult” cases; the overall

average FP rate is reduced as much as 69.57% (from 9.89 to

3.01 per image) by using the proposed method at only the

cost of 5.91% sensitivity loss (from 78.03% to 72.12%),

while it can only be reduced for 30.84% (from 9.89 to 6.84

per image) by using the best single classifier with the same

sensitivity loss. This observation is a very encouraging result,

considering that since the dense breast usually has higher

risk of cancer incidences, and higher FP detections, as well

as higher false-negative detections [1, 4], alleviating the FP

problem of dense mammogram cases may have a bigger

impact on cancer screening with CAD. 

Fig. 6 shows some mammography examples of FP reduction

results. It can be observed that compared to using the best

single classifier, the number of FPs in both heterogeneously

and extremely dense cases (i.e., “difficult” cases) is greatly

Fig. 5. Distribution of average FP rate and its FP rate reduction on
“easy” and “difficult” case groups each with loss of 6.09% and
5.91% sensitivity rate induced by performing classification for the
purpose of FP reduction.
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reduced by using the proposed method while true masses are

well preserved (kept). 

Based on all results presented in this section, the effectiveness

of the proposed approach is much more significant for

challenging mammogram cases. The main reason for much-

improved performance can be explained as follows. The

proposed multiple classifier generation can be viewed as a

process of finding the best feature representation to train a

local learner that specializes in correctly classifying mass

instances (patterns) resided in a particular local decision

space. For this reason, the proposed method allows hard-to-

classify mass instances coming from dense mammogram

cases to be handled by some base classifier members that

specialize for correct classification on those difficult

instances. This means that our multiple classifier approach

could provide more expressive power in correctly determining

the complex and arbitrary decision boundaries (induced by

hard-to-classify mass instances), which would be difficult to

reach with only a single classifier.

Effect of parameters 

Note that there are two important parameters affecting

classification performance of the proposed multiple classifier

scheme: 1) data resampling parameter “r” described in Figs. 3

Fig. 6. Examples of mammograms for demonstrating the effectiveness of our proposed multiple classifier approach in terms of reducing
the number of FPs. Note that the examples on the left side are shown for the case of using the best single SVM classifier, while the
examples on the right side are for the proposed multiple classifier approach. Also note that true masses are indicated by white colored
arrows in all mammograms, while the others are FP regions. (a) Fatty. (b) Heterogeneously dense. (c) Extremely dense. 



260 Biomed Eng Lett (2015) 5:251-262

and 2) the number of boosting rounds denoted as “T” (or the

number of retained base classifiers denoted as M). In this

section, experimental analysis has been performed to examine

how the classification performance is influenced by these

two factors. 

Fig. 7 shows the variation in testing classification performance

with respect to changes in value r. Note that in Fig. 7, the

performance of the best single SVM (or NN) classifier is

referred to as baseline performance. Also, in Fig. 7, the

weakest and strongest base classifiers are assumed to be

produced when r = 0.1 and r = 1, respectively. From Fig. 7,

three common observations can be made as follows: (1)

classification performance is optimal (or nearly optimal) for

values of r in the range of [0.4, 0.6] for both SVM and NN;

this result justifies the advantage of using r for adjusting

weakness of base classifiers; (2) classification performance

can be significantly deteriorated when base classifiers are

considered to be too weak (i.e., when r = 0.1 or r = 0.2); (3)

the results also validate the robustness (tolerance) to a certain

extent, against variations in value of r, since the classification

performance for proposed multiple classifier is always better

than the classification performance for baseline method

unless the value of r falls below 0.3.

Figs. 8a and 8b show the training and testing classification

performance as a function of M for SVM and NN, respectively.

Training classification performance for both SVM and NN

continues to increase as M becomes large, and quickly levels

off. Considering testing performance, it seems to generally

improve as M increase up to a particular number and repeat

increasing and decreasing, and finally converges to nearly

same constant value. In Fig. 8, testing performance for SVM

and NN is maximized at corresponding M = 35 and M = 41,

each of which is smaller than the total number of retained

base classifiers. This result indicates that in practical application,

just sequentially adding the classifier to current multiple

classifier system may not always guarantee improvement in

testing performance [53]. To resolve this issue, classifier

selection solutions [53] could be used in our multiple

classifier framework to effectively choose base classifiers for

further improving testing performance. This work should be

Fig. 7. Classification performances of the proposed multiple classifier as a function of parameter ‘r’. The graphs on the left side
correspond to SVM base classifier, while those on the right side to NN base classifier. 

Fig. 8. Training and testing classification performance as a function of M. In each plot, “cross mark” represents the maximum testing
performance, as obtained for a particular value of M less than the total number of retained base classifiers. (a) SVM. (b) NN.
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considered out of scope for the current paper and, therefore,

has been left as future research. 

CONCLUSIONS

We developed a new multiple classifier framework with an

application to improve classification of breast masses on

mammograms in Computer-aided detection (CAD) systems.

Differing from the existing multiple classifier methods, we

proposed the combined use of different feature representations

(of the same instance) and data resampling to generate more

diverse and accurate base classifiers. Another distinct

characteristic is to select the best base classifier (and/or best

feature representation) at each boosting round − yielding the

most accurate results on a weighted training set. In addition,

to overcome a weak learner limitation of boosting-like multi-

classifier learning, we developed a simple but effective

mechanism that regulates the degree of weakness of the base

classifiers by adjusting the size of a resampled set. This

allows our proposed multiple classifier framework to be

generalized to work with strong classifiers extensively used

in mammography CAD systems.

In this paper, the generation of base classifiers together

with different kinds of features is restricted to using

classification accuracy on a weighted training set. This may

lead to some of the selected base classifiers that do not make

a contribution (to a certain extent) to the multiple classifier

system in terms of maximizing generalized classification

performance. This may be mainly attributed to the fact that

the classification outputs of some base classifiers (chosen)

are highly correlated with those obtained from other base

classifiers. To resolve this problem, for future work, we will

extend our work by incorporating base classifier selection

scheme into our proposed multiple classifier system, aiming

to emphasize interaction and cooperation among individual

base classifiers. The goal of base classifier selection is to find

the best subset from a whole set of generated base classifiers,

not just to maximize classification accuracy, but also to

maximize diversity [14, 53] (i.e., minimize co-linearity)

between individual base classifiers built using different kinds

of features. To this end, we will develop a novel selection

criterion, which is designed for making optimal balance

between the classification accuracy and diversity [14, 53]

during the generation of base classifiers. This is expected to

yield better generalized classification performance.
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