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Abstract
Objective This study evaluates the accuracy and adequacy of Chat Generative Pre-trained Transformer (ChatGPT) in 
responding to common queries formulated by primary care physicians based on their interactions with diabetic patients in 
primary healthcare settings.
Methods Thirty-two frequently asked questions were identified by experienced primary care physicians and presented sys-
tematically to ChatGPT. Responses underwent evaluation by two endocrinology and metabolism physicians which utilized 
a 3-point Likert scale for accuracy (1, inaccurate; 2, partially accurate; 3, accurate) and a 6-point Likert scale for adequacy 
(1, completely inadequate to 6, completely adequate). Questions were categorized into groups including general information, 
diagnostic processes, treatment procedures, and complications.
Results The median accuracy score was 3.0 (IQR, 3.0–3.0), and the adequacy score was 4.5 (IQR, 4.0–5.8). None of the 
questions received an inaccurate rating, and the lowest accuracy score assigned by both evaluators was 3. Significant agree-
ment was observed between the evaluators, demonstrated by a weighted κ of 0.61 (p < .0001) for accuracy and substantial 
agreement with a weighted κ of 0.62 (p < 0.0001) for adequacy. The Kruskal–Wallis tests revealed no statistically significant 
differences among the groups for both accuracy (p = .71) and adequacy (p = .57).
Conclusions ChatGPT demonstrated commendable accuracy and adequacy in addressing diabetes-related queries in primary 
healthcare.
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Introduction

Diabetes mellitus, a chronic disease, affects approximately 
10.5% of the global population, with its prevalence steadily 
increasing [1]. Disease management advocates a person-
alized treatment paradigm involving active collaboration 
between patients and healthcare professionals, delineating 
specific responsibilities for each [2, 3]. The awareness and 
knowledge depth of patients regarding this complex con-
dition exhibit a direct and significant correlation with the 

effectiveness of disease management [4]. Thus, acquiring 
comprehensive knowledge about diabetes emerges as an 
inevitable prerequisite for achieving successful therapeutic 
outcomes.

Primary healthcare institutions serve as the initial point 
of contact for many patients with diabetes, playing a pivotal 
role in their healthcare journey [5]. Understanding the con-
cerns and questions frequently raised by these individuals 
is indispensable for enhancing the quality of care provided.

In the contemporary landscape, artificial intelligence 
applications have evolved into widely used and easily acces-
sible sources of information [6]. Patients, on occasion, uti-
lize these applications to inquire about their illnesses and 
health conditions [7, 8]. It has been observed that patients 
benefit from such applications in several ways by gaining 
insights into their conditions, managing treatment through 
reminders, dosage instructions, and information about side 
effects, and also by asking questions in a conversational 
manner [7, 8]. The aim of our study is to scrutinize the 
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accuracy and adequacy of responses provided by the artifi-
cial intelligence program Chat Generative Pre-trained Trans-
former (ChatGPT) to the most common questions posed by 
patients with diabetes attending primary healthcare institu-
tions, thereby contributing to establishing a bridge between 
primary healthcare and artificial intelligence (AI).

Materials and methods

Study design

Experienced primary care physicians who had worked in 
primary healthcare institutions were involved in the study. 
These physicians were tasked with identifying the most fre-
quently asked questions by diabetic patients seeking assis-
tance at primary healthcare facilities.

Following the establishment of the list, the identi-
fied 32 questions were formulated and systematically 
presented to ChatGPT by primary care physicians in 
English, an artificial intelligence program (https:// chat. 
openai. com) (GPT3.5, Nov 12, 2023 version). ChatGPT 
version 3.5 was chosen for its accessibility to all users 
recognizing that the latest versions of such technologies 
may not be universally accessible. Each question was 
presented to ChatGPT twice to assess the reproducibil-
ity of responses for the same question, and the recorded 
responses were recorded for further analysis. The tem-
perature of the model for sampling responses was set to a 
default value of 0.7 for ChatGPT 3.5, following common 
practices in natural language processing tasks.

The responses recorded from ChatGPT were subjected to 
assessment by two independent endocrinology and metabo-
lism physicians. The evaluation process employed a scoring 
system, considering both accuracy and adequacy as primary 
criteria. In this study, accuracy is defined as the extent to 
which ChatGPT’s responses align with accurate medical 
information and guidelines recognized in the field of dia-
betes management. Adequacy, on the other hand, refers to 
the extent to which ChatGPT’s responses meet the infor-
mational needs of diabetes patients in a primary healthcare 
setting, providing sufficiently detailed and understandable 
information to support their understanding and management 
of their condition. The responses were graded according to 
the international guideline of the American Diabetes Asso-
ciation Professional Practice Committee, Standards of Care 
in Diabetes 2024. The scoring scale encompassed a range of 
values, the accuracy scale was a 3-point Likert scale (with 
1 indicating inaccurate; 2 partially accurate; and 3 accu-
rate). Additionally, the adequacy scale was a 6-point Lik-
ert scale (with 1 indicating completely inadequate; 2 more 
inadequate than adequate; 3 approximately equal adequate 
and inadequate; 4 more adequate than inadequate; 5 nearly 

all adequate; and 6 completely adequate). Furthermore, the 
questions were categorized into four distinct groups: general 
information, diagnostic process, treatment process, and com-
plications of diabetes mellitus. An examination was under-
taken to assess whether there were discernible differences in 
both accuracy and adequacy exhibited by ChatGPT across 
these delineated question categories. This systematic scoring 
approach was employed to derive an evaluation of Chat-
GPT’s efficacy in responding to the identified queries posed 
by patients with diabetes in a primary healthcare context.

Statistical analyses

IBM SPSS Statistics version 25.0 software was used for 
data analyses. Outcome scores were presented in a descrip-
tive manner, including median [interquartile range (IQR)] 
values and mean [standard deviation (SD)] values, and 
were subjected to group-wise comparisons using either the 
Mann–Whitney U test or the Kruskal–Wallis test (SPSS, 
version 25). Inter-rater concordance was assessed employ-
ing the weighted κ statistic across the entire spectrum of 
scores, ranging from 1 to 3 for accuracy and 1 to 6 for ade-
quacy. Responses to the repeated queries were subjected to 
comparison using the Wilcoxon signed rank test in order to 
assess reproducibility. A significance threshold of p < 0.05 
was deemed indicative of statistical significance.

Results

In this study, artificial intelligence addressed frequently 
asked questions about diabetes mellitus in routine primary 
care practice. Subsequently, two physicians working in endo-
crinology and metabolism assessed and scored the provided 
answers (Table 1). Sample ChatGPT responses to the ques-
tions are presented in Figs. 1 and 2.

For all 32 questions examined, the median average accu-
racy score was 3.0 (interquartile range, 3.0–3.0), suggest-
ing a consistently accurate performance. The average mean 
(standard deviation) score of 2.8 (0.3) fell within the range 
between accuracy and partial accuracy (Table 2).

Regarding adequacy, the average median score was 4.5 
(interquartile range, 4.0–5.8), indicating a level between 
more adequate than inadequate and nearly all adequate. The 
mean (standard deviation) score of 4.6 (1.0) further supports 
this assessment (Table 3).

Reproducibility test demonstrated that the responses 
to the original and repeated questions did not differ sig-
nificantly in terms of both accuracy and adequacy (with 
respective p values of 0.2 and 0.43 determined by the Wil-
coxon signed-rank test). The responses to repeated ques-
tions garnered a median accuracy score of 3 (IQR, 2.5–3.0; 
mean [SD] score, 2.9 [0.1]) and a median adequacy score 

https://chat.openai.com
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of 4.5 (IQR, 3.5–5.8; mean [SD] score, 4.7 [1.0]). While 
there were differences in how sentences were structured 
and some minor changes, there were no significant altera-
tions in content found among the responses. The scores 
given by the evaluators in the second assessment varied by 
a maximum of 1 point. Notably, the only question where 
the adequacy median score changed by up to 1 point was 
question 22 (“What is HbA1c?”). In the second evaluation, 
ChatGPT provided more detailed information compared to 

the initial evaluation, stating that the normal HbA1c level 
in the general population should be below 5.7, explained 
that HbA1c reflects the average blood glucose level over 
the past 3 months due to the 120-day lifespan of erythro-
cytes, and offered more detailed information about its for-
mation through glycation. These additional details contrib-
uted to a higher adequacy rating in the second assessment. 
Similarly, in terms of accuracy, the only question where 
the median score changed by up to 1 point was question 29 

Table 1  Questions and average 
accuracy and adequacy scores 
given by doctors to the AI’s 
 answersa

a AI indicates artificial intelligence
b The accuracy scale was a 3-point Likert scale (with 1 indicating inaccurate; 2 partially accurate; and 3 
accurate)
c The adequacy scale was a 6-point Likert scale (with 1 indicating completely inadequate; 2 more inad-
equate than adequate; 3 approximately equal adequate and inadequate; 4 more adequate than inadequate; 5 
nearly all adequate; and 6 completely adequate)

Questions Accuracy 
 scoreb

Ade-
quacy 
 scorec

What is diabetes mellitus? 3 5
How is diabetes mellitus diagnosed? 3 4.5
How many types of diabetes mellitus are there? 2.5 4
How is the differentiation made between Type 1 and Type 2 diabetes mellitus? 3 5.5
What causes diabetes mellitus? 3 5.5
Is diabetes mellitus genetic, and can it be passed on to my children? 3 6
Can diabetes mellitus be prevented? 3 6
What are the symptoms of diabetes mellitus? 3 6
Is diabetes mellitus permanent? 3 6
Can diabetes mellitus be treated? 3 5
What is the treatment for diabetes mellitus? 2 3
Should every diabetic patient use insulin? 2.5 3
Is insulin usage mandatory for Type 1 diabetes? 3 3
Can insulin be discontinued for Type 1 diabetes? 3 4
What is a diabetic diet? 3 4.5
Should exercises be done for diabetes mellitus, and if so, how should exercise be 

implemented?
3 4

What are the medications for diabetes mellitus? 3 5.5
What are the side effects of diabetes medications? 3 6
Can diabetes medications be stopped later on? 2 4
What should be the fasting blood sugar level for a diabetic patient? 3 4
What should be the postprandial blood sugar level for a diabetic patient? 3 4
What is HbA1c? 3 6
What should be the HbA1c level for a diabetic patient? 3 4
Which organs does diabetes mellitus affect? 3 5
What are the complications of diabetes mellitus? 3 5.5
What can be done to prevent complications of diabetes mellitus? 3 6
Is there a diabetes surgery? 2 3
How often should a diabetic patient visit the doctor? 3 4
Should blood sugar measurements be done at home, and if yes, how often? 3 3.5
Can a diabetic patient fast? 3 3
Does diabetes mellitus hinder childbirth? 3 6
In which situations should a diabetic patient seek emergency care? 2.5 3.5
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Fig. 1  ChatGPT response to the 
question “How is diabetes mel-
litus diagnosed?”

Fig. 2  ChatGPT response to the 
question “Is diabetes mellitus 
genetic, and can it be passed on 
to my children?”



International Journal of Diabetes in Developing Countries 

(“Should blood sugar measurements be done at home, and 
if yes, how often?”). In the second evaluation, ChatGPT 
emphasized the importance of blood sugar measurement 
during changes in medical treatment for type 2 diabetes, 
which was not mentioned in the initial evaluation. This 
additional information led to a higher accuracy rating in 
the second assessment.

Significant agreement was observed between the evalua-
tors, demonstrated by a weighted κ of 0.61 (p < 0.0001) for 
accuracy and substantial agreement with a weighted κ of 
0.62 (p < 0.0001) for adequacy.

Evaluator #1 assigned the highest accuracy score (3.0) 
to 29 questions (90.6%), while 3 questions (9.4%) received 
a partially accurate score (2.0). In contrast, evaluator #2 
awarded the highest accuracy score (3.0) to 26 questions 
(81.3%), with 6 questions (18.8%) deemed partially accu-
rate (2.0). It is noteworthy that both evaluators assigned the 
lowest accuracy score of 2.0, and none of the questions were 
rated as inaccurate.

Regarding adequacy, evaluator #1 scored the answers 
to 12 questions (37.5%) as completely adequate, 8 (26.1%) 
as adequate, and 8 (25%) as approximately equal adequate 
and inadequate. On the other hand, evaluator #2 scored the 
answers to 8 questions (25%) as completely adequate, 9 
(28.1%) as nearly all adequate, 10 (31.3%) as more ade-
quate than inadequate, and 5 (15.6%) as approximately equal 
adequate and inadequate.

The lowest adequacy score assigned by both evaluators 
was 3. Notably, none of the questions were scored as inad-
equate or more inadequate than adequate. A modest cor-
relation between accuracy and adequacy was observed, as 
evidenced by a Spearman correlation coefficient (r) of 0.53 
(p < 0.01; α = 0.002) for all questions, indicating a positive 
but not strong relationship between the two variables.

Questions were categorized into groups such as general 
information, diagnostic process, treatment process, and com-
plications of diabetes mellitus. The average median accu-
racy scores for these groups were 3.0 (interquartile range, 

Table 2  Scoring  accuracya and comparing responses generated by artificial intelligence based on categorization into question groups

The Kruskal–Wallis (> 2 variables) tests were used for non-parametric variables. p values less than 0.05 were considered statistically significant.
a The accuracy scale was a 3-point Likert scale (with 1 indicating inaccurate; 2 partially accurate; and 3 accurate).

General information Diagnostic process Treatment process Complications of DM Total p value

Rater 1
  Median (IQR) 3.0 (3.0–3.0) 3.0 (3.0–3.0) 3.0 (3.0–3.0) 3.0 (2.5–3.0) 3.0 (3.0–3.0) 0.78
  Mean (SD) 2.9 (0.2) 3.0 (0.0) 2.9 (0.3) 2.8 (0.4) 2.9 (0.2)

Rater 2
  Median (IQR) 3.0 (3.0–3.0) 3.0 (3.0–3.0) 3.0 (2.0–3.0) 3.0 (2.5–3.0) 3.0 (3.0–3.0) 0.69
  Mean (SD) 2.8 (0.3) 3.0 (0.0) 2.7 (0.4) 2.8 (0.4) 2.8 (0.3)

Average score
  Median (IQR) 3.0 (3.0–3.0) 3.0 (3.0–3.0) 3.0 (2.5–3.0) 3.0 (2.5–3.0) 3.0 (3.0–3.0) 0.71
  Mean (SD) 2.8 (0.3) 3.0 (0.0) 2.8 (0.3) 2.8 (0.4) 2.8 (0.3)

Table 3  Scoring  adequacya and comparing responses generated by artificial intelligence based on categorization into question groups

The Kruskal–Wallis (> 2 variables) tests were used for non-parametric variables, and data were given median (minimum–maximum). p values 
less than 0.05 were considered statistically significant.
a The adequacy scale was a 6-point Likert scale (with 1 indicating completely inadequate; 2 more inadequate than adequate; 3 approximately 
equal adequate and inadequate; 4 more adequate than inadequate; 5 nearly all adequate; and 6 completely adequate).

General information Diagnostic process Treatment process Complications of DM Total p value

Rater 1
  Median (IQR) 5.5 (4.0–6.0) 4.0 (3.25–5.5) 4.0 (3.0–6.0) 4.0 (3.5–5.5) 4.5 (3.2–6.0) 0.62
  Mean (SD) 5.0 (1.2) 4.2 (1.2) 4.4 (1.3) 4.4 (1.1) 4.6 (1.2)

Rater 2
  Median (IQR) 5.0 (4.2–6.0) 4.5 (4.0–5.7) 4.0 (4.0–6.0) 4.0 (3.5–4.5) 5.0 (4.0–5.7) 0.37
  Mean (SD) 4.9 (1.0) 4.7 (0.9) 4.5 (1.1) 4.0 (0.7) 4.6 (1.0)

Average score
  Median (IQR) 5.2 (4.1–6.0) 4.0 (4.0–5.5) 4.0 (3.5–6.0) 4.0 (3.5–5.0) 4.5 (4.0–5.8) 0.57
  Mean (SD) 4.9 (1.1) 4.5 (1.0) 4.5 (1.2) 4.2 (0.9) 4.6 (1.0)
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2.6–3.0), 3.0 (IQR, 2.2–3.0), 3.0 (IQR, 3.0–3.0), and 3.0 
(IQR, 3.0–3.0), respectively. Correspondingly, the average 
mean [SD] scores were 2.8 [0.3], 2.75 [0.5], 2.8 [0.3], and 
3.0 [0.0], respectively. The Kruskal–Wallis test (p = 0.71) 
revealed no statistically significant differences among the 
groups, indicating comparable accuracy across various ques-
tion types (Table 2).

Similarly, for questions grouped into general information, 
diagnostic process, treatment process, and complications 
of diabetes mellitus, the average median adequacy scores 
were 5.25 (IQR, 4.1–6.0), 4.0 (IQR, 4.0–5.4), 4.0 (IQR, 
3.5–6.0), and 4.0 (IQR, 3.5–5.0), respectively. The average 
mean [SD] scores were 4.9 [1.1], 4.5 [1.0], 4.5 [1.2], and 
4.2 [0.9], respectively. The Kruskal–Wallis test (p = 0.57) 
indicated no statistically significant differences among the 
groups, signifying consistent adequacy across various ques-
tion types (Table 3).

In summary, the results suggest that there are no major 
differences in the accuracy and adequacy of artificial intel-
ligence-generated answers among different question-type 
groups.

Discussion

This study is of significance as it investigates the adequacy 
of artificial intelligence programs in meeting the needs of 
patients seeking primary healthcare services. It also con-
tributed to the comprehensive understanding of prevalent 
concerns among diabetic patients in primary care settings. 
Furthermore, the study stands as one of the limited exami-
nations assessing the accuracy and efficacy of artificial 
intelligence programs in the diagnosis and management of 
diabetes.

In this study, it was determined that the artificial intel-
ligence program ChatGPT generally provided accurate 
and adequate responses to questions from diabetic patients 
attending primary healthcare institutions. Numerous inves-
tigations in the literature have addressed this particular 
subject. In a study conducted by Sagstad et al. in Norway, 
ChatGPT was found to provide answers to 88.51% of ques-
tions related to gestational diabetes mellitus; however, the 
accuracy and adequacy of the responses were not evaluated 
[9]. In our study, ChatGPT demonstrated the capability to 
respond to all posed questions. Similar to our study, Hernan-
dez and colleagues found in their investigation that ChatGPT 
provided appropriate responses to 98.5% of the 70 ques-
tions related to diabetes [10]. However, the questions were 
not categorized, and additionally, they were not evaluated 
for adequacy. In another study where five expert physicians 
examined 12 questions answered by ChatGPT, it was once 
again determined that the questions were responded to with 

high accuracy [11]. In the investigation by Mondal et al., 
which explored lifestyle-related diseases, including diabetes 
among 20 cases, questions were posed to ChatGPT. The pro-
gram was observed to analyze the cases with high accuracy 
and proficiency. Consequently, it has been suggested that 
patients could utilize ChatGPT in situations where they can-
not access medical professionals [12].

In the study conducted by Meo and colleagues, responses 
provided by ChatGPT to multiple-choice questions derived 
from textbooks regarding diabetes were examined. The 
results indicated that ChatGPT outperformed another artifi-
cial intelligence program, Google Bard, but still accurately 
answered only 23 out of 50 multiple-choice questions [13]. 
Therefore, it was reported that, at this stage, it is not suitable 
for the use of medical students and requires further improve-
ment. At this point, similar to our study, it might be consid-
ered that information is more useful for patients rather than 
medical professionals. Additionally, in studies comparing 
ChatGPT responses with guideline recommendations, the 
artificial intelligence program did not exhibit significant suc-
cess. For instance, in a study where 20 questions about the 
assessment and treatment of obesity in type 2 diabetes mel-
litus were posed, the compatibility of ChatGPT responses 
with the American Diabetes Association and American 
Association of Clinical Endocrinology guidelines was 
examined. Evaluation of the answers revealed good align-
ment with guideline recommendations in the assessment 
section but insufficient alignment in the treatment section. 
Consequently, it was emphasized that ChatGPT should not 
be used as a substitute for healthcare professionals [14]. In 
another study, the synthesis and adaptation ability of Chat-
GPT regarding diabetic ketoacidosis were assessed based on 
three different guidelines. The artificial intelligence applica-
tion was reported to be not very successful in this regard, 
highlighting the necessity of careful interpretation and veri-
fication of content generated by artificial intelligence in the 
medical field [15]. It is evident that despite the promising 
results demonstrated by ChatGPT in providing accurate and 
adequate responses to diabetes-related queries, it is crucial to 
emphasize that the use of artificial intelligence programs by 
patients to self-manage their illnesses or medical conditions 
can lead to potentially harmful outcomes. Disease manage-
ment processes should be strictly overseen and conducted 
by medical professionals. The guidance and expertise of 
healthcare providers are essential to ensure safe and effective 
treatment and to mitigate risks associated with self-diagnosis 
and self-treatment.

Diabetes self-management and education (DSME) 
have been consistently reported as an indispensable fac-
tor in improving patient outcomes in numerous studies 
[4, 16–18]. Hildebrad et al.’s meta-analysis demonstrated 
a significant reduction in A1C levels as a result of DSME 
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interventions [17]. Furthermore, a review of 44 studies 
revealed that DSME contributes to behavioral improve-
ment and significant enhancement in clinical outcomes for 
patients. However, it was emphasized that the individualiza-
tion of education methods is crucial [18]. In our study, while 
contemplating the successful implementation of DSME by 
artificial intelligence programs, we acknowledge that the 
constraint of uniformity and standardization in responses, 
regardless of individuals’ educational and cultural levels, 
poses a limiting factor.

The main limitation of our study and a key challenge 
with artificial intelligence programs is the variability in 
responses based on question formulation. The variability of 
questions posed by patients due to differences in their abil-
ity to articulate queries may lead to disparate responses. 
This study did not systematically analyze how variations in 
question structure or wording might influence ChatGPT’s 
responses. Exploring how responses vary with different 
formulations presents a valuable area for future research, 
highlighting both the limitations of our current study and 
potential directions for further investigation. Another 
point is that while the responses generated by ChatGPT 
are evaluated by healthcare professionals, it remains uncer-
tain whether these responses will have the same impact 
on the primary target audience, namely patients. As a 
result, patients may not fully benefit from accurate and 
sufficient information which was observed in such stud-
ies. To address this, multicenter studies encompassing 
diverse sociocultural backgrounds, educational levels, and 
languages should be conducted in the future, wherein data 
evaluating healthcare professionals are also assessed by 
patients. By involving patients in the evaluation process, 
we can gain valuable insights into the practical effective-
ness and usability of ChatGPT as a tool for patient educa-
tion and support in managing diabetes mellitus.

Our study has some other limitations that warrant con-
sideration. Despite implementing a systematic scoring 
approach, the inherent subjectivity in using Likert scales to 
assess the accuracy and adequacy of ChatGPT’s responses 
introduces a potential source of variability. Individual 
perceptions and biases can affect the ratings, impacting 
the consistency and reliability of the results. This vari-
ability limits the generalizability of the findings, even 
with the significant agreement observed between evalua-
tors. Additionally, the temporal restriction of ChatGPT’s 
knowledge to 2022 imposes limitations on the timeliness 
and inclusiveness of the information it offers, potentially 
overlooking recent developments in diabetes research 
and treatment modalities. Another limitation of the study 
is that the use of ChatGPT version 3.5, may not repre-
sent the full capabilities of newer versions. As ChatGPT 
evolves, it is essential to assess how updates and newer 
versions impact the quality of responses. Future studies 

should compare results across different versions to evalu-
ate improvements in response quality. This will include 
both objective evaluations, using standardized benchmarks 
and automated metrics, and patient-referenced evaluations, 
gathering feedback from diabetic patients on clarity, rel-
evance, and usability. This longitudinal approach will help 
determine whether advancements in the model enhance its 
accuracy, adequacy, and overall usefulness in providing 
diabetes-related information. Another point is that while 
our study utilized questions derived from common queries 
encountered by primary care physicians to reflect real-
world scenarios, incorporating more complex and nuanced 
questions would offer a more thorough evaluation of the 
model’s capabilities and limitations. Finally, the evalua-
tion of questions by endocrinologists instead of primary 
care physicians may not fully capture the perspectives and 
priorities of primary care patients, thereby potentially 
overlooking aspects crucial to meeting the needs of indi-
viduals at the primary care level.

Conclusions

The study evaluated the accuracy and adequacy of artifi-
cial intelligence, exemplified by ChatGPT, in responding 
to queries that healthcare professionals created based on 
their experiences of caring for people with diabetes mel-
litus. The program provided a notable in addressing a spec-
trum of questions across categories encompassing general 
information, diagnostic processes, treatment procedures, 
and complications related to diabetes mellitus. The posi-
tive outcomes underscore its potential value in supplement-
ing patient education and supporting disease management 
within primary healthcare settings, emphasizing the need for 
further research to address existing limitations and explore 
the lasting impact of AI applications in enhancing healthcare 
outcomes. However, it is crucial to emphasize that the use 
of artificial intelligence programs by patients to self-manage 
their illnesses or medical conditions can lead to potentially 
harmful outcomes given current conditions and existing sci-
entific evidence. Disease management processes should be 
strictly overseen and conducted by medical professionals.
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