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Abstract

This study involves an artificial intelligence approach in the optimization of hydrothermal liquefaction (HTL) of biomass
feedstock. A Decision Support System (DSS) was developed using machine learning algorithms. Dataset from published work
and unpublished dataset from the authors’ research team were used in this study. The Pearson correlation matrix was generated
for a training dataset of 400. Bio-oil yield showed a high positive correlation of %C, %H of biomass and temperature, and
catalysts loading in the HTL process. A high negative correlation was seen among %O, %moisture, and %ash with yield.
Weighted ranks were assigned to the influential parameters and predictions were made for optimum HTL process parameters
for a testing dataset of 20. To validate the DSS output, laboratory experiments were carried out and the results showed more than
94% accuracy with the predicted data. The machine learning-based optimization method is more suitable for a highly parameter-

oriented process like HTL of biomass.
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1 Introduction

An alternative source of energy attracts attention due to the
scarcity of energy resources [1]. Energy sources such as wind
energy, solar energy, nuclear energy, geothermal energy, hy-
drogen gas, tidal energy, biomass energy, and biofuels were
considered non-depleting sustainable energy sources. Various
studies were being carried out on these energy sources to find
the efficient extraction of energy. Computational models
using fuzzy and artificial intelligence approach were applied
in wind energy generation [2-5].
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Among these energy resources, biomass and biofuels are
the instantaneous sources of energy compared with other men-
tioned sources [6]. Biomass feedstock comprises purpose-
grown crops, residues of crops, wood, algae, fatty acids, edi-
ble plant oils, and wastes from sewage, and food [7].
Choosing appropriate input feedstock and process conditions
from the wide range of source of biomass claims a strong
knowledge [8].

The thermo-chemical conversion process was the most pre-
ferred common technique to derive valuable products from
waste biomass. Hydrothermal process, pyrolysis, and hydro-
deoxygenation are the most preferred methods used to pro-
duce liquid hydrocarbons from waste. The hydrothermal pro-
cess has three classifications based on the desire of product
such as hydrothermal liquefaction (HTL), hydrothermal gasi-
fication (HTG), and hydrothermal carbonization (HTC) [9].
The HTL process was preferred to convert wet biomass into
bio-oil under moderate temperature (200-380 °C), pressure
(5-20 MPa), and time (15-60 min).

Various wet biomasses like microalgae, wood biomass,
agriculture waste, sewage sludge, etc. are converted into bio-
oil through the HTL process. Biomass undergoes numerous
reactions like hydrolysis, oxidation, reduction, depolymeriza-
tion, dehydration, deoxygenation, and repolymerization [10].
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It was hard to predict the route of the mechanism since it
undergoes multiple reactions. Apart from multiple reactions,
HTL has multiple parameters like biomass composition (car-
bon, hydrogen, nitrogen, sulfur, oxygen, moisture, ash, etc.),
and experimental conditions (temperature, time, pressure, cat-
alyst load, solvent-biomass ratio, etc.) which decide the prod-
uct quantity and quality (bio-oil, bio-char, calorific value,
etc.). So far researchers have used response surface method-
ology (RSM) to predict the responses between the indepen-
dent variables on bio-oil yield. Since HTL has multiple pa-
rameters, RSM has its own restriction towards the number of
independent variables to be compared for better bio-oil yield.

Intelligent computational models bridge the gap between
conventional research methodologies and modern methodol-
ogies by providing the ability of optimization for improved
experimental results [11-15]. Intelligent soft computing
models provide high accuracy compared with hard computing
systems [16—19]. Thus, novel computational methods need to
be brought into research to predict the accurate HTL response.
Though various optimization algorithms [12, 20, 21] are avail-
able in forecast and prediction of output, machine learning
algorithms—based Artificial Intelligence Systems [14, 17,
22-24] would be a suitable alternative.

Machine learning makes the systems learn autonomously
from the inputs given to it and learn to improve the efficiency
based on the change in parameters. Machine learning algo-
rithms were applied in various disciplines depending upon
the applications [25]. Osarogiagbon et al. [26] have applied
machine learning algorithms for identifying hazardous events
in petroleum industry. Detailed methodologies of machine
learning were reported [27] for assessing the performance of
building structural designs. Machine learning and data mining
combo were applied [28] for the application of manufacturing
industries. Another application of machine learning was
discussed in [29] emphasizing the significance of machine
learning in chemical heuristics. The meta-algorithmic ap-
proach was suggested [30] to predict the climatic change in
geographical regions and provided a machine learning method
for proper urban planning. Numerical analysis and investiga-
tion of machine learning optimization techniques were applied
in measuring the strength of shear connectors [11, 31-35].

Neuro fuzzy systems (NFS)—a combination of fuzzy logic
and neural networks—work based on the rules specified dur-
ing initialization of the system. NFS were implemented in
[36-39] to find the strength of shears. Since NFS works only
based on the rules, topological change makes the algorithm
weaker [16]. An artificial neural network (ANN) tries to pre-
tend the biological behavior of the human brain. Applications
of ANNSs include recognizing patterns of a specific environ-
ment [40—45], where supervised machine learning algorithms
such as random forest and support vector machine (SVM)
solve the problems present in accessing huge data clustering
and classification [22, 46—49]. Random forest approach
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produced improved accuracy in classification and prediction
compared with SVM [50]. Random forest approach generates
a decision tree for classification and regression from the given
training data set. Multivariate random forest (MVRF) creates
an enhanced multi-set of classification of nonlinear dataset
features from the given training dataset [51]. Retrieving mean-
ingful information from the largely classified multi-dataset
requires complex ranking methods for a decision-making sys-
tem. The rank aggregation strategy computes weightage based
on the distances between the sub-queries from the dataset
available and results in the rank by combining multiple sub-
query results.

In this study, a novel Decision Support System (DSS) was
proposed to obtain the optimal bio-oil yield from the given
biomass and to optimize the HTL process parameters. The
exclusive “Supervised Multivariate Random Forest
(SMVRF)” classifier function and weighted rank aggregation
(WRA) function were developed using Python programming.
The SMVREF function classifies the nonlinear biomass train-
ing dataset and stores classified results in the cloud repository
for further access. The WRA function assigns weights to the
liquefaction features based on the nearest weight distance and
results in the aggregated ranks for the features. The Decision
Vector Block (DVB) 1 and 2 were created to access data from
the cloud repository and act as an interface with SMVRF and
WRA functions. Based on the ranks obtained for features,
DVB?2 suggests the bio-oil yield and HHV.

Using DSS in optimization of process-specific yield and
quality of the product obtained is the main novelty involved
in this study. Most of the other studies report data trend
models based on regression fits. These models were further
used to predict responses for any given variable counts. In this
study, emphasis was given to important variables based on
ranking system. Instead of considering a simple regression
system, this study used weighted rank—based decision-
making process. When multiparameter-dependent processes
like HTL were analyzed using machine algorithm, it is impor-
tant to consider ranked parameters rather than considering all
the variables. This DSS algorithm considers this important
point and programs were written accordingly to consider the
weights and to take smart decisions.

2 Materials and methods
2.1 Biomass characterization

The biomasses used in this study were cultivated and/or col-
lected within SSN College of Engineering campus, Chennai,
Tamil Nadu, India. The collected biomass was dried and
ground into a fine powder. The biomass characteristics such
as %C, %H, %N, %0, %moisture, and %ash were determined
and used as input parameters. The moisture content (ASTM,
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2006) and ash content (ASTM, 1995) of collected biomasses
were analyzed as per ASTM standards. The elemental analysis
(carbon, hydrogen, nitrogen, sulfur, and oxygen) was estimat-
ed using an elemental analyzer (Perkin-Elmer 2400 series
CHNS analyzer).

2.2 Hydrothermal liquefaction

The collected biomasses were individually liquefied in a hy-
drothermal reactor (4598, Parr reactor). The reactor is made up
of stainless steel with 250-mL capacity and is comprised of an
auto temperature controller unit. The leftover residues in the
reactor in between each experiment were washed with water at
400 °C for 4 h. Precisely, 15 g of biomass (various feedstock
used in this study) was heated at varying temperatures of 200—
340 °C for 1 h with 200 mL of solvent (ethanol, water, and
acetone). The reactions were performed at the nitrogen atmo-
sphere (5 MPa) and the reactor stirred at 720 rpm. After the
HTL experiments, the reactor was allowed to cool down and
the gaseous products were collected in airtight bags. Later,
dichloromethane (DCM) was used to collect bio-oil from the
dark brown slurry obtained. The excess DCM in the bio-oil
was removed and bio-oil was concentrated using a rotary
evaporator. The bio-oil yield was estimated using Eq. (1).

Mass of bio—oil (g)
Mass of biomass (g)

Bio—oil yield (wt%) = x 100 (1)

2.3 Machine learning methods

Data pertaining to the biomass characteristics, HTL process
conditions, and bio-oil yield with its HHV value were collect-
ed from previously published reports [52—62]. This study was
carried out with three modules (Fig. 1): (i) biomass input and
processing module, (ii) liquefaction module, and (iii) yield
prediction module. New biomass input features were com-
pared with the training set data stored in the repository with
the help of the SMVRF function. Classified results from
SMVRF were fed as an input to the liquefaction module
through the Decision Vector Block (DVB) 1. WRA for each
liquefaction was created and given as input to the DVB2. The
predicted optimum bio-oil yield and HHV were displayed and
saved in the repository via DVB2.

The training dataset contains features of biomass such as
%C, %H, %N, %0, % M, and %ash which were extracted
from the “.csv” (comma-separated values) file format and giv-
en as an input to the SMVRF function developed in “Python
programming”; the “Pandas” library package was used for
processing data and the “Numpy” library package was used
to compute the features stored as multidimensional array
values.

This function generates missing value if any by the nearest
neighbor method [63]. The SMVRF function was designed
with 6 features of biomass and 5 features of the liquefaction
module and creates a subset %C = {C;, C,, Cs, ....Ci}, where
Cy, Gy, Cs, ....Ci were the integer array variables assigned for
%C. Similarly, variables were assigned for other biomass fea-
tures (%H, %N, %0, %M, and %ash). The liquefaction fea-
tures have the subset of integer array for T, P, t, and Sb (T,
temperature; P, pressure; t, time; Sb-S/B (solvent-biomass ra-
tio)) and label variables for CL and Sol (CL, catalyst; Sol,
solvent). Classified feature variables were stored in the cloud
repository. This function would assign variables autonomous-
ly for additional feature inclusion if necessary to the dataset.

DVB handles the input queries of the test data, transfers the
query to the SMVREF subsets, and collects the similarity fea-
ture variables from the training dataset. WRA assigns weights
for each feature variable in the liquefaction block and the
aggregate rank was generated based on the weights of each
feature.

In this study, 400 training dataset were created and tested
with 20 test datasets. Weights for each test datasets were
assigned with WRA, the distance between the WRA in each
multivariate subset were calculated using the Euclidean
Distance algorithm [64] and cross-validated with the training
dataset, and the final results were generated.

3 Results and discussion

3.1 Influence of biomass characteristics on bio-oil
yield and higher heating value

Biomass characteristics such as %C, %H, %N, %0, %mois-
ture, and %ash were considered in this study as these are the
main influencing factors in the yield and characteristics of
the bio-oil. Figure 2 represents the consolidated statistical
trend of the input dataset used in this study. Two output
responses %Y and HHV were compared for the 6 aforemen-
tioned biomass characteristics. It is evident that %C, %H,
and %N have a positive influence on %Y and HHV, where-
as %0, %moisture, and %ash were indirectly proportional to
%Y and HHV. Many previous reports used in this study are
strongly supporting this trend. Ulva prolifera had carbon
(46.2%), hydrogen (7.4%), nitrogen (3%), and oxygen
(43.2%) content and upon liquefaction resulted in
26.7 wt% of bio-oil yield [65]. Liquefaction of castor resi-
due comprised carbon (43.59%), hydrogen (5.56%), nitro-
gen (4.69%), and oxygen (46.16%) content resulting in
21.2 wt% of bio-oil yield [66]. Carbon and hydrogen are
the main elements that form most of the hydrocarbons avail-
able in bio-oil. Hence, their presence in a higher proportion
of the biomass is always favorable. The higher the internal
oxygen, the lower will be the yield and quality of bio-oil,

@ Springer



1216 Biomass Conv. Bioref. (2023) 13:1213-1222

Training
Data

Biomass
Test data

SMVRI-T S SVRE-n

e Te®e )
“ Repository
o e @ e (v ]
e Eefm)
®“ . Bio-oil yield

)

gl

4

Y%

< ‘
Clf\=z

%
g
A

Ej

(@) @) O
3 s 5 g
Te@eE)

=

Fig. 1 Workflow diagram of Decision Support System (DSS) used in this study
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Fig. 2 Consolidated statistical trend of input parameters against %Y and HHV used in this study
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presence of catalyst increases the bio-oil yield with less solid
residue formation [67].

3.2 Correlation between variables

Analyzing the correlation between various parameters (both
biomass characteristics and liquefaction conditions) and their
statistical significance is highly important in deciding the
weighted ranks by the WRA function. Figure 3 shows the
Pearson correlation matrix between various parameters.

The carbon content in the biomass was correlated to %Y
(p<0.01) with a coefficient value of 0.468. This shows that
%C is the main influencing factor of %Y. Similarly, %O was
correlated to %Y (p<0.01) with a coefficient of —0.526. The
negative correlation shows that the increase in %O consider-
ably reduces the bio-oil yield. In HTL process conditions,
temperature, catalyst loading, and time were correlated posi-
tively with p<0.01 and coefficient values of 0.454, 0.089, and
0.129, respectively. Temperature and %C correlated positive-
ly with a coefficient value of 0.716 (p<0.05). This shows that
for an increasing amount of %C in biomass, the HTL temper-
ature must be maintained high for higher bio-oil yield.

Furthermore %H also correlated positively (p<0.05) with
temperature (coefficient: 0.678). %Y was also positively cor-
related to %N, catalyst loading, and time (p<0.05) with coef-
ficient values of 0.580, 0.089, and 0.129, respectively. All
these trends are similar to the consolidated statistical trend of
input dataset and reports published in previous studies.
Recently, SundarRajan et al. (2020) liquefied Scenedesmus
abundans at a reaction temperature of 350 °C and the resulted
bio-oil yield was 35.5 wt%. Similarly, another researcher lig-
uefied Nannochloropsis biomass at a reaction temperature of
250 °C which resulted in 31.4 wt% of bio-oil and 5.3 wt% of

bio-char yield [58]. Also, liquefaction of Chlorella vulgaris
biomass resulted in 41.1 wt% of bio-oil yield at a reaction
temperature of 350 °C.

3.3 Weighted rank aggregation of parameters

In a total number of 11 parameters (6 biomass, 5 liquefaction),
the WRA algorithm gave weighted ranks for each aggregate
and the final ranking was given as cumulative weightage. As
per the ranking system, Rank 1 was given to the most
influencing parameter based on bio-oil %Y and HHV.
Figure 4 presents the frequency histogram of the parameters
ranked (1 to 6) most significant.

These 6 parameters are statistically highly influential com-
pared to the other 5 parameters. These parameters mostly de-
cide %Y and HHV values. As discussed in the previous sec-
tions, %C is highly important with the first weightage rank
373 times in the 400 training datasets. Also, %O and %A
ranked 2 and 3 with a frequency of 357 and 358, respectively.

An increase in oxygen content of bio-oil will trigger an
increase in viscosity and a decrease in the HHV of bio-oil
[59, 68]. The presence of high oxygen content in bio-oil also
leads to bio-oil aging as it was stored in metal containers [69].
Oxygen content in bio-oil will initiate condensation and ester-
ification reactions if the bio-oil is stored for a longer duration
resulting in water impurity formation and thus reduce the
HHYV of bio-oil [70]. High carbon content and hydrogen con-
tent in bio-oil were due to the presence of hydrocarbons, es-
ters, and aromatic compounds. They provide stability to bio-
oil over time and temperature. Few volatile compounds may
evaporate but the carbon content of bio-oil will not change
much [57]. Biomass with high ash content will lead to a higher
amount of bio-char formation [55, 56].

Fig. 3 Pearson correlation matrix
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Fig. 4 Frequency histogram plot
of weighted rank aggregation
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WRA algorithm works based on the Euclidean distance
comparison analogy. Each dataset was compared to find the
distance between each similar parameter, and if the distance
was found to be the same, a similar ranking weightage was
given; if not the ranking weightage was calculated based on
the nearest distance parameter. This was repeated “n” times
based on the iterations and all the 400 training dataset were
run in this algorithm “z” times. The results generated after “n”
iterations were fed to the DVB2 and stored in the repository.

3.4 Prediction of optimum parameters

The core decision-making part of this system is DVB2. To
optimize HTL process conditions, a set of 20 data were given
as testing input. At the initial stage of the DSS workflow, the
input biomass characteristics of the testing dataset were cor-
related with derived trends stored in the cloud repository.
Based on the comparison, weightage ranks were given to the
DVB2. In DVB2, the optimum HTL process parameter data
trend was compared with freshly derived trends and residuals
were calculated. The derivation was repeated “n” times until
the optimum values for a given bio-oil yield were similar to
that of an input testing dataset. Once the residual fit was sat-
isfactory, the predicted optimum parameter dataset was stored
in the repository as another training dataset. From this opti-
mum HTL parameter dataset, %Y and HHV values were cal-
culated by DSS and given as output.

Figure 5 shows the residual plots derived for 5 numerical
parameters of the HTL process. From the figure, it is evident
that except catalyst loading, all other parameters fit well with
95% confidence levels. This may be due to the complexity of
predicting catalyst loading when a theoretical parameter type
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of catalyst should be decided arbitrarily in the initial steps. The
higher R* values of the other 4 parameters showed that the
DSS prediction of optimum parameters fit well with actual
parameters. Also, it is noted that the DSS will predict the
optimum HTL parameters from any given biomass character-
istic parameter input when bio-oil yield can be fixed by the
user.

3.5 Validation of Decision Support System

The HTL process parameters predicted by DSS were validated
using laboratory experiments and the results are shown in
Table 1. Ten various biomass feedstocks were considered
for validation experiments and their biomass characteristics
were given as input in DSS. The derived optimum parameters
were set in laboratory experiments and %Y and HHV values
of obtained bio-oil were determined. Similarly, the DSS also
predicted %Y and HHV values of each biomass-derived bio-
oil. % accuracy values were calculated by Eq. 2:

Actual%Y ~Predicted%Y
Actual

Y%Accuracy = 100—( X 100> (2)

From the table, it is evident that (i) HTL temperature in-
creased considerably when biomass had high carbon content.
(i1) DSS as selected catalysts and solvents based on training
dataset and catalyst loading and S/B ratio were predicted for
the selected compound. (iii) %Y decreased for Sargassum
tenerrimum due to its high %0 (56.2) and %ash (24.5). (iv)
%Y was low for Chlorella vulgaris, castor residue, Cypress
wood, and pinewood due to their higher moisture content
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(10.2, 10.8, 11.2, and 18.4, respectively). (v) For Amphiroa
fragilissima, the bio-oil yield was reduced due to higher %ash
(17.6). (vi) All the predicted results were more than 94% ac-
curate with the actual %Y and HHV.

3.6 Validation of targeted DSS model

A targeted DSS model predicts the optimum HTL parameters
for the %Y value required by the user. Five biomass feed-
stocks (Scenedesmus obliquus, Scenedesmus abundans,
Chlorella vulgaris, Sargassum tenerrimum, and Prosopis
Jjuliflora) were chosen from the previous validation study.
The bio-oil yield target was set to 35%. Experiments were
carried out with DSS predicted HTL process parameter values
and %Y values were determined. On comparing with the tar-
get value, all the results showed a %accuracy of more than

95%. This shows the robustness and suitability of DSS in the
optimization of HTL.

4 Conclusion

This study used a machine learning approach—based artificial
intelligence tool named as Decision Support System (DSS) to
optimize the hydrothermal liquefaction process of various bio-
mass feedstocks. Four hundred dataset were used as training
data and 20 were used as testing data. Pearson matrix showed
a high correlation between %C and %H with %Y. Ranks were
given based on weightage. %C was found out to be the most
influential factor. More than 94% of accuracy was seen in the
results that were predicted. About 95% accuracy was achieved
for targeted optimization. This system is highly suitable for
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£ the optimization of HTL process parameters based on biomass
3 characteristics.
< RATEEEED I T e B i B B B
® & FIITF&EELA
Supplementary Information The online version contains supplementary
E N L8RI22RRAALST material available at https://doi.org/10.1007/s13399-020-01233-8.
Zls|l2 2n ot eans - - .
El2 |92 £338938a389s Authors’ contributions ¢ Conceptualization: PV Gopirajan, KP Gopinath
* Methodology: PV Gopirajan, KP Gopinath, and G Sivaranjani
e |2 2R T o ase » Experimental investigations: PV Gopirajan, G Sivaranjani, and J
s (W o N AN AN N AN AN AN A A Arun
'§ =l gle v - wx o Writing: PV Gopirajan, KP Gopinath, and J Arun
flwrl<|& 83388388 K  Funding acquisition: KP Gopinath and G Sivaranjani
'é Data availability Not applicable.
= o
2 T fZEZZfZZ%c 00 Compliance with ethical standards
2 2
g £ Conflict of interest The authors declare no conflicts of interest.
Q Q
- ;3 ;3 g ;3 g ggggg Code availability Not applicable.
A m mE2A@om=EzEEz2
S
= =
@) o <+ = n AN A References
o > 2 a2
) am g ER=ERs S Sz 1. WangQ, Liu Y (2020) India’s renewable energy: new insights from
= % 2RI E % Q2 Q2 multi-regional input output and structural decomposition analysis. J
© O Z2NO0OaRauUMmMMU Clean Prod 124230:124230. https://doi.org/10.1016/j.jclepro.2020.
= 124230
g E e e o w oo oo aea. 2. Petkovié D, Cojbasic Z, Nikoli¢ V, Shamshirband S, Mat Kiah ML,
% - O 8 Y — © © O O —~ — Anuar NB, Abdul Wahab AW (2014) Adaptive neuro-fuzzy max-
S| o imal power extraction of wind turbine with continuously variable
- ; § transmission. Energy 64:868-874. https://doi.org/10.1016/j.energy.
sl gl 2 FIRLIIFL LY 2013.10.094
= Q
7§ ug —~ 3. Nikoli¢ V, Miti¢ VV, Koci¢ L, Petkovi¢ D (2017) Wind speed
'§ % 8 S g8g8s8s8s88g8¢g parameters sensitivity analysis based on fractals and neuro-fuzzy
S|l =1 & A A AT T T AEAAN selection technique. Knowl Inf Syst 52:255-265. https://doi.org/10.
é < O gawm e 1007/510115-916-1006:0
g I S oo I =9t 4 o 4. Petkovi¢ D, Cojbasi¢ Z, Nikoli¢ V (2013) Adaptive neuro-fuzzy
& ° - approach for wind turbine power coefficient estimation. Renew
e = G 28 =03 Sust Energ Rev 28:191-195. https:/doi.org/10.1016/j.rser.2013.
5] = A AN = O — O 0 = — o~ 07.049
< .
2 o 8 Lo T TR A —g 5. Mohammad M, Hossein N, Meldi S, Shariati M (2014) An evolu-
- ERRS S m 88 &geE tionary fuzzy modelling approach and comparison of different
§ g - methods for shear strength prediction of high-strength concrete
Q — — 1 7 . . 3
g 5| & 2 23 pac g puc oz = beams without stirrups. Smart Struct Syst 14:785-809. https://doi.
€| g org/10.12989/SSS.2014.14.5.785
al s | = w <o Yo~ 6. AliS, Shafique O, Mahmood S, Mahmood T, Khan BA, Ahmad I
2 g & = mY o s = s e ¥ (2020) Biofuels production from weed biomass using nanocatalyst
e g ) —~ N Mo T NN~ technology. Biomass Bioenergy 139:105595. https://doi.org/10.
glml s T AT IIER 1016/j.biombioe.2020.105595
§ “ g 7. Sen KY, Baidurah S (2021) Renewable biomass feedstocks for
“’:’ .é‘ § 3 .§ production of sustainable biodegradable polymer. Curr Opin
2l & 5 2 é S 4 Green Sustain Chem 27:100412. https://doi.org/10.1016/j.cogsc.
| g 5228 B 2020.100412
“ 3 2 2 3 & § s & B2 9 .
g g E § s ‘é‘ s 8 & E g = 8. Gokcol C, Dursun B, Alboyaci B, Sunan E (2009) Importance of
Z| 2 é 2 8 = 3 2 § § € g 8 biomass energy as alternative to other sources in Turkey. Energy
2| £ 523 fgs-55¢°¢ Policy 37:424-431. https://doi.org/10.1016/j.enpol.2008.09.057
ﬁ % = ;)3 % (czs E :2) § é’ g E 9. Jain A, Balasut?ramanian R, Sriniyasan MP (201§) Hydrotherrpal
- conversion of biomass waste to activated carbon with high porosity:
=] 2 a review. Chem Eng J 283:789-805. https://doi.org/10.1016/j.ce;j.
) —~ QT v o~ oo = 2015.08.014

@ Springer


https://doi.org/10.1007/s13399-020-01233-8
https://doi.org/10.1016/j.jclepro.2020.124230
https://doi.org/10.1016/j.jclepro.2020.124230
https://doi.org/10.1016/j.energy.2013.10.094
https://doi.org/10.1016/j.energy.2013.10.094
https://doi.org/10.1007/s10115-016-1006-0
https://doi.org/10.1007/s10115-016-1006-0
https://doi.org/10.1016/j.rser.2013.07.049
https://doi.org/10.1016/j.rser.2013.07.049
https://doi.org/10.12989/SSS.2014.14.5.785
https://doi.org/10.12989/SSS.2014.14.5.785
https://doi.org/10.1016/j.biombioe.2020.105595
https://doi.org/10.1016/j.biombioe.2020.105595
https://doi.org/10.1016/j.cogsc.2020.100412
https://doi.org/10.1016/j.cogsc.2020.100412
https://doi.org/10.1016/j.enpol.2008.09.057
https://doi.org/10.1016/j.cej.2015.08.014
https://doi.org/10.1016/j.cej.2015.08.014

Biomass Conv. Bioref. (2023) 13:1213-1222

1221

10.

11.

12.

13.

14.

15.

16.

17.

19.

20.

21.

22.

23.

24.

25.

26.

Toor SS, Rosendahl L, Rudolf A (2011) Hydrothermal liquefaction
of biomass: a review of subcritical water technologies. Energy 36:
2328-2342. https://doi.org/10.1016/j.energy.2011.03.013

Petkovi¢ D (2017) Prediction of laser welding quality by computa-
tional intelligence approaches. Optik (Stuttg) 140:597—600. https:/
doi.org/10.1016/j.ijle0.2017.04.088

Shariat M, Shariati M, Madadi A, Wakil K (2018) Computational
Lagrangian multiplier method by using for optimization and sensi-
tivity analysis of rectangular reinforced concrete beams. Steel
Compos Struct 29:243-256. https://doi.org/10.12989/scs.2018.29.
2243

Zandi Y, Shariati M, Marto A et al (2018) Computational investi-
gation of the comparative analysis of cylindrical barns subjected to
earthquake. Steel Compos Struct 28:439-447. https://doi.org/10.
12989/s¢5.2018.28.4.439

Petkovi¢ D, Jovic S, Anicic O, Nedic B, Pejovic B (2016)
Analyzing of flexible gripper by computational intelligence ap-
proach. Mechatronics 40:1-16. https://doi.org/10.1016/;.
mechatronics.2016.09.001

Zhenyan L, Hamid S, Zainah I et al (2019) Computational and
experimental analysis of beam to column joints reinforced with
CERP plates. Steel Compos Struct 30:271-280. https://doi.org/10.
12989/SCS.2019.30.3.271

Vieira J, Mota A (2004) Neuro-fuzzy systems : a survey neuro-
fuzzy systems: a survey

Toghroli A, Suhatril M, Ibrahim Z, Safa M, Shariati M,
Shamshirband S (2018) Potential of soft computing approach for
evaluating the factors affecting the capacity of steel-concrete com-
posite beam. J Intell Manuf 29:1793—-1801. https://doi.org/10.
1007/s10845-016-1217-y

Gavrilovié S, Deni¢ N, Petkovi¢ D, Zivi¢ NV, Vujici¢ S (2018)
Statistical evaluation of mathematics lecture performances by soft
computing approach. Comput Appl Eng Educ 26:902-905. https:/
doi.org/10.1002/cae.21931

Milovancevi¢ M, Nikoli¢ V, Petkovic D, Vracar L, Veg E, Tomic
N, Jovi¢ S (2018) Vibration analyzing in horizontal pumping ag-
gregate by soft computing. Meas J Int Meas Confed 125:454-462.
https://doi.org/10.1016/j.measurement.2018.04.100

Ali Z-N, Mahdi S, Elnaz S (2018) Dynamic mix design optimiza-
tion of high-performance concrete. Steel Compos Struct 29:67-75.
https://doi.org/10.12989/SCS.2018.29.1.067

Katebi J, Shoaei-parchin M, Shariati M, Trung NT, Khorami M
(2020) Developed comparative analysis of metaheuristic optimiza-
tion algorithms for optimal active control of structures. Eng Comput
36:1539-1558. https://doi.org/10.1007/s00366-019-00780-7
Sadeghipour CE, Zandi Y, Shariati M et al (2018) Application of
support vector machine with firefly algorithm for investigation of
the factors affecting the shear strength of angle shear connectors.
Smart Struct Syst 22:413-424. https://doi.org/10.12989/SSS.2018.
224413

Thoi TN, Fazli SA, Yousef Z et al (2019) Moment-rotation predic-
tion of precast beam-to-column connections using extreme learning
machine. Struct Eng Mech 70:639-647. https://doi.org/10.12989/
SEM.2019.70.5.639

Mahdi S, Thoi TN, Karzan W et al (2019) Estimation of moment
and rotation of steel rack connections using extreme learning ma-
chine. Steel Compos Struct 31:427—435. https://doi.org/10.12989/
SCS.2019.31.5.427

Schmidt J, Marques MRG, Botti S, Marques MAL (2019) Recent
advances and applications of machine learning in solid-state mate-
rials science. npj Comput Mater 5. https://doi.org/10.1038/s41524-
019-0221-0

Osarogiagbon AU, Khan F, Venkatesan R, Gillard P (2021)
Review and analysis of supervised machine learning algorithms
for hazardous events in drilling operations. Process Saf Environ
Prot 147:367-384. https://doi.org/10.1016/j.psep.2020.09.038

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

Sun H, Burton HV, Huang H (2021) Machine learning applications
for building structural design and performance assessment: state-of-
the-art review. J Build Eng 33:101816. https://doi.org/10.1016/j.
j0be.2020.101816

Dogan A, Birant D (2021) Machine learning and data mining in
manufacturing. Expert Syst Appl 166:114060. https://doi.org/10.
1016/j.eswa.2020.114060

George J, Hautier G (2020) Chemist versus machine: traditional
knowledge versus machine learning techniques. Trends Chem.
https://doi.org/10.1016/j.trechm.2020.10.007

Milojevic-Dupont N, Creutzig F (2021) Machine learning for geo-
graphically differentiated climate change mitigation in urban areas.
Sustain Cities Soc 64:102526. https://doi.org/10.1016/j.scs.2020.
102526

Shahabi SEM, Ramli Sulong NH, Shariati M et al (2016)
Numerical analysis of channel connectors under fire and a compar-
ison of performance with different types of shear connectors sub-
jected to fire. Steel Compos Struct 20:651-669. https://doi.org/10.
12989/s¢5.2016.20.3.651

Khorramian K, Maleki S, Shariati M et al (2017) Numerical anal-
ysis of tilted angle shear connectors in steel-concrete composite
systems. Steel Compos Struct 23:67-85. https://doi.org/10.12989/
$¢s.2017.23.1.067

Sinaei H (2011) Numerical investigation on exterior reinforced con-
crete beam-column joint strengthened by composite fiber reinforced
polymer (CFRP). Int J Phys Sci 6:6572—6579. https://doi.org/10.
5897/ijps11.1225

Sedghi Y, Zandi Y, Shariati M et al (2018) Application of ANFIS
technique on performance of C and L shaped angle shear connec-
tors. Smart Struct Syst 22:335-340. https://doi.org/10.12989/sss.
2018.22.3.335

Shariati M, Ramli Sulong NH, Shariati A, Kueh ABH (2016)
Comparative performance of channel and angle shear connectors
in high strength concrete composites: an experimental study. Constr
Build Mater 120:382-392. https://doi.org/10.1016/j.conbuildmat.
2016.05.102

Mansouri I, Shariati M, Safa M, Ibrahim Z, Tahir MM, Petkovi¢ D
(2019) Analysis of influential factors for predicting the shear
strength of a V-shaped angle shear connector in composite beams
using an adaptive neuro-fuzzy technique. J Intell Manuf 30:1247—
1257. https://doi.org/10.1007/s10845-017-1306-6

Safa M, Shariati M, Ibrahim Z et al (2016) Potential of adaptive
neuro fuzzy inference system for evaluating the factors affecting
steel-concrete composite beam’s shear strength. Steel Compos
Struct 21:679-688. https://doi.org/10.12989/SCS.2016.21.3.679
Nikoli¢ V, Petkovi¢ D, Lazov L, Milovanéevi¢ M (2016) Selection
of the most influential factors on the water-jet assisted underwater
laser process by adaptive neuro-fuzzy technique. Infrared Phys
Technol 77:45-50. https://doi.org/10.1016/j.infrared.2016.05.021
Petkovi¢ D, Gocic M, Trajkovic S, Milovancevi¢ M, Sevi¢ D
(2017) Precipitation concentration index management by adaptive
neuro-fuzzy methodology. Clim Chang 141:655-669. https:/doi.
0rg/10.1007/s10584-017-1907-2

Petkovi¢ D, Nikoli¢ V, Miti¢ VV, Koci¢ L (2017) Estimation of
fractal representation of wind speed fluctuation by artificial neural
network with different training algorithms. Flow Meas Instrum 54:
172—-176. https://doi.org/10.1016/j.flowmeasinst.2017.01.007
Nayak SR, Mishra J, Palai G (2018) An extended DBC approach by
using maximum Euclidian distance for fractal dimension of color
images. Optik (Stuttg) 166:110—115. https://doi.org/10.1016/j.ijleo.
2018.03.106

Shariati A, Schumacher T, Ramanna N (2015) Eulerian-based vir-
tual visual sensors to detect natural frequencies of structures. J Civ
Struct Heal Monit 5:457—468. https://doi.org/10.1007/s13349-015-
0128-5

@ Springer


https://doi.org/10.1016/j.energy.2011.03.013
https://doi.org/10.1016/j.ijleo.2017.04.088
https://doi.org/10.1016/j.ijleo.2017.04.088
https://doi.org/10.12989/scs.2018.29.2.243
https://doi.org/10.12989/scs.2018.29.2.243
https://doi.org/10.12989/scs.2018.28.4.439
https://doi.org/10.12989/scs.2018.28.4.439
https://doi.org/10.1016/j.mechatronics.2016.09.001
https://doi.org/10.1016/j.mechatronics.2016.09.001
https://doi.org/10.12989/SCS.2019.30.3.271
https://doi.org/10.12989/SCS.2019.30.3.271
https://doi.org/10.1007/s10845-016-1217-y
https://doi.org/10.1007/s10845-016-1217-y
https://doi.org/10.1002/cae.21931
https://doi.org/10.1002/cae.21931
https://doi.org/10.1016/j.measurement.2018.04.100
https://doi.org/10.12989/SCS.2018.29.1.067
https://doi.org/10.1007/s00366-019-00780-7
https://doi.org/10.12989/SSS.2018.22.4.413
https://doi.org/10.12989/SSS.2018.22.4.413
https://doi.org/10.12989/SEM.2019.70.5.639
https://doi.org/10.12989/SEM.2019.70.5.639
https://doi.org/10.12989/SCS.2019.31.5.427
https://doi.org/10.12989/SCS.2019.31.5.427
https://doi.org/10.1038/s41524-019-0221-0
https://doi.org/10.1038/s41524-019-0221-0
https://doi.org/10.1016/j.psep.2020.09.038
https://doi.org/10.1016/j.jobe.2020.101816
https://doi.org/10.1016/j.jobe.2020.101816
https://doi.org/10.1016/j.eswa.2020.114060
https://doi.org/10.1016/j.eswa.2020.114060
https://doi.org/10.1016/j.trechm.2020.10.007
https://doi.org/10.1016/j.scs.2020.102526
https://doi.org/10.1016/j.scs.2020.102526
https://doi.org/10.12989/scs.2016.20.3.651
https://doi.org/10.12989/scs.2016.20.3.651
https://doi.org/10.12989/scs.2017.23.1.067
https://doi.org/10.12989/scs.2017.23.1.067
https://doi.org/10.5897/ijps11.1225
https://doi.org/10.5897/ijps11.1225
https://doi.org/10.12989/sss.2018.22.3.335
https://doi.org/10.12989/sss.2018.22.3.335
https://doi.org/10.1016/j.conbuildmat.2016.05.102
https://doi.org/10.1016/j.conbuildmat.2016.05.102
https://doi.org/10.1007/s10845-017-1306-6
https://doi.org/10.12989/SCS.2016.21.3.679
https://doi.org/10.1016/j.infrared.2016.05.021
https://doi.org/10.1007/s10584-017-1907-2
https://doi.org/10.1007/s10584-017-1907-2
https://doi.org/10.1016/j.flowmeasinst.2017.01.007
https://doi.org/10.1016/j.ijleo.2018.03.106
https://doi.org/10.1016/j.ijleo.2018.03.106
https://doi.org/10.1007/s13349-015-0128-5
https://doi.org/10.1007/s13349-015-0128-5

1222

Biomass Conv. Bioref. (2023) 13:1213-1222

43.

44,

45.

46.

47.

48.

49.

50.

5L

52.

53.

54.

55.

56.

57.

Shariati A, Schumacher T (2015) Oversampling in virtual visual
sensors as a means to recover higher modes of vibration. AIP
Conf Proc 1650:1717-1721. https://doi.org/10.1063/1.4914793
Mohammad M, Hossein N, Meldi S, Mahdi S (2013) Identification
of a suitable ANN architecture in predicting strain in tie section of
concrete deep beams. Struct Eng Mech 46:853-868. https://doi.org/
10.12989/SEM.2013.46.6.853

Ali T, Mohammad M, Meldi S et al (2014) Prediction of shear
capacity of channel shear connectors using the ANFIS model.
Steel Compos Struct 17:623-639. https://doi.org/10.12989/SCS.
2014.17.5.623

Shamshirband S, Petkovic D, Javidnia H, Gani A (2015) Sensor
data fusion by support vector regression methodology - a compar-
ative study. IEEE Sensors J 15:850-854. https://doi.org/10.1109/
JSEN.2014.2356501

Shamshirband S, Petkovi¢ D, Amini A, Anuar NB, Nikoli¢ V,
Cojbasi¢ Z, Mat Kiah ML, Gani A (2014) Support vector regression
methodology for wind turbine reaction torque prediction with
power-split hydrostatic continuous variable transmission. Energy
67:623-630. https://doi.org/10.1016/j.energy.2014.01.111
Petkovi¢ D, Shamshirband S, Saboohi H, Ang TF, Anuar NB,
Rahman ZA, Pavlovi¢ NT (2014) Evaluation of modulation trans-
fer function of optical lens system by support vector regression
methodologies - a comparative study. Infrared Phys Technol 65:
94-102. https://doi.org/10.1016/j.infrared.2014.04.005

Xu X, Liang T, Zhu J, Zheng D, Sun T (2019) Review of classical
dimensionality reduction and sample selection methods for large-
scale data processing. Neurocomputing 328:5-15. https://doi.org/
10.1016/j.neucom.2018.02.100

Lei C, Deng J, Cao K, Xiao Y, Ma L, Wang W, Ma T, Shu C (2019)
A comparison of random forest and support vector machine ap-
proaches to predict coal spontaneous combustion in gob. Fuel
239:297-311. https://doi.org/10.1016/j.fuel.2018.11.006

Swanson RK, Xu R, Nettleton D, Glatz CE (2012) Proteomics-
based, multivariate random forest method for prediction of protein
separation behavior during cation-exchange chromatography. J
Chromatogr A 1249:103—114. https://doi.org/10.1016/j.chroma.
2012.06.009

Bhaskar T, Sera A, Muto A, Sakata Y (2008) Hydrothermal
upgrading of wood biomass: influence of the addition of K2CO3
and cellulose/lignin ratio. Fuel 87:2236-2242. https://doi.org/10.
1016/j.fuel.2007.10.018

Karag6z S, Bhaskar T, Muto A, Sakata Y (2005) Catalytic hydro-
thermal treatment of pine wood biomass: effect of RbOH and
CsOH on product distribution. J Chem Technol Biotechnol 80:
1097-1102. https://doi.org/10.1002/jctb.1287

SundarRajan PS, Gopinath KP, Arun J, GracePavithra K, Pavendan
K, AdithyaJoseph A (2020) An insight into carbon balance of prod-
uct streams from hydrothermal liquefaction of Scenedesmus
abundans biomass. Renew Energy 151:79-87. https://doi.org/10.
1016/j.renene.2019.11.011

Perkins G, Batalha N, Kumar A, Bhaskar T, Konarova M (2019)
Recent advances in liquefaction technologies for production of lig-
uid hydrocarbon fuels from biomass and carbonaceous wastes.
Renew Sust Energ Rev 115:109400. https://doi.org/10.1016/].rser.
2019.109400

Biswas B, Kumar A, Fernandes AC, Saini K, Negi S,
Muraleedharan UD, Bhaskar T (2020) Solid base catalytic hydro-
thermal liquefaction of macroalgae: effects of process parameter on
product yield and characterization. Bioresour Technol 307:
123232. https://doi.org/10.1016/j.biortech.2020.123232
Jayakishan B, Nagarajan G, Arun J (2019) Co-thermal liquefaction
of Prosopis juliflora biomass with paint sludge for liquid

@ Springer

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

hydrocarbons production. Bioresour Technol 283:303-307.
https://doi.org/10.1016/j.biortech.2019.03.103

Tang X, Zhang C, Yang X (2020) Optimizing process of hydro-
thermal liquefaction of microalgae via flash heating and isolating
aqueous extract from bio-crude. J Clean Prod 258:120660. https:/
doi.org/10.1016/j.jclepro.2020.120660

Jo H, Verma D, Kim J (2018) Excellent aging stability of upgraded
fast pyrolysis bio-oil in supercritical ethanol. Fuel 232:610-619.
https://doi.org/10.1016/j.fuel.2018.06.005

Arun J, Gopinath KP, Shreekanth SJ, Sahana R, Raghavi MS,
Gnanaprakash D (2019) Effects of process parameters on hydro-
thermal liquefaction of microalgae biomass grown in municipal
wastewater. Pet Chem 59:194-200. https://doi.org/10.1134/
S0965544119020026

Arun J, Varshini P, Prithvinath PK, Priyadarshini V, Gopinath KP
(2018) Enrichment of bio-oil after hydrothermal liquefaction (HTL)
of microalgae C. vulgaris grown in wastewater: bio-char and post
HTL wastewater utilization studies. Bioresour Technol 261:182—
187. https://doi.org/10.1016/j.biortech.2018.04.029

Arun J, Shreekanth SJ, Sahana R, Raghavi MS, Gopinath KP,
Gnanaprakash D (2017) Studies on influence of process parameters
on hydrothermal catalytic liquefaction of microalgae (Chlorella
vulgaris) biomass grown in wastewater. Bioresour Technol 244:
963-968. https://doi.org/10.1016/j.biortech.2017.08.048

Zeng Y, Gong Y, Zeng X (2020) Controllable digital restoration of
ancient paintings using convolutional neural network and nearest
neighbor. Pattern Recogn Lett 133:158—164. https://doi.org/10.
1016/j.patrec.2020.02.033

Zubaedah R, Xaverius F, Jayawardana H, Hidayat SH (2020)
Comparing Euclidean distance and nearest neighbor algorithm in
an expert system for diagnosis of diabetes mellitus. Enferm Clin 30:
374-377. https://doi.org/10.1016/j.enfcli.2019.07.121

Yan L, Wang Y, LiJ, Zhang Y, Ma L, Fu F, Chen B, Liu H (2019)
Hydrothermal liquefaction of Ulva prolifera macroalgae and the
influence of base catalysts on products. Bioresour Technol 292:
121286. https://doi.org/10.1016/j.biortech.2019.03.125

Kaur R, Biswas B, Kumar J, Jha MK, Bhaskar T (2020) Catalytic
hydrothermal liquefaction of castor residue to bio-oil: effect of al-
kali catalysts and optimization study. Ind Crop Prod 149:112359.
https://doi.org/10.1016/j.indcrop.2020.112359

Muppaneni T, Reddy HK, Selvaratnam T, Dandamudi KPR,
Dungan B, Nirmalakhandan N, Schaub T, Omar Holguin F,
Voorhies W, Lammers P, Deng S (2017) Hydrothermal liquefac-
tion of Cyanidioschyzon merolae and the influence of catalysts on
products. Bioresour Technol 223:91-97. https://doi.org/10.1016/].
biortech.2016.10.022

Oh S, Choi HS, Kim UJ, Choi IG, Choi JW (2016) Storage perfor-
mance of bio-oil after hydrodeoxygenative upgrading with noble
metal catalysts. Fuel 182:154-160. https://doi.org/10.1016/j.fuel.
2016.05.044

Garcia-Pérez M, Chaala A, Pakdel H, Kretschmer D, Rodrigue D,
Roy C (2006) Evaluation of the influence of stainless steel and
copper on the aging process of bio-oil. Energy and Fuels 20:786—
795. https://doi.org/10.1021/ef050344¢g

Diebold JP (2000) A review of the chemical and physical mecha-
nisms of the storage stability of fast pyrolysis bio-oils. NREL/SR-
570-27613 59. NREL/SR-570-27613

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.


https://doi.org/10.1063/1.4914793
https://doi.org/10.12989/SEM.2013.46.6.853
https://doi.org/10.12989/SEM.2013.46.6.853
https://doi.org/10.12989/SCS.2014.17.5.623
https://doi.org/10.12989/SCS.2014.17.5.623
https://doi.org/10.1109/JSEN.2014.2356501
https://doi.org/10.1109/JSEN.2014.2356501
https://doi.org/10.1016/j.energy.2014.01.111
https://doi.org/10.1016/j.infrared.2014.04.005
https://doi.org/10.1016/j.neucom.2018.02.100
https://doi.org/10.1016/j.neucom.2018.02.100
https://doi.org/10.1016/j.fuel.2018.11.006
https://doi.org/10.1016/j.chroma.2012.06.009
https://doi.org/10.1016/j.chroma.2012.06.009
https://doi.org/10.1016/j.fuel.2007.10.018
https://doi.org/10.1016/j.fuel.2007.10.018
https://doi.org/10.1002/jctb.1287
https://doi.org/10.1016/j.renene.2019.11.011
https://doi.org/10.1016/j.renene.2019.11.011
https://doi.org/10.1016/j.rser.2019.109400
https://doi.org/10.1016/j.rser.2019.109400
https://doi.org/10.1016/j.biortech.2020.123232
https://doi.org/10.1016/j.biortech.2019.03.103
https://doi.org/10.1016/j.jclepro.2020.120660
https://doi.org/10.1016/j.jclepro.2020.120660
https://doi.org/10.1016/j.fuel.2018.06.005
https://doi.org/10.1134/S0965544119020026
https://doi.org/10.1134/S0965544119020026
https://doi.org/10.1016/j.biortech.2018.04.029
https://doi.org/10.1016/j.biortech.2017.08.048
https://doi.org/10.1016/j.patrec.2020.02.033
https://doi.org/10.1016/j.patrec.2020.02.033
https://doi.org/10.1016/j.enfcli.2019.07.121
https://doi.org/10.1016/j.biortech.2019.03.125
https://doi.org/10.1016/j.indcrop.2020.112359
https://doi.org/10.1016/j.biortech.2016.10.022
https://doi.org/10.1016/j.biortech.2016.10.022
https://doi.org/10.1016/j.fuel.2016.05.044
https://doi.org/10.1016/j.fuel.2016.05.044
https://doi.org/10.1021/ef050344g

	Optimization of hydrothermal liquefaction process through machine learning approach: process conditions and oil yield
	Abstract
	Introduction
	Materials and methods
	Biomass characterization
	Hydrothermal liquefaction
	Machine learning methods

	Results and discussion
	Influence of biomass characteristics on bio-oil yield and higher heating value
	Correlation between variables
	Weighted rank aggregation of parameters
	Prediction of optimum parameters
	Validation of Decision Support System
	Validation of targeted DSS model

	Conclusion
	References


