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Abstract
On June 24, 1920 Stefan Banach presented his doctoral dissertation titled O operacjach
na zbiorach abstrakcyjnych i ich zastosowaniach do równañ całkowych (On operations on
abstract sets and their applications to integral equations) to the Philosophy Faculty of Jan
Kazimierz University in Lvov. He passed his PhD examinations in mathematics, physics and
philosophy, and in January 1921 he became a doctor. A year later, he published the results
of his doctorate in Fundamenta Mathematicae. Among them there was the theorem known
today as the Banach Fixed Point Theorem or the Banach Contraction Principle. It is one of the
most famous theorems in mathematics, one of many under the name of Banach. It concerns
certain mappings (called contractions) of a complete metric space into itself and it gives the
conditions sufficient for the existence and uniqueness of a fixed point of such mapping. In
2022 we had a centenary of publishing this theorem. In the paper, we want to present its most
important modifications and generalizations, several contractive conditions, the converse
theorems and some applications. It is not possible to provide complete information about
what has been written during the last hundred years about the Banach Fixed Point Theorem
and we are just trying to touch on some breakthrough moments in the development of the
metric fixed point theory. The main purpose of this article is to organize the knowledge on
this subject and to elaborate a broad bibliography which all interested persons can refer to.
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1 Introduction

There are many notions and theorems with Banach in their names such as: the Banach
space, the Banach integral, the Banach generalized limit, the Banach algebra, the Banach–
Mazur distance, the Hahn–Banach theorem, the Banach–Steinhaus theorem, the Banach
closed graph theorem, the Banach open mapping principle, the Banach–Alaoglu Theorem,
theBanach–Tarski theorem and some others (the list of things named after Banach is available
onWikipedia). Among them there is also the Banach Fixed Point Theorem which will be the
hero of our article.

It is considered that functional analysis has emerged as a discipline in 1932 with pub-
lishing the book Théorie des Opérations Linéaires written by Stefan Banach [5]. But the
beginning of this part of mathematics goes back to the earlier years and it is strictly associ-
ated (as Banach wrote in his PhD thesis) with such names as: Vito Volterra, Maurice Fréchet,
Jacques Hadamard, Frigyes Riesz, Salvatore Pincherle, Hugo Steinhaus, Hermann Weyl,
Henri Lebesgue, David Hilbert. They and some other mathematicians contributed to the
conception of a function space, i.e., such topological space in which functions are the points.
In [12] (the article which is the wide survey of how the functional analysis was established)
we can read:

To make precise the idea of a function space, one must first have clear definition of the
words "function" and "space".

The article [12] starts with the concept of "function" and it ends with the last section devoted
to the book [5].

With the appearance of the Fundamenta Mathematicae journal in 1920, Poland became
an important center in Europe related to the set theory, topology and functional analysis.

The year 1922, when Banach published the results of his doctorate [4], is considered a
breakthrough in the history of mathematics [88]. Lech Maligranda wrote in [85]:

Praca doktorska Banacha była prapoczątkiem analizy funkcjonalnej, natomiast książka
Banacha Théorie des opérations linéaires [5] z 1932 roku z trzema fundamentalnymi
twierdzeniami była początkiem liniowej analizy funkcjonalnej.1

The 100th anniversary of the publication in Fundamenta Mathematicae of the Banach
Fixed Point Theorem was for us a stimulus for preparing this paper. In our article we are
going to present its significance and impact. It is impossible to present the complete survey
of all that has been written about the Banach Fixed Point Theorem and we are just trying to
touch on some breakthrough moments in the development of the metric fixed point theory.

The Banach Fixed Point Theorem was not the first theorem connected with fixed points.
One of the first theorems were formulated by Henri Poincaré in 1886. In 1909 Luitzen E. J.
Brouwer proved that any continuous function f from a closed ball in R

n into itself has at
least one fixed point. This proof was presented for n = 3. A year later Hadamard showed
the generalization of this theorem for arbitrary n. In 1912 Brouwer [21] gave another proof
for this generalization. The Brouwer theorem was a non-constructive result—it was only
existential. It said about the existence of such point but did not explain how to obtain it.
The proof of the Banach Fixed Point Theorem was constructive. Its important feature is that

1 Banach’s doctoral thesis was the very beginning of functional analysis, while Banach’s book Théorie des
opérations linéaires [5] from 1932 with three fundamental theorems was the beginning of linear functional
analysis.
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it gives the existence and uniqueness of a fixed point and convergence of the sequence of
successive approximations to a solution of the problem.

2 The Banach Fixed Point Theorem

Stefan Banach was born in Cracow (Kraków in Polish) in 1892 on March 30. He moved
to Lvov in 1920 to take up his job at the Lvov Polytechnic. The doctorate of Banach was
defended in the same year. It was described in many books with several misleading stories.
The most popular story is the following:

The story goes that Banach could not be bothered with writing a thesis, since he was
interested mainly in solving problems not necessarily connected to a possible doctoral
dissertation. After some time, the university authorities became impatient. It is said that
another university assistant (instructed by Stanisław Ruziewicz) wrote down Banach’s
theorems and proofs, and those notes were accepted as a superb dissertation. However,
an exam was also required, and Banach was unwilling to take it. So one day, Banach
was accosted in the corridor by a colleague, who asked him to join him in a meeting
with some mathematicians who were visiting the university in order to clarify certain
mathematical details, since Banach would certainly be able to answer their questions.
Banach agreed and eagerly answered the questions, not realizing that he was being
examined by a special commission that had arrived from Warsaw for just this purpose
(by Danuta Ciesielska and Krzysztof Ciesielski in [29]).

The story is attractive, but not true (check in [29]). On June 24, 1920 Banach presented his
doctoral dissertation titled O operacjach na zbiorach abstrakcyjnych i ich zastosowaniach
do równañ całkowych2 to the Philosophy Faculty of Jan Kazimierz University in Lvov. He
passed his PhD examinations in mathematics, physics and philosophy and became a doctor
in January 1921. A year later he published the results of his doctorate in [4]. Precise and very
interesting information about Banach’s doctorate and his students one can find not only in
the mentioned paper [29] but in [85, 86] as well.

The article [4] of Banach has 49 pages and is divided into some parts. In the first section
Banach presented axioms of a space which is now known under the name Banach space.
Those axioms (on the page 135) are grouped in the following way:

I. Axioms of linear space (additivity of vectors, multiplication by a number),
II. Axioms of the norm,
III. Axiom of completeness (formulated in the way: if {Xn} is a sequence of elements of a

space E such that limr ,p→∞ ‖Xr − X p‖ = 0, then there exists element X ∈ E such
that limn→∞ ‖X − Xn‖ = 0).

In some papers Banach called the spaces which fulfill all above axioms espaces (B), i.e.,
the B-spaces (the name was introduced by Hugo Steinhaus).

He proved some results on such spaces and some theorems on linear operators.
The history of Banach spaces is presented in [84]. For some time those spaces were called

Banach–Wiener spaces because, independently, very similar results were obtained byNorbert
Wiener. However, the simplicity and brevity of Banach’s definitions turned out to be decisive
and Wiener withdrew from the work on this subject. As he wrote later [117]:

2 On operations on abstract sets and their applications to integral equations.
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For a short while I kept publishing a paper or two on this topic, but I gradually left the
field. At present these spaces are quite justly named after Banach alone.

In the second part of the article [4] Banach proved the theorem known now as the Banach
Fixed Point Theorem. With the assumption that a space E fulfills all the axioms I, II, III, it
was formulated in the following way:

Theorem 1 [4, Th. 6, p. 160] If

(a) T : E → E is a continuous operator,
(b) there exists a number 0 < M < 1 such that for any x1, x2 ∈ E

‖T (x1)− T (x2)‖ ≤ M‖x1 − x2‖,
then there exists a unique element x such that x = T (x).

Proof (The original Banach’s proof.) We take an arbitrary y ∈ E and we define a sequence
(xn)n∈N in the following way:

x1 = y and xn+1 = T (xn) for n ≥ 1.

Observe that for n > 1

‖xn+1 − xn‖ ≤ ‖T (xn)− T (xn−1)‖ ≤ M‖xn − xn−1‖.
From the above inequality we have ‖xn+1 − xn‖ ≤ Mn−1‖x2 − x1‖.3 We assumed that
M < 1, so the series

∑∞
n=1 ‖xn+1 − xn‖ is convergent which implies the convergence of

x1 + ∑∞
n=1(xn+1 − xn) to some element x ∈ E . Because x1 + ∑n−1

k=1(xk+1 − xk) = xn ,
so limn→∞ xn = x . From the continuity of T we obtain limn→∞ T (xn) = T (x). Since
xn = T (xn−1) we have limn→∞ xn = limn→∞ T (xn−1) and x = T (x) which finished the
proof. �	

The operator fulfilling condition (b) from Theorem 1 is called a contraction, therefore
the above theorem is also known as the Banach Contraction Principle. Observe that Banach
contractions are continuous, since they satisfy the Lipschitz condition, so actually assumption
(a) is superfluous.

The Banach theorem is simple in its formulation, the fixed point is always unique and it
is obtained by an explicit calculation. Its disadvantage is that the condition that the mapping
being a contraction is a somewhat severe restriction. Despite that, in the famous book [51]
one can read:

The Banach contraction principle is the simplest and one of the most versatile ele-
mentary results in fixed point theory. Being based on an iteration process, it can be
implemented on a computer to find the fixed point of a contractive map: it produces
approximations of any required accuracy, and moreover, even the number of iterations
needed to get a specified accuracy can be determined.

Nowadays the above theorem is formulated in a slightly different way.

Theorem 2 [13] Let (X , d) be a complete metric space and T : X → X be a contraction
mapping with the Lipschitz constant α ∈ [0, 1). Then:

3 In the original Banach’s proof this inequality is written in the form ‖xn − xn−1‖ ≤ Mn−1‖x2 − x1‖. It
seems to be a mistake, as for n = 2 we would infer that x1 = x2.
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(1) T has a unique fixed point x∗ in X.
(2) For an arbitrary point x0 ∈ X, the sequence (xn)n∈N generated by the Picard iteration

process (defined by xn+1 = T (xn), n ∈ N ∪ {0}) converges to x∗.
(3) d(xn, x∗) ≤ αn

1−α
d(x0, x1) for all n ∈ N.

In the proof of the above version of the Banach theorem it is shown that the sequence (xn)n∈N
defined above is a Cauchy sequence. The completeness of X implies that this sequence
converges to some element x∗. Then it is proved that x∗ is a fixed point of T and that it is
unique. By inequality (3) from the above theorem we can estimate the accuracy with which
we approach the fixed point.

Note that one immediate corollary from the proof is the following: if T is a contraction
mapping, then each iterate T n possesses exactly one (the same) fixed point. Let us mention
that the study of iterates of selfmappings is part of the dynamical systems theory.

Definition 1 [82] We say that x∗ ∈ X is a contractive fixed point (abbr. CFP) of T if x∗ =
T (x∗) and the Picard iterates T n(x) converge to x∗ as n →∞ for all x ∈ X .

Later, the operator T from Definition 1 became known as a Picard operator (shortly PO), see,
e.g., [106].

In 1930 similar results were obtained independently by Renato Caccioppoli [26], who
rediscovered and generalized Banach’s theorem for complete metric space. Due to this fact
formanymathematicians the theorem is knownunder the nameBanach–Caccioppoli theorem
(see for instance [119]).

One of the first extensions of the Banach Contraction Principle is the following:

Theorem 3 [74, 116] Let (X , d) be a complete metric space and let T : X → X be a mapping
such that for each n ≥ 1, there exists a constant cn such that d(T n(x), T n(y)) ≤ cnd(x, y)

for all x, y ∈ X, where
∑

n cn < ∞. Then T is a Picard operator.

However, as shown by Kazimierz Goebel [46] Theorem 3 is in some sense equivalent to the
Banach Fixed Point Theorem. Namely, under the above assumptions, there existsts a metric
ρ on X which is Lipschitz equivalent to d , i.e., there exist α, β > 0 such that αd ≤ ρ ≤ βd ,
and T is a Banach contraction with respect to ρ (see also [47]).

There are various proofs of the Banach Fixed Point Theorem. One proof [17] was
based on the Cantor intersection theorem and the observation that the sets Cm ={

x ∈ X : d(x, T (x)) ≤ 1
m

}
(m = 1, 2, . . .) have a nonempty intersection. Another proof

can be found in the paper [6]. Andrei Baranga endowed the Cartesian product of a metric
space (X , d) and [0,∞)with a partial order and then he applied Kleene’s fixed point theorem
which was formulated for selfmappings of partially ordered sets. Recall that a mapping T is
a selfmapping of X if T acts from X into X .

In 2007 Richard S. Palais presented another proof of the Banach Contraction Principle (in
[96]). The author proves the Principle without using the formula for the sum of a geometric
series butwith the use of so called the fundamental contraction inequality (whichwas obtained
from the triangle inequality applied twice): if T : X → X is a contraction mapping with
contraction constant α, then for all x1, x2 ∈ X ,

d(x1, x2) ≤ 1

1− α

(
d(x1, T (x1))+ d(x2, T (x2))

)
.

This inequality immediately implies that T cannot have more than one fixed point. Moreover,
using it, one can easily show that for any point x0, the sequence (T n(x0))n∈N is a Cauchy
sequence.
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One of disadvantages of the Banach Fixed Point Theorem is that it used rather sharp
assumption concerning mapping T . Independently, in 1957 Andrey Kolmogorov and Sergey
Fomin, and in 1962 Frank F. Bonsall proved the theorem in which assumptions about T were
weakened. It can be formulated in the following way.

Theorem 4 [13, 77] Let T be a continuous selfmapping of a complete metric space X such
that the iterate T k is a contraction mapping of X for some positive integer k. Then T is a
Picard operator.

In 1968 Victor W. Bryant showed that the assumption about continuity of T is not necessary
and one can skip it without changing the thesis of the above theorem.

Theorem 5 [24] If T is a selfmapping of a complete metric space and if, for some positive
integer k, T k is a contraction, then T has a unique fixed point.

However, in many applications it happens that Theorem 4 is sufficient. It turns out that in this
case there exists a complete metric ρ, which is equivalent to d and such that T is a contraction
with respect to ρ.

3 Contractive typemappings

Banach’s proof of Theorem1was clear and concise. Currently,mostmath students learn about
it during the first year of their studies. As we know every Banach contraction is continuous.
Clearly, there are functionswhich are not continuous but they have fixed points. Thus a natural
question arises: do there exist contractive type mappings which need not be continuous but
their definition is strong enough to ensure the existence of a fixed point? The first answer
was obtained by Rangachary Kannan in 1968 in the following theorem.

Theorem 6 [67] Let (X , d) be a complete metric space, T : X → X be a mapping for which
there exists constant r ∈ (0, 1

2 ) such that

d(T (x), T (y)) ≤ r
[
d(T (x), x)+ d(T (y), y)

]
(1)

for all x, y ∈ X. Then T has a unique fixed point in X.

An operator T fulfilling condition (1) is called a Kannan contraction. So the above theorem
says that if X is complete, then every Kannan mapping has a fixed point. It is interesting that
the converse theorem is also true, i.e., if (X , d) is a metric space such that every Kannan
contraction for some fixed r ∈ (0, 1

2 ) has a fixed point, then (X , d) is complete. It was
proved by Papagudi V. Subrahmanyam [108]). One can find a Kannan contraction which is
not continuous, so it cannot be a Banach contraction. On the other hand, if r = 1

2 then the
Kannan contraction may not have a fixed point, even if it is continuous [50].

In 1972 Santi K. Chatterjea replaced condition (1) with

d(T (x), T (y)) ≤ r
[
d(T (x), y)+ d(T (y), x)

]
for each x, y ∈ X (2)

and obtained the analogous result [28]. A map T satisfying (2) is said to be a Chatterjea
contraction. In 1977 Billy E. Rhoades observed that those three mentioned contractions of
Banach, Kannan and Chatterjea are independent [105]. In the meantime, Ljubomir B. Ćirić
[33] obtained an extension of theorems of Kannan and Chaterjea: every selfmapping T of a
complete metric space (X , d) such that for all x, y ∈ X

d(T (x), T (y)) ≤ r max
{
d(x, y), d(x, T (x)), d(y, T (y)), d(x, T (y)), d(y, T (x))

}
,
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where r ∈ [0, 1), has a unique fixed point.
Recently, in [100] it was shown that Banach’s, Kannan’s and Ćirić’s fixed point theorems

are equivalent in the following sense: for a complete metric space (X , d) and a Ćirić (in
particular, Kannan or Chaterjea) contraction T there exists a metric ρ on X such that (X , ρ)

is complete, there exists α > 0 such that d ≤ αρ, and T is a Banach contraction with respect
to ρ. The reverse result is also obtained by redefining the metric.

Several types of contractions and their interrelations have been discussed in the survey
due to Rhoades. In the paper [105] he presented 25 definitions of basic contractions (and
more than 100 of their modifications) and examined the relations between them. All of the
contractions from [105] have the property that if they have a fixed point, then it is unique.

Further generalization of the Banach Contraction Principle was given by Caristi.

Theorem 7 [27] Let (X , d) be a complete metric space and let T be a selfmapping of X.
Assume that there exists a lower semi-continuous function ψ : X → [0,∞) such that

d(x, T (x)) ≤ ψ(x)− ψ(T (x)) for x ∈ X .

Then T has a fixed point.

Recall that ψ is lower semi-continuous if

lim inf
x→x0

ψ(x) ≥ ψ(x0) for all x0 ∈ X .

It is worth noting that the hypothesis of the Banach Contraction Principle is implied by
the Caristi theorem with ψ(x) = 1

1−α
d(x, T (x)), where α is a contraction constant from

Theorem 2.
In the next part of the article we will discuss some other contractive type conditions. Let

(X , d) be a complete metric space and T be a selfmapping of X . R+ denotes the set of all
non-negative reals.

The Banach theorem can be formulated in the form: every Banach contraction on a com-
plete metric space has a CFP (or every Banach contraction is a PO). There are numerous
results in the literature giving sufficient conditions for the existence of a CFP, but the Banach
principle is still the most important here for its simplicity and an amazing efficiency in
applications.

As far as we know the first significant generalization of Banach’s principle was obtained
in [101]. E. Rakotch was advised by Haim Hanani to define the family of contractive type
mappings which are now called Rakotch contractions and then definition is as follows.

Definition 2 [101] We say that T is a Rakotch contraction (T ∈ Ra) if there is a non-
increasing function α : R+ → [0, 1] such that α (t) < 1 for each t > 0 and

d(T (x), T (y)) ≤ α
(
d(x, y)

) · d(x, y) for all x, y ∈ X . (3)

Clearly, a Rakotch contraction with a constant function α is a Banach contraction. Every
Rakotch contraction is a PO [101]. It is worth noting that Kannan’s definition is independent
from that of Rakotch (see [105]).

In 1968FelixE.Browder introducedmore general definition,which nowcanbe formulated
in the following way.

Definition 3 [23] If there exists a function ϕ : R+ → R+ such that

ϕ(t) < t for all t > 0
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and

d(T (x), T (y)) ≤ ϕ
(
d(x, y)

)
for all x, y ∈ X ,

then we say that T is ϕ-contractive.

A selfmap T is called a Browder contraction (T ∈ Br) if it is ϕ-contractive for a non-
decreasing and right continuous function ϕ.

Any Browder contraction is a PO. The classical Banach theorem can be obtained for
ϕ(t) = αt with a contraction constant 0 < α < 1. In the paper [23] the proof was done with
unnecessary assumption that the space (X , d) is bounded.

The result of Browder was extended by David W. Boyd and James S.W. Wong [18] in
1969. They observed that instead of right continuity (in the definition of Browder contraction)
it was enough to assume only the right upper semi-continuity of ϕ, i.e.

lim sup
s→t+

ϕ(s) ≤ ϕ(t) for all t ∈ R+.

Such T is called then a Boyd–Wong contraction (T ∈ BW) and the boundedness of (X , d)

is unnecessary. Moreover, in their result the first condition from Definition 3 cannot be
dispensed. If the condition ϕ(t) < t is not satisfied even in one point, then T may not have
a fixed point or the existing fixed point may not be unique.

The class of Browder contractions is a proper subclass of the Boyd–Wong class. Many
equivalent conditions for T ∈ BW and also for T ∈ Br are given in [60]. In the same paper it
was shown that the class of Rakotch contractions is identical with the class of ϕ-contractive
mapping where ϕ is strictly increasing and concave.

Another generalization of Banach’s principlewas given in 1972 byMarkA.Krasnosel’skiı̆
[78]. We say that T is a Krasnosel’skiı̆ contraction (T ∈ Kr) if given a, b ∈ R+, with
0 < a < b there is an L(a, b) ∈ [0, 1), such that for all x, y ∈ X ,

if a ≤ d(x, y) ≤ b, then d(T (x), T (y)) ≤ L (a, b) d(x, y).

Later it was shown that this definition is equivalent to the one of Browder.
Very soon further two conditions were proposed by Michael A. Geraghty in 1973 and

1974 [43, 44]. A selfmap T is said to be a Geraghty (I) contraction (T ∈ Ge I) if T satisfies
condition (3) with the function α : R+ → [0, 1] having the property that given a sequence
(tn)n∈N

α(tn) → 1 implies tn → 0.

It turns out that T is a Geraghty (I) contraction if only if it is a Rakotch contraction. The
definition of Geraghty (I) class of mappings was modified in [44]. The above property of α

was replaced by the following: given a sequence (tn)n∈N,

if tn → 0 is non-increasing and α(tn) → 1 then tn → 0

and such modification of T was called Geraghty (II) contraction (T ∈ Ge II). This class of
mappings (as shown in [53]) coincides with the Boyd–Wong class of mappings.

The following variant of the above conditions was also considered: T is a Geraghty (III)
contraction (T ∈ Ge III) if T satisfies condition (3) with the function α : R+ → [0, 1]
such that given a sequence (tn)n∈N

if (tn)n∈N is bounded and α(tn) → 1 then tn → 0.
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This definition turned out to be equivalent to the one ofBrowder, so unfortunately allGeraghty
contractions are equivalent to some other known ones.

Another variant of Browder’s condition was given by Janusz Matkowski in [87]. We
say that T is a Matkowski contraction (T ∈ Ma) if there exists non-decreasing function
ϕ : R+ → R+ such that

lim
n→∞ϕn(t) = 0 for all t > 0

and T is ϕ- contractive. The classes of Matkowski and Boyd–Wong are incomparable. This
class of mappings is wider than Browder’s class, but if T is a Matkowski contraction, then
the second iterate T 2 satisfies Browder’s condition. In some sense both these conditions are
equivalent,more precisely,we can say that the conditions are iteratively equivalent.Moreover,
by Browder theorem, since T 2 is a PO, so is T . The class of Browder contractions is a proper
subclass of Matkowski’s class.

In 1976 JamesDugundji established a theorem fromwhich he derived afixedpoint theorem
for the following class of mappings [36]. We say T is a Dugundji contraction (T ∈ Du) if
for given ε > 0 there is δ > 0, such that for all x, y ∈ X ,

d(x, y)− d(T (x), T (y)) < δ implies d(x, y) < ε.

As shown in the above mentioned paper, Dugundji theorem yields Browder’s result under the
assumption that (X , d) is bounded. It was shown that without the boundedness assumption,
the class of Browder’s contractions is essentially wider than the one of Dugundji: There exists
a ϕ-contractive map in Browder’s class which is not a Dugundji contraction.

Another contractive definition was given by James Dugundji and Andrzej Granas in [37].
A mapping T is said to be Dugundji–Granas contraction (T ∈ DG) if

d(T (x), T (y)) ≤ d(x, y)−	(x, y) for all x, y ∈ X ,

where the function 	 : X × X → R is compactly positive on X , i.e., given a, b ∈ R+, such
that 0 < a < b

inf{	(x, y) : a ≤ d(x, y) ≤ b} > 0.

The above definition is equivalent to that of Krasnosel’skiı̆ [37], so to the one of Browder as
well.

In 1977 Matkowski introduced ϕ-contractive maps with a non-decreasing and continuous
function ϕ satisfying the following limit condition:

lim
t→∞(t − ϕ(t)) = ∞.

Independently, the same class of functions appeared also in the paper of Wolfgang Walter
[114], therefore such ϕ-contractive maps are said to be Matkowski–Walter contractions (T ∈
MW). There exists a ϕ-contractive map in Matkowski–Walter class which is not a Rakotch
contraction and there is a ϕ-contractive map in Dugundji’s class which is not a Matkowski–
Walter contraction.

In 1996 Theodore A. Burton introduced the following definition [25]: we say that T is a
large contraction (Burton contraction (T ∈ Bu)) if given a > 0 there is L(a) ∈ [0, 1), such
that for all x, y ∈ X ,

if d(x, y) ≥ a, then d(T (x), T (y)) ≤ L(a)d(x, y).

Unexpectedly, Burton’s condition is equivalent to the Rakotch one, so in some sense we come
back to the beginning of the theory of contractive type mappings.
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In view of the results, the following relations hold

Ba
↓

Bu = Ra = Ge I
↓
MW
↓
Du
↓

Ta = DG = Br = Kr = Ge III
↙ ↘

Ma BW = Ge II = Mu
↓ ↓
Le ←− MK

In the above diagram [60]:
MK is the class of Meir–Keeler contraction [68]: T ∈ MK if for any ε > 0 there exists

δ > 0 such that

ε ≤ d(x, y) < ε + δ implies d(T (x), T (y)) < ε for all x, y ∈ X .

Meir and Keeler proved that if T ∈ MK, then T is a Picard operator.
Mu is the class of Mukherjea contractions [93]: T ∈ Mu if T is ϕ-contractive where ϕ is

right continuous.
Ta is the class of Tasković contractions [112]: T ∈ Ta if T is ϕ-contractive, where ϕ is

such that

lim sup
s→t

ϕ(s) < t for t > 0.

Le is the class of Leader contractions [83]: T ∈ Le if

∀ε > 0 ∃δ > 0 ∃r ∈ N ∀x, y ∈ X (d(x, y) < ε + δ ⇒ d(T r x, T r y) < ε).

There are also contractive mappings of integral type which were introduced by Alberto
Branciari in 2002 [19]: for a locally Lebesgue integrable function f : R+ → R+ such that∫ t
0 f (s)ds > 0 for any positive t , a selfmapping T satisfying the condition

d(T (x),T (y))∫

0

f (s)ds ≤ α

d(x,y)∫

0

f (s)ds

for some α ∈ (0, 1) and all x, y ∈ X is called a Branciari contraction. It was shown in [110]
that every Branciari contraction is a Meir–Keeler contraction. Moreover, it is also a Browder
contraction.

In 1969 Sam B. Nadler, Jr. extended Banach’s Contraction Principle to multivalued con-
tractions (see [95]). By C B(X) he denoted the family of nonempty closed and bounded
subsets of a metric space (X , d). The family C B(X) is a metric space with the Hausdorff
metric H defined by

H(A, B) = max

{

sup
x∈A

d(x, B), sup
y∈B

d(y, A)

}

for all A, B ∈ C B(X).
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A function F : (X , d) → (C B(X), H) is said to be a multi-valued Lipschitz mapping of X if
H(F(x), F(z)) ≤ αd(x, z) for all x, z ∈ X and some α ≥ 0. If F has the Lipschitz constant
0 < α < 1, then F is called a multi-valued contraction mapping. A point x is called a fixed
point of multi-valued mapping F provided x ∈ F(x). Since the mapping i : X → C B(X),
given by i(x) = {x} for each x ∈ X , is an isometry, the fixed point theorems presented by
Nadler are generalizations of their single-valued analogues. A corresponding extension of
Banach’s classical result is known as the Nadler contraction principle.

Theorem 8 [95] Let (X , d) be a complete metric space. If F : X → C B(X) is a multivalued
contraction mapping, then F has a fixed point.

The above Nadler’s fixed point theorem for multi-valued contractive mappings has been
extended in many directions. As can be expected, the generalizations concerned both: modi-
fications of a definition ofmulti-valued contractions and spaces. Inmany cases, the Hausdorff
metric was not involved and some results were proved without using the concept of a Haus-
dorff metric. Some mutivalued versions of the Banach Contraction Principle with respect to
generalized distances also appeared.

It is necessary to emphasize that the information given in this section is far for being com-
prehensive since there is a huge number of papers dealing with contractive type conditions:

A complete survey of all that has been written about contraction mappings would
appear to be nearly impossible, and perhaps not really useful [74].

4 Other extensions of the Banach Contraction Principle

The contractive condition from the Banach Fixed Point Theorem

d( f (x), f (y)) ≤ λd(x, y), (4)

where x, y ∈ X and λ ∈ [0, 1), is a global one. In [38] a function fulfilling the above
condition was called a globally contractive mapping. Michael Edelstein asked whether the
Banach Contraction Principle could be modified in such a way that this condition is assumed
not for all x, y ∈ X but for sufficiently close points only. In recent years there has been
observed some activity in studying mappings that are only locally (or pointwise) contractive.
The name shrinking mapping is also used. We may find it among others in [94, p. 182] and
[31]. In the latter paper the following global and local conditions are examined.

Definition 4 [31] Let X be a metric space and f : X → X . Then

(C) f is contractive with a contraction constant λ if (4) is fulfilled;
(S) f is shrinking if d( f (x), f (y)) < d(x, y) for all x, y ∈ X with x �= y (in [13, 39,

106] they are called contractive);
(LC) f is locally contractive provided that for every y ∈ X , there exists an open U such

that y ∈ U and f � U is contractive (with a contraction constant λ);
(LS) f is locally shrinking provided that for every y ∈ X , there exists an open U such that

y ∈ U and f � U is shrinking;
(ULC) f is uniformly locally contractive provided that there exist ε > 0 and λ ∈ [0, 1) such

that for every y ∈ X , the restriction f � B(y, ε) is contractive with a contraction
constant λ. An abbreviation (ε, λ)-(ULC) is also used;

(ULS) f is uniformly locally shrinking provided that there exists a number ε > 0 such that
the restriction f � B(y, ε) is shrinking for every y ∈ X .
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(B(y, ε) is a ball centered at y with radius ε).

Krzysztof Cris Ciesielski and Jakub Jasinski also present some pointwise notions of contrac-
tive and shrinking maps and their several uniform versions, which led to twelve classes of
mappings. Ten of them turned out to be distinct. We present only six of them. In [31] one
may find the complete survey. The authors fully discuss the inclusions among these classes
of functions and the fixed and periodic point theorems available for these mapping.

In [38, 39] the following theorem for mappings on compact spaces was proved.

Theorem 9 Let X be compact and f : X → X.

(1) If f is (S), then f has a unique fixed point.
(2) If f is (L S), then f has a periodic point x (i.e., f (n)(x) = x for some n ∈ N).
(3) If f is (L S) and X is connected, then f has a unique fixed point.

To prove (1) it suffices to consider the function X � x �→ d
(
x, f (x)

)
, which is continuous,

so by compactness of X , it attains its minimum at some x∗. Then x∗ = f (x∗).
Part (1) of Theorem 9 has been applied to some integral equations of Abel–Liouville type;

see [104].
Observe that in the above theorem part (1) is false for noncompact complete spaces. The

map f : R→ R given by f (x) = 1
2

(
x +√x2 + 1

)
is shrinking but it is not a contraction. It

has no fixed point (see [94, p. 182] or [31]).
It is worth noting that also a shrinking self-mapping of a complete bounded metric space

need not have a fixed point (examples can be found in [47]).
In 1966 Donald Bailey proved that if X is compact and T is continuous and such

that for every x, y ∈ X , x �= y, there exists a positive integer n(x, y) such that
d(T n(x,y)x, T n(x,y)y) < d(x, y), then T has a unique fixed point in X [2].

Let us also mention that fixed point theorems for mappings satisfying conditions (ULC)
or (ULS) from Definition 4 can be proven by the use of remetrization method as done in [31].
We now present their approach.

For ε > 0, we say that X is ε-chainable, provided for every p, q ∈ X , there exists a
finite sequence s = 〈x0, x1, . . . , xn〉, referred to as an ε-chain from p to q , such that x0 = p,
xn = q , and d(xi , xi+1) ≤ ε for every i < n. The length of the ε-chain s is defined as
l(s) = ∑

i<n d(xi , xi+1).

Theorem 10 Let ε > 0 and assume that (X , d) is connected or, more generally ε-chainable.
Then the map D̂ : X2 → [0,∞) given as

D̂(x, y) = inf{l(s) : s is an ε-chain from x to y}
is a metric on X topologically equivalent to d. If (X , d) is complete, then so is (X , D̂).

Moreover

(i) If f : (X , d) → (X , d) is (η, λ)-(ULC) for some η > ε, then f : (X , D̂) → (X , D̂) is a
contraction with constant λ.

(ii) If (X , d) is compact and f : (X , d) → (X , d) is (ULS) with constant η > ε, then
f : (X , D̂) → (X , D̂) is shrinking.

(for abbreviations used in (i) and (ii), see Definition 4).

Another paper in which the assumption of contractiveness is relaxed to a local condition
was [56]. The proof of Thakyin Hu and William A. Kirk was corrected in [65].
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Definition 5 Amap f : X → X is pointwise contractive, if for every point x ∈ X there exists
a number λx ∈ [0, 1) and an open neighborhood Ux ⊂ X of x such that d( f (x), f (y)) ≤
λx d(x, y) for all y ∈ Ux . If the same λ ∈ [0, 1) works for all x ∈ X then we say that f is
uniformly pointwise contractive.

A fixed point theorem for such functions was obtained under the assumption that a metric
space X is rectifiably-path connected, i.e., such that any points x, y ∈ X can be connected
in X by a path p : [0, 1] → X of finite length.

Theorem 11 [56, 65] If X is a rectifiably-path connected complete metric space and a map
f : X → X is uniformly pointwise contractive, then f has a unique fixed point.

A similar theorem was proved for (LC) functions.

Theorem 12 [30] If X is a rectifiably-path connected complete metric space and a map
f : X → X is locally contractive, then f has a unique fixed point.

If in condition (4) of Theorem 9 constant λ is equal to 1, then f is called nonexpansive.
Clearly, any contraction (meaning contractive with a contraction constant λ) is a contractive
mapping, any shrinking mapping is nonexpansive, but the converse implications are not true
in general. Moreover, all such mappings are continuous. If contractive/shrinking mappings
have a fixed point, then this fixed point is obviously unique. For nonexpansive mappings
this may not be true. The next theorem was obtained for nonexpansive mappings and it was
proved in 1965 independently by three mathematicians: Felix E. Browder, Dietrich Göhde
and William A. Kirk.

Theorem 13 [22, 49, 70] If X is a non-empty closed bounded convex subset of a Hilbert
space H and f : X → X is a nonexpansive map, then f has a fixed point.

In fact, their results were more general. In particular, it suffices that H is a uniformly convex
Banach space. Let us note that the Banach Contraction Principle is used in the proof of
Theorem 13 to show that inf{‖x − f x‖ : x ∈ X} = 0.

One can find many extensions of Banach’s theorem, but according to [75] most of them
were just trivial:

Most of these extensions are fairly routine and many are completely trivial. However,
there is one far-reaching extension that appears to be very deep.

This extention, mentioned by Kirk, is the conjecture namedGeneralized Banach Contraction
Conjecture (GBCC, in short).

Conjecture 1 [62] Let (X , d) be a complete metric space, 0 < M < 1, T a selfmapping of
X . Let J be a set of positive integers. Assume that T satisfies the condition

inf{d(T k x, T k y) : k ∈ J } ≤ Md(x, y). (5)

Then T has a fixed point.

The authors stated that: if J = {1}, then we get Banach’s original result (see [13]), if J = {p}
(p > 0), then we obtain Theorem 5 of Bryant, if J is infinite set of positive integers, then
GBCC is not true. It remains to check whether GBCC is taking place for J = {1, 2, . . . , N }
(N ∈ N). If T is strongly continuous, then the answer is affirmative. However, the original
condition in the conjecture does not demand the continuity neither T nor T k .
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Assume that J is a finite subset of the positive integers. In the above mentioned paper
two questions were asked: whether GBCC is true when T satisfies (5) and if GBCC is true
when T satisfies (5) and is continuous? The authors gave the affirmative answer to the first
question for the case J = {1, 2} and the positive answer for the second question when
J = {1, 2, 3}. Moreover, if N is a positive integer, then these results imply the truth of
GBCC when: J = {N , 2N }, J = {N , 3N } and J = {2N , 3N }. In the same 1999 year there
was published another paper [63], in which it is shown that GBCC is true for arbitrary J
when T is uniformly continuous. This result was improved in 2002 [89] in such a way that
the uniform continuity was replaced by continuity. The proof used the Ramsey Colouring
Theorem. The full answer to the first question was presented in the same year in the paper
[90]. It was shown that GBCC is true for any finite set J and the continuity of T is not needed.
Independently, the same result was obtained by Alexander D. Arvanitakis [1].

The Banach Fixed Point Theorem gives us information about the convergence of Picard
iterates to the unique fixed point of T . It is natural to ask, if the similar property holds for
GBCC. The answer to this question is affirmative which was shown in 2008 by Simeon
Reich and Alexander J. Zaslavski. They introduced the notion of Jachymski–Schröder–Stein
contraction in the following way.

Definition 6 [103] Let (X , d) be any complete metric space, φ : [0,∞) → [0,∞) a function
which is right upper semi-continuous and satisfiesφ(t) < t for t > 0. Amapping T : X → X
is called Jachymski-Schröder-Stein contraction (with respect to φ), if for all x, y ∈ X :

min{d(T k x, T k y) : k ∈ {1, 2, . . . , N0}} ≤ φ(d(x, y)).

Using this definition they proved two theorems: in the first they established convergence of
iterates to a fixed point, and in the second this conclusion was strengthened to obtain uniform
convergence on bounded subsets of X .

5 Mappings on spaces with distance-type functions

In all our considerations we use metric spaces. We can generalize this notion by modifying
some of the axioms ofmetric spaces. Thus, several other types of spaces have been introduced
and a lot of results have been extended to the new settings. It was not immediately observed
that such spaces may be different than metric spaces: the modified metric need not be con-
tinuous in both variables, the topology may not be Hausdorff, a sequence may converge to
more than one point, a convergent sequence may fail to be a Cauchy sequence, an open ball
cannot be an open set (although the definitions of convergent or Cauchy sequences, of balls
and diameter are as usual and the topology is induced by open balls).

Now we want to present some modifications of metric and corresponding versions of the
Banach Fixed Point Theorem for them. Recall that a function d : X × X → R+ is a metric
if the following conditions are satisfied for all x, y, z ∈ X :

• d(x, y) = 0 ⇐⇒ x = y,
• d(x, y) = d(y, x),
• d(x, y) ≤ d(x, z)+ d(z, y).

If d fulfills only first two conditions, then (X , d) is called a semimetric space. In 1989 another
axiom for semimetric spaces (weaker than triangle inequality) was used in [3].
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Definition 7 A semimetric space (X , d) is said to be a b-metric space (or quasimetric space)
if there exists s ≥ 1 such that for each x, y, z ∈ X ,

d(x, y) ≤ s
[
d(x, z)+ d(z, y)

]
.

It seems that this notion originates from themonograph [16]. Obviously, every b-metric space
is a semimetric space and if s = 1 then b-metric space becomes a metric space (examples of
b-metric spaces can be found in [75] and in [106]). Ivan A. Bakhtin presented the Contraction
Principle for mappings on b-metric spaces that is a generalization of the Banach Fixed Point
Theorem.

Theorem 14 [3] Let (X , d) be a complete b-metric and suppose f : X → X satisfies for
some α ∈ [0, 1),

d( f (x), f (y)) ≤ αd(x, y) (6)

for every x, y ∈ X. Then f has a unique fixed point x∗ ∈ X and limn→∞ f n(x) = x∗ for
all x ∈ X.

It turns out that if a semimetric space (X , d) is bounded, then we need not any substitute of
the triangle inequality to establish a fixed point theorem. The following theorem is a partial
extension of the contraction principle.

Theorem 15 [61] Let (X , d) be a Hausdorff semimetric and d-Cauchy complete space and
f be a selfmap on X satisfying the Banach contractive condition:

d( f (x), f (y)) ≤ hd(x, y) for some h ∈ [0, 1) and all x, y ∈ X .

If (X , d) is bounded, i.e., M = sup{d(x, y) : x, y ∈ X} < ∞, then f has a unique fixed
point p and for any x ∈ X, ( f n(x))n∈N converges to p.

It is shown that the above theoremcannot be extended to unbounded semimetric spaces.Recall
that (X , d) is d-Cauchy complete, if every d-Cauchy sequence is convergent. A sequence
(xn)n∈N is d-Cauchy if given ε > 0 there is a k ∈ N such that d(xn, xm) < ε for all n, m ≥ k.

In [10] the authors extended Bakhtin’s theorem to the class of ϕ-contractions, where ϕ is
a comparison function, i.e., is increasing and such that lim

n→∞ϕn(t) = 0 for all t ≥ 0. Given a

semimetric space (X , d) and a comparison function ϕ, we have the analogous definition of
mapping T : X → X called a ϕ-contraction as we have in metric spaces. Recall that it fulfills
the condition d (T (x), T (y)) ≤ ϕ (d(x, y)) for x, y ∈ X . The results obtained in [10] for
semimetric spaces can be combined in the following theorem.

Theorem 16 [10] Let (X , d) be a semimetric space and ϕ be a comparison function.

1. If T : X → X is a ϕ-contraction, then T has at most one fixed point.
2. If (X , d) is d-Cauchy complete and regular, then every ϕ-contraction has a unique fixed

point.
3. If (Tn) is a sequence of ϕ-contractions converging pointwise to a ϕ-contraction T0 : X →

X, then the sequence of the fixed points of (Tn) converges to the unique fixed point of T0.

Recall that a semimetric space is regular if the basic triangle function, i.e., functiond : R+×
R+ → R+ defined by the formula

d(u, v) = sup{d(x, y) : ∃p∈X d(p, x) ≤ u ∧ d(p, y) ≤ v} (u, v ∈ R+)
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is continuous at the origin. Actually, part 2 of Theorem 16 was established in the paper [61]
in which the authors even used somewhat weaker assumption on a space than its regularity.
Much more information on the topic of this chapter can be found in a nice book of William
A. Kirk and Naseer Shahzad [76].

6 Converses to the Banach Fixed Point Theorem

In 1959 Czesław Bessaga presented his version of the theorem which is a converse to the
Banach Fixed Point Theorem. Firstly he observed that if an operator is Lipschitzian with a
constant less than 1, so is each iterate of it. So the theorem of Banach can be formulated
in the following way: If a selfmapping U of a complete metric space satisfies the Lipschitz
condition with a constant less than 1, then each iteration of U has a unique fixed point. This
reformulation of Banach theorem admitted the following converse (we quote after Bessaga):

Theorem 17 [9] Suppose that U is a mapping of an abstract set X into itself such that
each iteration U n (n = 1, 2, . . .) of U has a unique fixed point. Let K be any number with
0 < K < 1. Then there exists a complete metric d on X such that U satisfies the Lipschitz
condition with constant K .

Nowadays the converse of the Banach Contraction Principle is formulated in a slightly
more general form:

Theorem 18 [34] Let X �= ∅ be an arbitrary set, F : X → X and k ∈ (0, 1). Then

(a) If Fn has at most one fixed point, for every n ≥ 1, then there exists a metric d such that
d(Fx, Fy) ≤ kd(x, y) on X × X.

(b) If, in addition, some Fn has a fixed point, then there is a complete metric d such that
d(Fx, Fy) ≤ kd(x, y) on X × X.

In fact Bessaga proved the second part of the above theorem. Moreover, he showed that it is
equivalent to some form of the Axiom of Choice.

In 1965 James S. Wong published a generalization of Theorem 17 which was a part of his
PhD thesis. Firstly, he noticed that if {T1, T2, . . . , Tn} is a commuting family of contractions,
then every element of the commutative semigroup generated by these mappings is again a
contraction. So he could extend the concept of a contraction to the concept of a contractive
semigroup. He answered the question whether there exists a metric ρ on X in which mutually
commuting mappings T1, T2, . . . , Tn with common unique fixed point are simultaneously
contractions with respect to ρ.

Theorem 19 [118] Let X be an abstract set with n mutually commuting mappings
T1, T2, . . . , Tn defined on X into itself such that each composition T k1

1 ◦ T k2
2 ◦ . . . ◦ T kn

n

(where k1, . . . , kn are non-negative integers not all equal to zero) possesses a unique fixed
point which is common to every choice of k1, . . . , kn. Then for each λ ∈ (0, 1), there exists a
complete metric ρ on X such that ρ(Ti x, Ti y) ≤ λρ(x, y) for 1 ≤ i ≤ n and for all x, y ∈ X.

The theorem of Bessaga is a special case of the above theorem for n = 1.Wong also observed
that his theorem cannot be extended to the case of a countable infinite family of mappings.

In 2000 Jachymski published another proof of Bessaga’s theorem. He modified the proof
presented in [34] to give possibly the simplest proof of Bessaga’s theorem. He extended the
part (a) of Theorem 18 and showed that for bounded spaces the converse to the contraction
principle can be proved without using any form of the axiom of choice (see [58]).
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Next version of the converse theorem was proved by Ludvík Janoš in 1963 (published
in 1967 in [64]). Janoš assumed that X is a compact metrizable topological space and T
is a continuous selfmapping of X such that

⋂∞
n=1 T n(X) = {a} and he asked whether it

is possible to find a metric ρ generating the given topology of X such that the mapping T
is contractive with respect to ρ. Janoš’s answer was affirmative and he gave the method of
constructing such a metric.

Independently, the converse to the Banach Fixed Point Theorem was presented by Philip
R. Meyers in 1967.

Theorem 20 [91] Let f be a continuous selfmapping of a metric space (X , d). Assume that
f fulfills conditions: f has a fixed point x∗, ( f n(x)) converges to x∗ for all x ∈ X, and there
exists an open neighborhood U of x∗ such that f n(U ) → {x∗}, i.e., the sequence ( f n � U )

is uniformly convergent to the constant function x∗. Then, for any λ ∈ (0, 1), there exists a
metric dλ on X equivalent to d, complete if (X , d) is complete, such that f is a contraction
with contraction constant λ.

The result ofMeyerswas extended by SolomonLeader in [81]. The first part of his theorem
is identical with Meyers’ result. He also answered the question when there exists a bounded
metric dλ having the properties as in Theorem 20.

We say that a metric space (X , d) has the Banach Fixed Point Property (BFPP) if every
Banach contraction has a fixed point. From the Banach theorem it follows that every complete
metric space has theBFPP, but the converse implication does not hold. Indeed, as early as 1959
Edwin H. Connell gave an example of non-closed subset A of R2 such that every continuous
selfmap of A has a fixed point [32]. Clearly, A has the BFPP and is not complete. On the other
hand, Hu proved that a metric space (X , d) is complete if and only if every non-empty closed
subset of X has the BFPP [55]. An important contribution to this topic was made by Jonathan
M. Borwein [15] who showed that a convex subset C of a normed linear space has the BFPP
if and only if C is complete. In particular, a normed linear space X has the BFPP if and only
if X is a Banach space. In fact, the main result in [15] is yet more general. A surprising result
of Tomonari Suzuki goes in a different direction [111]. He considered a selfmapping T of
a metric space (X , d) which satisfies the inequality d(T (x), T (y)) ≤ α d(x, y) with some
α ∈ [0, 1) for pairs (x, y) from some subset of X × X . The completeness of (X , d) can be
characterized by the fixed point property for such mappings. More precisely, the following
result holds.

Theorem 21 [111] Let (X , d) be a metric space. Define a function 	 on [0, 1) by

	(r) :=

⎧
⎪⎪⎨

⎪⎪⎩

1 if 0 ≤ r ≤
√
5−1
2 ,

1−r
r2

if
√
5−1
2 < r ≤ 1√

2
,

1
1+r if 1√

2
< r < 1.

Then (X , d) is complete if and only if there exist r ∈ (0, 1) and η ∈ (0,	(r)] such that every
mapping T satisfying the condition

for any x, y ∈ X , ηd(x, T (x)) ≤ d(x, y) implies d(T (x), T (y)) ≤ rd(x, y)

has a fixed point.

In particular, since 	 : [0, 1) → ( 12 , 1], we may obtain the following
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Corollary 1 A metric space (X , d) is complete if and only if there exists r ∈ (0, 1) such that
every mapping T satisfying the condition

for any x, y ∈ X ,
1

2
d(x, T (x)) ≤ d(x, y) implies d(T (x), T (y)) ≤ rd(x, y)

has a fixed point.

In 2006 Ehrhard Behrends in a private communication with Marton Elekes asked two ques-
tions:

1. Is there an open nonclosed subset of Rn with the Banach fixed point property for some
n ∈ N?

2. Is there a simple nonclosed subset of R with the Banach fixed point property?

The first question has a negative answer, the second affirmative [40]. Elekes showed that for
any n ∈ N, if X having the BFPP is an open subset of Rn or X is a subset of R which is
simultaneously Fσ and Gδ , then X is closed and therefore is complete (in fact, it means that
X coincides with R

n). The latter result is optimal since the author gives two examples of
nonclosed subsets ofR possessing the BFPP in which the first one is an Fσ set and the second
one is a Gδ set. Moreover, there is a bounded Borel (even Fσ ) subset of R with the BFPP
that is not complete with respect to every equivalent metric. Finally, the author showed that
for any positive integer n, there exists a non-measurable subset of Rn with the BFPP.

7 Selected applications of the Banach Contraction Principle

The Banach Fixed Point Theorem plays an important role in many areas of mathematics.
It guarantees the existence and uniqueness of fixed points of certain self-maps of metric
spaces, and provides a constructive method of finding those fixed points. Therefore this
theorem becomes an essential tool for finding solutions of many problems in pure and applied
mathematics.

Below we present some basic applications of the Banach Fixed Point Theorem. However,
it is worth emphasizing that in many cases the Contraction Principle was not used in original
proofs of various results. In particular, this concerns the Picard–Lindelöf theorem which
appeared in 1890, 32 years before the publication of Banach’s paper. Nevertheless, nowadays
the Picard–Lindelöf theorem is usually presented as an application of Banach’s Fixed Point
Theorem though it is not a true example of the application. The same can be said about the
Weierstrass-Stone theorem or the central limit theorem which were proven via a fixed point
argument many years after they appeared. In this section we present these three proofs as
well as proofs that in their original versions used the Banach Fixed Point Theorem.

Firstly recall that the iterative sequence xn+1 = T (xn), used in the proof of Theorem 2
with an arbitrary x0 ∈ X , converges to the unique fixed point x∗ of T . The proof of the Banach
theorem yields the following useful information about the rate of convergence towards the
fixed point.
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Corollary 2 Let f be a contraction mapping on a complete metric space (X , d) with con-
traction constant α and fixed point x∗. For any x0 ∈ X, we have the following estimates:

d(xn, x∗) ≤ αn

1− α
d(x0, f (x0)), (7)

d(xn, x∗) ≤ α · d(xn−1, x∗), (8)

d(xn, x∗) ≤ α

1− α
d(xn−1, xn). (9)

These inequalities have different purposes. The inequality (7) tells us how many times we
need to iterate f starting from x0 to be certain that we are within a specified distance from the
fixed point. This is an upper bound on how long we need to compute. It is called an a priori
estimate. The inequality (8) shows that once we find a term by iteration within some desired
distance of the fixed point, all further iterates will be within that distance. However, it is not
so useful as an error estimate since both sides of (8) involve the unknown fixed point. The
inequality (9) tells us, after each computation, how much closer we are to the fixed point in
terms of the previous two iterations. This kind of estimate, called an a posteriori estimate, is
very important because if two successive iterations xm and xm+1 are nearly equal, then this
guarantees that we are very close to the true fixed point x∗.

7.1 Newton’s method of finding zeros of functions

A classical application of Banach’s Fixed Point Theorem is Newton’s method for finding
solutions of equations f (x) = 0, where f : (a, b) → R is differentiable. It begins with
taking an initial value x0 and uses the tangent of f at x0. The next iterative value x1 is the
zero of the tangent of f at x0, so assuming that f ′(x0) �= 0 we get

x1 = x0 − f (x0)

f ′(x0)
.

Repeating this process we obtain a sequence (xn)n∈N such that

xn+1 = xn − f (xn)

f ′(xn)
for n = 0, 1, 2, . . .

provided f ′(xn) �= 0. However, in practice, it is more convenient to try to use the following
simplified iterative procedure:

xn+1 = xn − f (xn)

f ′(x0)
for n = 0, 1, 2, . . . (10)

For the latter procedure we have the following theorem on the convergence of sequence
(xn)n∈N to zero of f .

Theorem 22 Let x0 ∈ R, r > 0 and f : (x0 − r , x0 + r) → R be differentiable with

f ′(x0) �= 0. Assume that f ′ is Lipschitzian with constant L > 0, s := 2
∣
∣
∣

f (x0)
f ′(x0)

∣
∣
∣ and

4L | f (x0)|
( f ′(x0))2

≤ 1. Then there exists a unique x∗ ∈ [x0 − s, x0 + s] such that f (x∗) = 0 and

the sequence (xn)n∈N defined by (10) is convergent to x∗.

A more general version of this result can be found in [97], Theorem 15.1. To prove the
theorem, we define the function F on [x0−r , x0+r ] by F(x) := x− f (x)

f ′(x0)
. It can be shown

that F is a Banach contraction with constant not larger than 1
2 and F is a selfmapping of
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[x0 − s, x0 + s]. By the Banach Contraction Principle, F has a unique fixed point x∗. Since
F(x) = x if and only if f (x) = 0, we get that x∗ is a unique zero of f in [x0 − s, x0 + s].

7.2 Systems of linear equations

We present an application of the Banach Contraction Theorem to find the solution of the
following system of linear equations with n unknowns:

⎧
⎪⎪⎨

⎪⎪⎩

a11x1 + a12x2 + · · · + a1n xn = b1
a21x1 + a22x2 + · · · + a2n xn = b2

. . .

an1x1 + an2x2 + · · · + ann xn = bn

(11)

This system can be written in the form
⎧
⎪⎪⎨

⎪⎪⎩

x1 = (1− a11)x1 − a12x2 − · · · − a1n xn + b1
x2 = −a21x1 + (1− a22)x2 − · · · − a2n xn + b2
. . .

xn = −an1x1 − an2x2 − · · · + (1− ann)xn + bn

(12)

By putting αi j = −ai j + δi j , where δi j =
{
1 for i = j

0 for i �= j
the last system is equivalent to

xi =
n∑

j=1
αi j x j + bi , i = 1, 2, . . . , n. (13)

If we use the following denotations: x = [x1, x2, . . . , xn]T , B = [b1, b2, . . . , bn]T and
A = [αi j ]n×n , then system (13) can be rewritten in the matrix form

x = Ax + B

and finding the solution of it is equivalent to the problem of finding a fixed point of the
transformation T : Rn → R

n defined by T (x) := Ax + B. If T is a contraction we can use
the Banach theorem and the method of successive approximations. In particular, this is the
case under the assumptions of the following

Theorem 23 [98] Let X = R
n be the metric space with the metric d∞(x, y) =

max1≤i≤n |xi − yi |. If
∑n

j=1 |αi j | ≤ α < 1 for all i = 1, 2, . . . , n, then the system of
linear equations (11) has a unique solution.

7.3 Differential and integral equations

The most interesting applications of the Banach theorem arise in connection with function
spaces. We will start with the results concerning differential equations.

Let us consider the initial value problem (known as the Cauchy problem)

x ′(t) = f (t, x(t)), x(t0) = x0, (14)

where t0 ∈ R, x0 ∈ R
n and x is an unknown function. We suppose that f ∈ C(U ,Rn),

where U is an open subset of R × R
n and (t0, x0) ∈ U . By integrating both sides of (14)
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with respect to t , we obtain the equivalent integral equation:

x(t) = x0 +
t∫

t0

f (s, x(s))ds. (15)

Note that x0(t) = x0 is an approximating solution of (15) for t close enough to t0. By putting
x0(·) into our integral equation, we get another approximating solution:

x1(t) = x0 +
t∫

t0

f (s, x0(s))ds.

By iterating this procedure, we get a sequence of approximating solutions

xm(t) = K m(x0)(t), where K (x)(t) = x0 +
t∫

t0

f (s, x(s))ds. (16)

To find a solution of (14), it suffices to show that K is a contraction and then we may apply
the Contraction Principle to infer that K has a fixed point. Since the equation x = K (x) is
equivalent to the integral equation (15) (and (14) as well), we obtain then the solution of the
initial value problem given at the beginning (for details see [113]). Finally, we can formulate
the following famous theorem:

Theorem 24 (Picard–Lindelöf theorem, [113]) Suppose f ∈ C(U ,Rn), where U is an open
subset of Rn+1, and (t0, x0) ∈ U. If f is locally Lipschitz continuous in the second argument,
uniformly with respect to the first, then there exists a unique local solution x(·) ∈ C1(I ) of
(14), where I is some interval around x0.

Some extensions of the Picard–Lindelöf theorem may be found in [113]. Let us also notice
that if a function f is globally Lipschitz continuous in the second argument, uniformly with
respect to the first one taken from some interval [0, T ], then it is possible to prove the existence
of a global solution x of (14), i.e., x acts on [0, T ]. There are two approaches to show that.
The first of them uses Theorem 4: it turns out that some iterate of the integral operator K is
then a contraction with respect to the supremum norm on C([0, T ]). The second approach
uses the following Bielecki’s norm [11]: for x ∈ C([0, T ]) and λ ≥ 0,

‖x‖λ := sup
t∈[0,T ]

e−λLt |x(t)|.

(For simplicity, we consider the case, when n = 1.) Then it can be shown that for any λ > 1,
K is a contraction with respect to the norm ‖ ·‖λ. These two approaches are nicely described,
e.g., in [47]. For further examples of the fixed point theorems applied to the differential (and
integral) equations, check [97].

Nowwewill show how the Banach theorem yields the existence and uniqueness results for
integral equations. Consider the following linear Fredholm integral equations of the second
kind:

f (x) = g(x)+ λ

b∫

a

h(x, y) f (y)dy, (17)

where f : [a, b] → R is an unknown function, h : [a, b] × [a, b] → R is a given function
(called the kernel) and λ is a parameter. This integral equation can be examined in many
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function spaces. We will show the procedure of solving it in C([a, b]) endowed with the
supremum norm: ‖ f ‖ = supx∈[a,b] | f (x)| for f ∈ C([a, b]). Then (C([a, b]), ‖ · ‖) is a
Banach space.

The Eq. (17) can be rewritten as T ( f ) = f , where for f ∈ C([a, b]) and x ∈ [a, b],

T ( f )(x) = g(x)+ λ

b∫

a

h(x, y) f (y)dy. (18)

Since functions g and h are both continuous, operator T is a selfmapping of C([a, b]). We
should determine for which values of λ the map T is a contraction. Note that since h is
continuous, it must also be bounded, so if |h(x, y)| ≤ M , then

d∞(T ( f1), T ( f2)) ≤ |λ| · M · (b − a) · d∞( f1, f2).

Thus T is a Banach contraction if |λ| < 1
(b−a)M and we have the theorem:

Theorem 25 Suppose g is continuous on [a, b], h is continuous on [a, b] × [a, b] and
|h(x, y)| ≤ M for all x, y ∈ [a, b]. Assume that |λ| < 1

(b−a)·M . Then the integral
equation (17) has a unique solution f ∈ C([a, b]). The function f is the limit of itera-
tive sequence ( f0, f1, . . .), where f0 is any continuous function on [a, b], and fn+1(x) =
g(x)+ λ

∫ b
a h(x, y) fn(y)dy, n = 0, 1, 2, . . ..

7.4 The Lax–Milgram lemma

Let H be a real Hilbert space with scalar product 〈·, ·〉 and norm ‖ · ‖. The dual of H is
denoted by H∗.

Theorem 26 (Lax–Milgram lemma, [80, 97]) Suppose B : H × H → R is a bilinear form
for which there exist constants α, β > 0 such that

• |B(u, v)| ≤ α‖u‖ ‖v‖ for any u, v ∈ H (boundedness),
• B(u, u) ≥ β‖u‖2 for all u ∈ H (coercivity).

Then for each u∗ ∈ H∗, there exists a unique element u ∈ H such that B(u, v) = u∗v for
all v ∈ H.

We give a sketch of a proof to show how the Banach Fixed Point Theorem can be used to
prove it. We may associate with the form B a linear bounded operator T : H → H∗ defined
by the formula: for any u ∈ H ,

(T u)(v) := B(u, v) for all v ∈ H .

Then |(T u)(v)| ≤ α‖u‖ ‖v‖, so ‖T u‖ ≤ α‖u‖, and hence ‖T ‖ ≤ α, so indeed T is bounded.
Moreover, for u �= 	,

‖T u‖ ≥
∥
∥
∥
∥(T u)

(
u

‖u‖
)∥

∥
∥
∥ =

1

‖u‖ B(u, u) ≥ β‖u‖,

so T is injective and ‖T−1‖ ≤ 1
β
. Consequently, T is an isomorphism of H into H∗. Now, our

aim is to show that for every u∗ ∈ H∗, there exists a unique u ∈ H such that (T u)(v) = u∗v
for all v ∈ H , i.e., T u = u∗. That means T is an isomorphism of H onto H∗. Observe that if
we consider inner product 〈·, ·〉 as a bilinear form, then the associated operator � : H → H∗
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is an isomorphism of H onto H∗ by the Riesz representation theorem. Thus the equation
T u = u∗ is equivalent to the equation �−1(T u− u∗) = 	 which in turn is equivalent to the
equation u = u − ρ�−1(T u − u∗), where ρ �= 0 is an arbitrarily fixed real number. Define
the map f by f (u) := u − ρ�−1(T u − u∗). It can be shown that f is a Banach contraction
if ρ ∈ (0, 2β

α2 ), so by the Banach Fixed Point Theorem, f has a unique fixed point, which is
a solution of equation T u = u∗.

The typical application of Lax–Milgram lemma is related to the elliptic partial differential
equations. The main task is always to identify the Hilbert space of functions among which
we look for solutions to a given partial differential equation, and to check the validity of the
assumptions on B.

Let � be a bounded region in R
n , f ∈ L2(�) be given and a ≥ 0. Consider the elliptic

boundary-value problem
{−�u + au = f in �

u = 0 on δ�,
(19)

where u : � → R is unknown and � is the Laplace operator. We are looking for solutions u
in the Sobolev space H1

0 (�) (the completion of C∞
0 (�), where C∞

0 (�) is the space of the
functions with continuous partial derivatives of any order with compact support). Note that
the condition u ∈ H1

0 (�) implies that u vanishes at the boundary of �. By weak solutions
of (19) one means the function u which satisfies the condition: 〈∇v,∇u〉+ a〈v, u〉 = 〈v, f 〉
for any v ∈ H1

0 (�). As bilinear form B from the Lax-Milgram lemma we put

B(u, v) = 〈∇v,∇u〉 + a〈v, u〉.
Such B is bounded and coercive in H1

0 (�), so by virtue of the Lax–Milgram lemma, there
exists exactly one u ∈ H1

0 (�) such that B(v, u) = 〈v, f 〉 for any v ∈ H1
0 (�), which means

(19) has a unique solution u ∈ H1
0 (�) [69].

7.5 Theory of monotone operators

The monotonicity methods have been started early in sixties; see, for instance, [79, 92].
The interesting historical remarks concerning monotone operators can be found in [8]. The
method of monotone operators have various applications in the study of boundary value
problems, optimal control problems, contact mechanics and very many related fields. In [42]
one may also find a nice introduction to this topic accessible to non-specialists.

The fundamental result in the theory of monotone operators is the following one due to
Eduardo Zarantonello [120].

Theorem 27 Assume E is a Hilbert space and A : E → E is Lipschitz continuous, i.e., there
is M > 0 such that for all u, v ∈ E, we have

‖A (u)− A (v)‖ ≤ M ‖u − v‖
and strongly monotone with a constant m < M, i.e., for u, v ∈ E, we have

(A (u)− A (v) , u − v)E ≥ m ‖u − v‖2 .

Then for each h ∈ E, the equation

A (u) = h (20)

has exactly one solution. Moreover, A is invertible and A−1 : E → E is Lipschitz continuous.
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For the proof take

0 < ε <
2m

M2 (21)

and define a Lipschitz continuous operator Tε : E → E by

Tε (u) = u − ε (A (u)− h)

with a Lipschitz constant Lε := 1 + ε2M2 − 2mε which by (21) is less than 1. Therefore,
by the Banach Contraction Principle, there is exactly one uε such that uε = Tε (uε) which
means that

uε = uε − ε (A (uε)− h) .

This provides the unique solvability of (20) together with the following iteration method

un+1 = un − ε (A (un)− h) for each n = 0, 1, 2, . . .

which converges to the unique solution u of (20).

7.6 Banach algebras and theWeierstrass–Stone theorem

ABanach algebra is a Banach space B endowedwith a multiplication operation " ·" (assumed
to be associative), which is compatible with operations of addition and a scalarmultiplication,
i.e., for any x, y, z ∈ B and any α ∈ K (K = R or K = C),

(x + y) · z = x · z + y · z, x · (y + z) = x · y + x · z, α(x · y) = (αx) · y = x · (αy).

Moreover, the norm is required to satisfy the inequality ‖x · y‖ ≤ ‖x‖ ‖y‖ which ensures
the continuity of the multiplication. If there exists in B a neutral element e with respect to
multiplication such that ‖e‖ = 1, then e is called the unity of B, and B is said to be unital.
We mention two important examples of unital Banach algebras here: the algebra B(E) of
all continuous linear operator on a Banach space E (we endow B(E) with composition as
multiplication and the operator norm), and the algebra B(�) of all bounded real- or complex-
valued functions on some set � with pointwise multiplication and the supremum norm. In
general, B(E) is non-commutative, i.e., not necessarily S ◦ T = T ◦ S, when S, T ∈ B(E),
but clearly, B(�) is always commutative.

In 1972 Frank F. Bonsall and David S.G. Stirling published an elegant paper [14] in which
they used the Banach Fixed Point Theorem to show the existence of square roots of certain
elements in a Banach algebra B. They began with studying the equation 2x − x2 = a, where
a ∈ B is fixed and ‖a‖ < 1, and they proved that this equation has a unique solution x∗ ∈ B
such that ‖x∗‖ < 1. Here they applied the Banach Contraction Principle to the operator T
defined by

T (x) := 1

2
(a + x2) for x ∈ B(a) ∩ {x ∈ B : ‖x‖ < η},

where B(a) denotes the least closed subalgebra of B containing a and a real number η is
such that ‖a‖ < η < 1. As a simple consequence, it can be obtained that for every unital
Banach algebra B with unity e and for any x ∈ B such that ‖x−e‖ < 1, there exists a unique
square root y of x (i.e., x = y2) such that ‖y − e‖ < 1.

Using the approach of Bonsall and Stirling, Jaroslav Zemánek [122] presented a beautiful
proof of the Weierstrass–Stone theorem.
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Theorem 28 (Weierstrass–Stone theorem)Let � be a compact space and C(�) be the Banach
algebra of all real-valued continuous functions with the supremum norm. If A is a subalgebra
of C(�) containing the unit function and separating �, then A is dense in C(�)

Let us recall that A separates � if for any x, y ∈ � with x �= y, there exists f ∈ A such
that f (x) �= f (y). To prove the Weierstrass–Stone theorem, Zemánek showed first with the
help of the Banach Contraction Principle that if B is a complete subalgebra of B(�) and
f ∈ B is non-negative on �, then

√
f ∈ B. This immediately implies that if f ∈ B, then

| f | ∈ B, and consequently, if f , g ∈ B then min{ f , g} ∈ B and max{ f , g} ∈ B. The last
implication follows from the fact that B is a linear space, min{ f , g} = 1

2 ( f + g − | f − g|)
and max{ f , g} = −min{− f ,−g}. This ends the algebraic part of the proof. The rest part
of the proof of the Weierstrass–Stone theorem is topological and is based on a compactness
argument.

7.7 The central limit theorem

In 1984 Gholamhossein G. Hamedani and Gilbert G. Walter [52] gave a proof of a classical
theorem of probability—the central limit theorem—with the help of the Banach Fixed Point
Theorem. In fact, they developed the suggestion of Julius R. Blum that the central limit
theoremcould be interpreted and proved as a FixedPoint Theorem.To do that, they introduced
first a metric on a space of distribution functions in the following way. For λ ≥ 0, let Rλ

denote the set of all random variables X such that the expected value E(|X |λ) is finite and

E(Xk) = mk for k = 1, 2, . . . [λ],

where mk is the kth moment of the standard normal variable Z and [·] stands for the floor
function. Let Mλ denote the set of all distribution functions from Rλ, and for F, G ∈ Mλ,

dλ(F, G) := sup
t∈R\{0}

∣
∣
∣
∣E

(
ei Xt − eiY t

|t |λ
)∣

∣
∣
∣ .

Hamedani and Walter proved that (Mλ, dλ) is a metric space and, moreover, (Mλ, dλ) is
complete when λ is a positive integer. Next, for α > 0, they defined a mapping Tα from Mλ

into M0 using a convolution of distribution functions and they showed that Tα is a Banach
contraction if αλ > 2 and Tα(Mλ) ⊂ Mλ. In particular, this is the case if α = √

2 and
λ > 2. Let  denote the standard normal distribution function. It turns out that  = T√2()

and  ∈ Mλ. Thus, by the Banach Fixed Point Theorem, we get that for any F ∈ Mλ,

dλ

(
T n√

2
F,

)
→ 0. Now, Hamedani and Walter observed that if (Xn) is a sequence of

independent (or only sub-independent) random variables with the same distribution function
F , mean 0, variance 1, and such that E(|X |λ)| < ∞ for some λ > 2 and all n ∈ N, then T n√

2
F

is the distribution function of the randomvariable 2− n
2
∑2n

i=1 Xi . The convergence of
(

T n√
2

F
)

towith respect to dλ implies that the sequence
(
2− n

2
∑2n

i=1 Xi

)
converges in distribution to

Z . Finally, with the help of a clever lemma, Hamedani and Walter extended the above result
to the non-identically distributed case in which the set of distribution functions of random
variables Xn is bounded in Mλ. Moreover, they managed to show that 1√

n

∑n
i=1 Xi → Z in

distribution as n →∞ obtaining in this way the central limit theorem.
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7.8 Iterated function systems

An iterated function system (abbr. IFS) consists of a metric space (X , d) and a finite family
{ f1, . . . , fN } of continuous selfmappings of X . In order to introduce the concept of an
attractor of IFS

(
(X , d), { f1, . . . , fN }

)
, we need to recall first the definition of the Hausdorff

metric. For x ∈ X and nonempty subset A of X , the distance d(x, A) between x and A is
defined as follows:

d(x, A) := inf{d(x, a) : a ∈ A}.
For nonempty subsets A and B of X , we set

D(A, B) := sup{d(a, B) : a ∈ A}.
Of course, in general it is possible that D(A, B) = ∞. However, if A and B are bounded,
then both D(A, B) and D(B, A) are finite, so

H(A, B) := max{D(A, B), D(B, A)}
is also finite. Let K(X) denote the family of all nonempty compact subsets of X . It can be
shown that (K(X), H) is a metric space and H is then called a Hausdorff (or Pompeiu–
Hausdorff) metric on K(X). Moreover, if (X , d) is complete, so is (K(X), H).

Now, a set A∗ ∈ K(X) is called an attractor of IFS
(
(X , d), { f1, . . . , fN }

)
if

A∗ =
N⋃

i=1
fi (A∗)

and for any set A ∈ K(X), Fn(A) → A∗ with respect to the Hausdorff metric, where F is a
set-valued operator defined by the formula:

F(A) :=
N⋃

i=1
fi (A) for A ∈ K(X).

Note that F is a selfmapping of K(X).
In 1981 John E. Hutchinson applied the Banach Fixed Point Theorem in an impressive

way to obtain the following theorem on the existence of attractors, which is a fundamental
result in the theory of IFSs.

Theorem 29 [57]Let (X , d) be a complete metric space and f1, . . . , fN : X → X be Banach
contractions. Then the IFS

(
(X , d), { f1, . . . , fN }

)
has an attractor.

The idea of Hutchinson’s proof is to show that the above defined operator F is a Banach
contractionwith respect to theHausdorffmetric onK(X), so the existence of attractor follows
immediately from the Banach Fixed Point Theorem. Attractors of IFSs consisting of Banach
contractions are often called fractals in the sense of Hutchinson and Barnsley. A number of
examples of such fractals can be found in the monograph of Michael F. Barnsley [7]. Here
we quote two famous examples.

Example 1 (The Cantor set) Let R be endowed with the Euclidean metric d and for x ∈ R,

f1(x) := 1

3
x, f2(x) := 1

3
x + 2

3
.
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Clearly, f1 and f2 are Banach contractions, so by Hutchinson’s theorem, the IFS(
(R, d), { f1, f2}

)
has an attractor C and in particular, H(Fn([0, 1]), C) → 0. Since

F([0, 1]) ⊂ [0, 1], the sequence (
Fn([0, 1]))n∈N is descending. It is known that in fact any

descending sequence of compact sets is convergent with respect to the Hausdorff metric and
its limit coincideswith the intersection of these sets. Thuswe have thatC = ⋂

n∈N Fn([0, 1]),
so we may see that indeed, C is the Cantor set.

Example 2 (The Sierpiński triangle) This time we endow the plane R
2 with the Euclidean

metric d and we consider the following three mappings: for (x, y) ∈ R
2,

f1(x, y) := 1

2
(x, y), f2(x, y) := 1

2
(x, y)+

(
1

2
, 0

)

, f3(x) := 1

2
(x, y)+

(
1

4
,
1

2

)

.

The IFS
(
(R2, d), { f1, f2, f3}

)
satisfies the assumptions of Hutchinson’s theorem and its

attractor is the Sierpiński triangle.

8 Closing comments

In this paper, we have provided only a part of the available information about the Banach
Fixed Point Theorem. It is not possible to include all the knowledge on this topic in a single
article, because fixed point theory is developing very dynamically, as evidenced by the fact
that almost 14,000 articles containing words "fixed point" in their titles have been published
since 2009 until 2023, whereas 13000 such articles appeared before 2009. In the former
group there are 4100 papers using in their titles the words "metric" and "fixed point". (All
these data are taken from the MathSciNet as of December, 2023.) Therefore, our selection
had to be subjective and it was certainly not complete. For instance, among others we did not
present the results related to:

• commonfixed point theorems (according to theMathSciNet there are almost 5000 articles
with titles containing words "common fixed point" and probably the first paper on this
topic dealing with contractive mappings was [35]);

• cone metric spaces (750 papers; according to the opinion of Petr Zabreı̆ko [119], the first
fixed point theorem for contractions on such spaces was established by Anatolij Perov,
[99]); more recent results on this topic are discussed in a survey paper [66].

• fuzzy metric spaces (1300 papers; as far as we know, the research on fixed points of fuzzy
contractive mappings was initiated by Stanisław Heilpern, [54]);

• asymptotic contractions (the notion introduced by Kirk, [71]);
• contractions with respect to a partial ordering (we owe this notion to André Ran and

Martine Reurings, whose paper [102] has now almost 400 citations according to the
MathSciNet);

• contractions with respect to a graph (the class of mappings defined in the paper [59]
having now over 150 citations).

We also omitted the discussion on a number of applications of the Contraction Principle, for
example, in:

• matrix theory (in particular, the Perron–Frobenius theorem, [20]);
• commutative algebra (the algebraic Weierstrass Preparation Theorem, [45]);
• partial differential equations (for example, the Cauchy–Kowalevsky theorem, [115]);
• actuarial mathematics (approximation of a vector of ruin probabilities in regime-

switching models, [41]).
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As pointed out in [109]

the ever growing list of applications of the Banach Fixed Point Theorem would fill
volumes.

Furthermore, we are not giving a list of open problems in metric fixed point theory, however,
we can recommend here to the reader the following recent papers by the leading experts in
this field: [48, 72, 73, 107, 121].

Finally, let us quote Stanisław Mazur, PhD student of Stefan Banach from 1932. In 1961,
he wrote a text about the importance of Banach’s doctoral dissertation (see [88]):

W ciągu niespełna 40 lat, które upłynęły od czasu ukazania się rozprawy doktorskiej
Stefana Banacha, analiza funkcjonalna rozrosła się w potężny dział matematyki, który
skupia na sobie uwagę coraz liczniejszych matematyków na świecie […] Cały doty-
chczasowy rozwój analizy funkcjonalnej dowodzi, że koncepcje Stefana Banacha
posiadają nieprzemijającą wartość w nauce. Analiza funkcjonalna, to wspaniały trwały
pomnik jej twórcy.4

Even though more than 60 years have passed since then, these sentences have not lost their
relevance, and the Banach Fixed Point Theorem is one of the most famous theorems.

On April 3rd, 2012 r. National Bank of Poland issued three coins (2 PLN, 10 PLN and
200 PLN) commemorating Stefan Banach.5 The coin 200 PLN was made in gold and was
devoted to the Banach Fixed Point Theorem.

10 PLN coin was made in silver and showed the relation between linear mappings on Banach
spaces. The third coin (2 PLN) presented inequality characterizing bounded linear mappings
on Banach spaces.

4 In less than 40 years since the publication of Stefan Banach’s doctoral dissertation, functional analysis has
grown into a powerful branch of mathematics that attracts the attention of more and more mathematicians
around theworld […]The entire development of functional analysis so far proves that StefanBanach’s concepts
have everlasting value in science. Functional analysis is a wonderful permanent monument to its creator.
5 Use of the images of coins in accordance with https://www.nbp.pl/home.aspx?f=/banknoty_i_monety/
wykorzystanie_wizerunkow.html (in Polish).
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