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Abstract

In this work we study various gap functions for the generalized multivalued mixed variational-
hemivariational inequality problems by using the (74, 0 4 )-relaxed cocoercive mapping
and Hausdorff Lipschitz continuity. Moreover, we establish global error bounds for such
inequalities using the characteristic of the Clarke generalized gradient method. As application,
we present a stationary nonsmooth semipermeability problem.
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1 Introduction

Fichera [1,2] and Stampacchia [3] initiated the theory of variational inequality problem
for mathematical modelling problems arising from mechanics to investigate the regularity
problem for partial differential equations. The variational inequalities and quasi variational
inequalities have many application in different areas such as economics, management and
engineering sciences. The theory of variational inequality can also be utilized as a core
problem in optimization and nonlinear analysis to analyse the tremendous problems of com-
plementarity and equilibrium in operational science, we often meet the variational inequality
problem for finding x € C such that

(#B(x),y—x)x =20, VyeC, ey
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where C is a nonempty closed convex subset of a normed space X representing constraints,
% : X — X* is a given operator, and (-, -)x denotes the duality pairing between X and
its dual X*.

It is well known that the variational inequality (1) can be solved by transforming it into an
equivalent optimization problem for the so-called merit function p(-; o) : X — RU{+o00}
defined by

wx; ) =sup{(Zx), x —7)x —aflx — z||§§ |zeC} for xeC, 2)
where « is a nonnegative parameter. Here, we note that

(i) If « = 0 and X is finite dimensional, then (2) was first studied by Auslender in [4].
(i) If « > 0 and X is finite dimensional, then (2) was studied by Fukushima in [5].

The function (-, 0) is usually known as the gap function, and the function u (-, ) forae > 0
is a regularized gap function.

Also, we notes that for all @ > 0, the function (-, ) is nonnegative on C, and u(x*; ) =
0 whenever x* satisfies the variational inequality (1), see [6].

The theory of gap function was first introduced for the study of optimization problem
and subsequently applied to variational inequalities, quasi variational inequalities and quasi
vector variational inequalities. The concept of gap function plays an numerous role in the
development of iterative algorithms, an evaluation of their convergence properties and useful
stopping methods for iterative algorithms. Error bounds are very important and used because
they provide a measure of the distance between a solution set and a feasible arbitrary point. A
comprehensive survey of theory and rich applications about error bounds can be found in [7].
Solodov [8] developed some merit function associated with a generalized mixed variational
inequality, and used those functions to achieve mixed variational error limits. Aussel et al. [9]
introduced a new inverse quasi variational inequality, obtained local (global) error bounds
for inverse quasi variational inequality in terms of certain gap functions to demonstrate the
applicability of inverse quasi variational inequality. Focused on the Fukushima [10] concept,
the regularized function of the Moreau—Yosida type has been introduced by Yamashita and
Fukushimain [11]. They also suggested the so-called error bounds for variational inequalities
via the regularized gap functions. Recently, there have been many studies on gap functions for
different models on different topics such as iterative algorithms [ 12], the Painlevé—Kuratowski
convergence [13] and error bounds [14—-16]. In 2020, Chang et al. [17] introduce the mixed
set-valued vector inverse quasi-variational inequality problems and to obtain error bounds for
this kind of mixed set-valued vector inverse quasi-variational inequality problems in terms of
the residual gap function, the regularized gap function, and the D-gap function. These bounds
provide effective estimated distances between an arbitrary feasible point and the solution set
of mixed set-valued vector inverse quasi-variational inequality problem. Recently, Chang et
al. [18] studied the three types of gap functions, i.e., the residual gap function, the regularized
gap function and the global gap function by using the relaxed monotonicity and Hausdorff
Lipschitz continuity and obtained the error bounds for generalized vector inverse-variational
inequality problems.

Hemivariational variational inequalities, which were first introduced by Panagiotopoulos
[19,20], deal with certain mechanical problems involving nonconvex and nonsmooth energy
functions. The theory of variational-hemivariational inequalities is known as a generalization
of variational inequalities and hemivariational inequalities to the case involving both the
convex and the nonconvex potentials, and based on the notion of the Clarke generalized
gradient for locally Lipschitz functions, see, [21-25].
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Inspired by the recent works [26—-33], in this paper, we suggest the gap functions and regu-
larized gap functions for a class of generalized multivalued mixed variational-hemivariational
inequality problems. We also discuss the gap functions for the Minty version of these
inequalities by utilizing the Lipschitz continuity, (t_z , 0_4 )-relaxed cocoercive mapping and
Hausdorff Lipschitz continuous mapping and also provides two new global error bounds for
the generalized multivalued mixed variational-hemivariational inequality problems. Finally,
as application, we present a semipermeability problem for stationary heat problem is given
to illustrate our main results.

2 Preliminaries

Throughout this paper, let (X, || - ||x) be a real Banach space with the dual X*, and (-, -)x be
the duality pairing between X* and X. Let C B(X) be the family of all nonempty closed and
bounded sets in X.

Definition 1 A function &7 : X —> R U {400} is said to be

(a) proper, if o7 # +00.
(b) convex, if Z(tx + (1 —1t)y) <t (x)+ (1 —1)F(y),Vx,y € X, tr € [0, 1].
(c) lower semicontinuous (l.s.c.) at x € X, if for any sequence {x,} C X such that

Xp —> X,
it holds
& (x) < liminf <7 (x,).
(d) upper semicontinuous (u.s.c.) at x € X, if for any sequence {x,} C X such that
Xp —> X,
it holds
lim sup &7 (x,) < </ (x).
(e) ls.c(resp. u.s.c.) on X, if & is L.s.c (resp. u.s.c.) at every x € X.

Definition 2 Let g : X — RU{4-00} be a proper, convex and lower semicontinuous function.
The convex subdifferential 9. ¢ : X — X* of g is defined by

0.g(x) = {x* € X*|(x*, y—x)x <g(y)—gx), Vye X} VxeX
An element x* € 9,g(x) is called a subgradient of g at x € X.

Definition 3 A function & : X — R is said to be locally Lipschitz, if for every x € X, there
exist a neighbourhood U of x and a constant £, > 0 such that

| (z1) — (z2)] < &xllzt — z2llx, Vzi,z2 € U.
Let .o/ : X — R be alocally Lipschitz function, the Clarke generalized directional derivative
of o at the point x € X in the direction y € X defined by

A (z+ty) — A (2)
- )

°(x;y) = limsup

77— x,t—>0t
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The generalized gradient of o at x € X is a subset of X defined by
3o/ (x) = {x* € X*|/°(x;y) = (x*, y)x VyeX].
Lemma 1 Let X be a real Banach space and o/ : X — R be a locally Lipschitz function,
then the following assumptions are satisfied:
(a) Foreachx € X, the function X 3 y — &/°(x; y) € R is finite, positively homogeneous
and subadditive, and
|7°(x; y)| < exllyllx Vy € X,

where &, > 0 is a Lipschitz constant of </ near x.
(b) The function X x X 3 (x,y) — /°(x;y) € R is upper semicontinuous.
(c) Foreveryx,y € X, it holds

°(x; y) = max{(c, y)x | ¢ € 3. (x)}.

Definition 4 An operator & : X — CB(X*) is said to be pseudomonotone, if & is a
bounded operator and for every sequence {p,} € X converging weakly to p € X such that

lim Sup(pn’ Xn —X) <0, Vpn € gz(xn)

n—-00

we have

(p,x —y) <liminf{p,,x, —y), VyeX, pePx).
n—-00

Definition 5 An operator.# : X x X — X* is said to be pseudomonotone with both variable,
if .# is a bounded operator and for every sequence {x,} € X converging weakly to x € X
such that

lim sup({A (x,, x,,), X, — x) <0,
n—o0

we have

(A (x, %), x = y) = liminf (7 Con, xX0), X0 — ), ¥y € X.

Let X be a reflexive Banach space and C be a nonempty subset of X. Let #, 2 : C —
C B(X*) be the multivalued mappings, .# : C B(X*) x C B(X*) — C B(X*) be an operator
and ¢ : C xC — Rand J : X — R be the functionals, and f € X. Our purpose
of this paper is to study following constrained generalized multivalued mixed variational-
hemivatiational inequality problem for finding x € C, p € #(x) and g € 2(x) such that

(M(p,q) — f,y—x)x +d(x,y) —d(x,x) +J°(x; y — x)
>0,VyeC, peZx),q e 2x), 3)
with the following assertions:
(1) the operator . : C B(X*) x C B(X*) — C B(X*) is satisfying

(1(a)) # is continuous mapping with both variables.

(1(b)) . is pseudomonotone.

(1(c)) # is Lipschitz continuous with respect to first variable with constant «_, > 0 and
second variable with constant 8, > 0 such that

A (x1, y1) — A (x2, y2)|Ix*
Saglxr —xllx + Bz lyt — y2llx, Yxi,x2,y1, 2 eX 4
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(1(d)) A is (t 4,0 4 )-relaxed cocoercive if there exist two constants t 4, 0., > 0 such
that

(M (x1, Y1) — A (X2, Y2), Y1 — Y2)x = — T | A (x1, Y1) — A (X2, 92) |5
+ouxlyt — y2||§§, for all x1, x3, y1, y2 € X.

%)
(2) the operator &, 2 : X — C B(X¥) is satisfying
(2(a)) both &2, 2 are pseudomonotone.
(2(b)) & is Hausdorff Lipschitz continuous then there exists ¢4 > 0 such that
lp1 = pallxx < H(Z(x1), £ (x2))x*
<aglxi —xlx, Vxi,xeX, (6)

where (-, -) is the Hausdorff metric on C B(X).
(2(c)) 2 is Hausdorff Lipschitz continuous then there exists @ > 0 such that

lg1 — @2llx+ < H(L2(x1), 202)xx < agllxr —x2lx, Yx,xxeX.  (7)
(3) ¢ : C x C —> R is such that

(3(a)) foreachx € C, ¢(x, ) : 2 —> IR is convex and lower semicontinuous.
(3(b)) there exists oy > 0 such that

O (x1,y2) — d(x1, y1) + d(x2, ¥1) — P (x2, y2)
< agllxr —x2llxllyr — y2llx, YV x1,x2,¥1,y2 €C. ()

(4) J : X — R is alocally Lipschitz function such that

(4@) 10J(WlIxx < wo + willylx, ¥y € X withsome wp, w1 > 0.
(4(b)) there exists oy > 0 such that

T y2 = y) + I v — y2) < ayllyt — wlik, Yoyi,ymeC. )
(5) Cisanonempty, closed and convex subset of X and
feX (10)
For (3), we have the following existence and uniqueness result.
Theorem 1 Assume that (1)—(5) hold. If, in addition, the following condition is satisfied
Ta @aoy +Paea) toj+ap <oy, (1n

then (3) has a unique solution. Moreover, x solves (3) if and only if it solves the following
generalized multivalued Minty mixed variational-hemivariational inequality problems for
finding x € C,r € P(y) and s € 2(y) such that

(Mr,s)—foy—x)x+o(x,y) —o(x,x)+J°(y;y—x)=0 YVyelC. (12

Proof Let x € C be the unique solution of (3). First, we note that the assumption (4(b)) is
equivalent to the following relaxed monotonicity condition of the generalized gradient

(0J() —0J (), y —xX)x = —ajlly —x|F Vy,xeX (13)
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Next from the condition (11) together with (13), and the Lipscitz continuity of .#Z, (t.z, 0.4 )-
relaxed cocoercive of .#, and Hausdorff Lipschitz continuity of &2 and 2, we have

(A(r,s) = A(p,q),y —x)x +(Sy = Gx, ¥ = X)x

> —T M (r,s)— M.k +oully — xlx —ejlly — xII%,

>t (@ullr = plixs + Bals — qllx)* + (0.0 —aplly — xl%.

> —tq (@M P ), P )xe + BaM(2(), 200)x)* + (0.0 — aplly — x|k
> —ty (@gaply —xlx +Breally —xlIx)?+ (o.r —aply — x|k,

>~y (@nap +Baea) |y —xlx + (0n —aply — xllx,

> (—ty @pap +Buas) +ou —aply —xli,

V6y €0J(y),6x €3J(x), Vx,y€C,pe P(x),q € 2(x),r € Z(y),s € 2(y). (14)

Let y € C be arbitrary. From (14), Lemma 1(c) and the definition of generalized gradient,
we have

(AM(r,s)—f,y—x)x+d(x,y) — o, x) +T°(y; y —x)
> (M (r,s) = f+6y,y —x)x+dx,y) —¢(x,x)
(M (P, q) — [+ 6,y —X)x+¢(x,y) —o(x,x) + (—Tp (xrop
+Bue2) +ou —aply—xlx
>(AM(p.q) — [+ ey —x)x+o(x,y) —P(x,x)
=((p.q)— f.y—x)x+o(x,y) —d(x,x)+ J°(x;y —x) > 0,Ygy € 3J(y),

where ¢, € dJ(x) is such that
JO(x;y —x) = (6x, ¥ — X)x.

Since y € C is arbitrary, hence x € C is a solution of (12).
Conversely, let x € C be a solution to the problem (12). Forany y € C and t € (0, 1), we
denote y; =ty + (1 — t)x € C. Inserting y, into (12), we have

0<t((ris)—f.y —x)x +o(x,y) —d(x,x) + J°(yis yr — X)
S AMre,s) — froy —x)x +Hig(x, y) — 1 (x, x)
+tJ°(e y —x), Yrr € P(y), 50 € 2(0),

here we utilized the convexity of
yor—= ¢x,y)
and the positive homogeneity of
y o= I y).
Hence,

(M (re,s0) — [,y —x)x+P(x, y) — Pp(x, x)
+J°isy —x) =0, Vrr € PZ(0), st € 2(01)-
(15)
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Since .# is pseudomonotone, therefore it is demicontinuous, see [25]. Passing to the upper
limit as t — 0T in (15), it gives
(A(p.g)— [,y —x)x+ox,y) —p(x,x) + J°(x;y —x)
> limsup(A (ry,50) — f,y —x)x + d(x, ¥) — d(x, x) + limsup J°(y;; y — x)

t—0t t—0t
2 lim sup (s — foy—xXx+o(,y) —¢@,x)+ Iy —x)}
t—>0

>0, Vrp € Z(y), 51 € 2(y1).

Here we utilized Lemma 1(b). Since y € C is an arbitrary, hence, we conclude that x € C is
a solution of (3) and proof is completed. O

3 Main results

In this section, we discuss the gap function, regularized gap function and the Moreau- Yosida
type regularized gap function utilizing Lipschitz continuity, (7.4, 0_y )-relaxed cocoercivity
and Hausdorff Lipschitz continuity associates with (3).

Definition 6 A real-valued function u : C — R is said to be a gap function for (3), if it
satisfies the following assertions:

(@) ux) >0, vx eC.
(b) x* € C is such that
pn(x*) =0
if and only if x* is a solution of (3).

Consider the functions @/, @f : C —> IR defined by

o/ (x) = Sug{(///(P,fZ) —fix=Vx+ o0, x) -, ) = I y—n}, (16)
ye

forallx e C, p € #(x),q € 2(x);

@/ (x) = sup A, s) = fox—x+d@,x)— ¢, y) — Iy -0}, (A7)
ye

forallx € C,r € 2(y),s € 2(y).

The following lemma shows that functions @/ and qﬁ;kf are gap functions for (3).

Lemma 2 Assume that the assumptions of Theorem 1 hold. Then, the functions ®! and (D;[
defined by (16) and (17) are two gap functions for (3).

Proof First of all, we prove that &/ is a gap function for (3). It is not difficult to demonstrate
in an analogous way that the function Cb*f is also a gap function for (3). We will review two
conditions of Definition 6.

(a) In fact, it is obvious that
@/ (x)>0, VxeC.
Since then this property has been retained by for all x € C,

Of () = (M (p,q) — fox —X)x +d(x,x) — Pp(x,x) — J°(x; x —X)
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=—j%x;0)
=0,Ype 2(x),q € 2(x). (18)

(b) Suppose that x* € C is such that

&/ (x*) =0,
that is
sup {(t(p*.q") = f.x" = y)x + ¢ (", x%) —p(x*, y) = J°(x* y —xH)} =0,
Vp* e 2(x*), q* € 2(x*). (19)

This together with the fact
(A(p*.q") — f.x" —x")x + o™, x7) — p(x™, x™)
—Jo(x*; x* —x*) =0,Vp* € Z2(x¥),q" € 2(x%)
implies that (19) is equivalent to

(A(P*.q") — [,y —x")x + o™, y) — dp(x*, x)
—J°(x*;y—x*)>0,Vyel, p*e 2%, q* € 2x").

Therefore, we infer that x* is a solution of (3) if and only if
o/ (x*) =0.
O

Let A > 0be afixed parameter. We consider the following functions @ />* | (D,{ rc—R
defined by

oM x) = sug{(//(p, @) — fox—Y)x+o(x,x)—px,y)
ye

1
—J%(xiy —x) — —y2 !
(x;y —x) X [lx yllx}

forall x eC, p e Z(x),q € 2(x), (20)
L (x) = SUp {(A(r, ) = f.x = YDy + B, 1) = $(x.7)
ye
Jo . 1 2
=Sy —x) — ﬁllx —ylxg
forallx e C,r € #(y),s € 2(y). 21

In what follows, the functions @/>* and <D;f "* are called the regularized gap functions for

3).

Theorem 2 Suppose the assertions of Theorem 1 hold. Then, for any A > 0, the functions
& * and (D;[’)\ are two gap functions for (3).

Proof Now, we prove that @ /> is a gap function for (3). Applying the analogous techniques,
it is not difficult to show that (D,{ A s also a gap function for (3). We will verify two
assumptions of Definition 6.
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(a) Foreach A > 0 fixed, it is trivial that for each x € C it holds
o/ *x) > 0.
Therefore for x € C,
LA () = (M (p.q) = fox = x)x + D0, 1) = P(x, 1) = J°(x;x =)
— L =23 =~ 0)
2A
=0,Vp e #(x),q € 2(x).
(b) Assume that x* € C is such that
®/ 4 (%) =0,
and for all p* € 22(x*), ¢* € 2(x),
sup {(#(p*.q") — f.x* — y)x + p(x*, x¥)
yeC
—p(*,y) = Iy —x7) - inx* - y||§} =0.
This imply that
(A(P*.q") = [y = x")x — (™, x™) + (™, y) + J°(x"; y — x¥)
> —ﬁllx* —yl%. YyecC pte2a").q" € 2. (22)

Forany z € Candt € (0, 1), weputy = y, = (1 — 1)x* + ¢tz € C in (22) to obtain

HAP*q") — frz—x")x —tdp(xX™, x™) + 1o (x™, 2) +1J°(x"; 2 — x™)
(AP q") — [y —x)x — ", x) + o™, y) + Iy —x¥)
1 * 2
> _ﬂ”x — yillx

2
t
— 5 - 2%, Vp* e 2(x*), ¢* € 2(x),

here we utilized the convexity of
y = ¢(x,y)
and positive homogeneity of
yo— J°(xs y).
Hence, we have
(A (D", q") = frz—x")x —p(™ x) +o(x", 2) = J°(x"; 2 —x¥)

t
> o - 2%, Yz eC, p* e 2(x%), q* € 2(x).
Letting t —> O™ for the above inequality, we get

(A(P*.q") — frz—x")x —d(™, x") + o (x*, 2)
+J°(x*;z—x") >0, VzelC, p*e 2", q" € 2(x%).
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Hence, x* is also a solution of (3).
Conversely, suppose that x* € C is a solution of (3), that is,

(%(P*, q*) - f’ y = X*)X - ¢(X*’ X*) + ¢(X*v }’)
+J°(x*y —x") =0, Vy € C, p* € 2(x7),q" € 2(x").
This ensures that

Sug (At (p*.q%) = f.x" = yx + (™, x) —p(x*, y)
ye

1
—J0Ty = a7 = ol - y||§g} <0,

for all p* € Z(x*), ¢* € 2(x*). The latter combined with the fact
&/ x)>0, VxecC
and imply that
&/ M (x*) = 0.
The proof is completes. O

Latter on we will prove that the regularized gap functions @/ and Q{ ** are lower semi-
continuous.

Lemma 3 Assume that the assumptions of Theorem 1 are satisfied. If, in addition, ¢ : C x

C —> R is continuous, then, for each A > 0, the functions o+ and (b{ * are both lower
semicontinuous.

Proof We can prove that ®/>* is a lower semicontinuous for each A > 0. It is not difficult

to use a similar argument to verify that (Df "* has the same property.
Consider the function @/* : ¢ x ¢ — TR defined by

ST M, y) = (M(p,q) — [ x—Y)x+d(x,x) —p(x,y) — J°(x; y — x)

1
—5 - yI%.Vp € 2(x),q € 2(x).

Since the operator . : CB(X*) x CB(X*) — CB(X*)and 2, 2 : X — CB(X*) are
demicontinuous being pseudomonotone. This means that the function

x = (A (p.q), x)x
is continuous. The latter together with the lower semicontinuity of

(x,y) — =J%(x; y),
and the continuity of

(x,y) = ¢ (x,y)
and
x o= [lx|ix

guarantees that

x = 1M (x, y)
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is lower semicontinuous for all y € C. Next, we see that
@/ x) =supdH(x,y), VxecC.
yeC
Let {x,,} C C be such that
Xp —> X as n —> o0.
Now
I pn — Pl = H(Z(xn), Z(x)) < @z |xp — x| — Oasn —> o0
implies that
lpn — pll — 0, asn — oo.
Hence
pn— peX.
Similarly
lgn —qll = H(2(x), 2(x)) < agllxy —x|| — Oasn —> o0
implies that
lgn — gqll — 0, asn —> oo.
Hence
gn — q € X.
Then, we have
lim f &4 Gn) = lim i sup &4 3. )
> liminf &7* (x,, 2)
n—s00
> &/ Mx,z), ¥z e C.
Passing to supremum with z € C for the above inequality, it gives
liminf ®/* (x,) = sup @/ (x, 2)
n—00 zeC
=/ (x).
Therefore, the function @+ is lower semicontinuous and proof is completed. O
Let A, Y > 0 be two parameters. Moreover, let us consider the following functions
Hproav, H@Z,A.Y :C— R
defined by
My s (x) = inf {@f"A(z) F Yl — z||§§} ,Vx €C, (23)
My (x) = inf {cp;f’*(z) +Ylx — Z”%g} ,Vx eC. (24)
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In the sequel, we invoke the functions [T/ 4,y and I7 PYES be the Moreau-Yosida
regularized gap functions for (3). Subsequently, we will verlfy that these functions are two
gap functions for (3).

Theorem 3 Assume that the assumptions of Lemma 3 are satisfied. Then, for all X, Y > 0,
the functions I g, +,v and IT yf.ox v are two gap functions for (3).

Proof We can prove that ITg ¢ ., is a gap function for (3). It is possible to prove, in an
analogous way, that IT_ r 1.y is also a gap function for (3).

(a) Forany A, Y > 0 fixed, recall that ®f A Y isa gap function for (3), hence
/MY (x)>0, VxecC.
In consequence,
Hgrav(x)>0, VxeC.
(b) Suppose that x € C is a solution of (3). Theorem 2 show that
@MY (x*) = 0.
Moreover, the inequality
Moo ) = inf {4 @) 4 Y Ix* = 2l
< 740 + Yl =
=0,
and the fact
Hgrav(x*)>0
imply that
Hgrav(x*)=0.
Conversely, let x* € C be such that
Hgrav(x*) =0,
and

inf {&/4 )+ vIx* — 213} =0.
zeC

Therefore, there exists a minimizing sequence {z,} in C such that

0< @ Mz + Ylx* — zlk

1
< - (25)
n

It is obvious that
ol z) — 0
and

Ix* — zullx —> Oasn —> oo,
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implies
Zn — x*, asn —> +o0.
From Lemma 3 and nonnegativity of ®/-*, we have
0 <ol * %)

< liminf &/ (z,)

=0.
Thus

o/ M (x*) = 0.

Because ®/* is a gap function. Therefore, x* is a solution of (3), and proof is completed.
]

Here, we conclude with two global error bounds for (3) associated with the regularized gap
function @/*Y and the Moreau—Yosida regularized gap function Iy, 1. v, respectively.
These global error estimates measure the distance between any admissible point and the
unique solution of (3).
Theorem 4 Let x* € C be the unique solution of (3) and A > 0 be such that
1

o —Tu@uar +Baas) —ap—ay > . (26)

Assume that the assertions of Theorem 1 hold. Then, for each x € C, we have

o/ (x)
e — x*llx < 1 @7
o —Tau@yor +Braa) —oay—oy— N
Proof Let x* € C be the unique solution of (3), that is
(AM(P*.q") = f.y—xF)x +dE",y) —p(x*, x7)
+J°(x*;y —x") >0, VyeC, p* e Z(x"),q* € 2(x™). (28)
For any x € C fixed, we put y = x in (28), we obtain
(A (p*,q™) = frx —x")x +d(", x) — p(x*, x7)
+J°(x* x —x*) > 0,Vp* € 2(x), q* € 2(x). (29)
By virtue of the definition of @+ one has
OIA ) = (M (pq) — [ x —x*)x + P (x, x) — plx, x*)
1
_Jo ’ * _ o _ *12 . 30
(x5 x™ = x) 2AIIX Xk (30)

It follows from the Lipschitz continuity of .# with respect to first variable with constant
oy > 0 and second variable with constant 8_, > 0, (t_z, 0.4 )-relaxed cocoercivity of .#
with respect to the constants 7 4,0, > 0, Hausdorff Lipschitz continuity of &7, 2 with
respect to constants ¢z > 0, xg > 0, respectively and assumptions (3(b)) and (4(b)), we
have

1
(A (P, @) = [ =X+ G0, x) = G, x™) = J70rx" = x) = S x = P
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> (A (P q") — fox —xF)x + (" x) —p (", xT) + T (" x — x7)

1
+©O0n —ta@nor +Bras) —ap—oy — s Pl

1
> (0// —ty@gap +Brag) —ay—ay — ﬂ> llx — x* (1%
Vp e Px), p* e P2(x¥),q € 2(x),q* € 2(x), 31

where the last inequality is obtained by using (29). Combining (30) and (31), we have

1
oM (x) > (0/// —ty@gap +Brag) —ay—ay — ﬂ) Ix —x* 1% (32)

Hence, the desired inequality (27) is valid. O

Theorem 5 Let x*™ € C be the unique solution of (3) and A > 0 be such that

1
o = Tu@uer +Baas) —ap—ay = o (33)
Assume that the assumptions of Theorem 1 hold. Then, for each x € C and all Y > 0, we

have

2M g fox.v (x)

lx —x*llx < ] (34)
min {a// —tu(@gay +Buag) —ay —ay — TR Y}
Proof Let x* € C be the unique solution of (3). By the definition of the function
Hgrav(x) = ing {@f’A(Z) + Ylx — zl|§g}
Z€
. ) 1
>inf |\ ow —tuw(Qnay + Buros) —ay —ay — —
zeC 2A
I = 2l + Y e = zl1%)
1
> min (wx — Ty (@gay +Buas) — oy —oy — e Y}
inf {Ilx* — zI% + Ix — zlI
inf {Ix* = zl% + lIx — zlI%}
1 5 1
>-minyoys —tx(@uoy +Buraa) —oy—oy——, Y
2 2A
lx —x*|%, Vx €C.
Hence
2 g7 A,
It — "l < @10 () L wrec,
min {0,// —tu@gar +Buas) —ap—aj— e Y}
which completes the proof of the theorem. O
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4 Application

The goal of this section is to investigate a boundary value problem with the generalized
gradient and an obstacle effect which illustrates the applicability of the abstract results.

Let U be a bounded domain in Rf (¢ = 2,3) with Lipschitz continuous boundary A.
The boundary is divided into two mutually disjoint measurable parts A1 and A such that
meas(A;) > 0. Consider the following nonlinear mixed boundary value problem with con-
straints.

For finding a function x : U — IR such that

—diva(,Vx)+0dg(a,x) > f(u),in U, (35)

where dg and 9.2/ denote the generalized gradient and the convex subdifferential of the
functions g : U x R — R and & : Ay x R — R, respectively with respect to their
second variables, while the conormal derivative

ox v

v (a(u, Vx), v)Re

represents the heat flux through the part X,, and v stands for the outward unit normal on A.
The function x represents the electric potential, the function a = a(u, Vx) is the dielectric
coefficient and f = f(u) is a given source term. The material which occupies U is non-
isotropic and heterogeneous, and thus a effectively depends on u.

x(u) < ¢Y(u), in G, (36)
represents an additional unilateral constraint for the solution,
x=0, on X 37
0x
— € k(x)d.o7(u, x), on Ap. (38)
Va

We remark that in general there is no function < such that
8. = KO0p .

This means that if g = 0, then the weak form of (35), stated in (36) below, reduces to
quasi-variational inequality.
We need the following standard functional space. Let X be defined by

X={yeH'®)|y=0 on i}.

Since meas(A1) > 0, the space X is endowed with the inner product and corresponding norm
given by

(x, vz = /U (VW) Vy()pg: du
and
%
lyllx = (/U ||Vy(u)||%deu> . Vx,yeX

Let Ao : X —> L2() be the trace operator and C be the admissible set defined by

C= {y € X’ y(u) < (u) forae.uc€ U}
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The unique solvability of (35), we suggest the following hypotheses:
(A) a: U x RY — R¥ is such that

(A(@)) a(-, w) is measurable on U for all w € R with
a(u, 0) = 0 for a.eu € O. (39)

(A(b)) a(u, -) is continuous on R for a.e. u € U.
(A(c)) forallw e RY, a.e.u € U with a, > 0, we have

la(u, W)lire < aa(l + [Wllge). (40)
(A(d)) forall wi, w2 € Rf and a.e. u € U with 7, > 0 and o, > 0, we have
(@(u, wy) — a(u, w2)) - (Wi — W2) > (—Tq + 04)[|Wi — W[ e (41)
(B) g: U x R —> R is such that
(B(a)) g(-,1) is measurable on U for all 1 € R and there exists ¢ € L2(0) such that
g e()) e L'(V). 42)

(B(b)) g(u,-) is locally Lipschitz on R for a.e. u € U.
(B(c)) there exist wg, @; > 0 such that

|ogu,1)| <@y +ad1)i], Vi € R andae.u € U. (43)
(B(d)) there exists ag > 0 such that
g’ i 1 — 1)+ 8°(u, 12511 — 12) < gl — 12|2, Vi;,1p € R andae. u € 0.
(44)
(C) & : Ay x R —> R is such that

(C(a)) (-, 1) is measurable on A; forall 1 € R.
(C(i1)) &/ (u, -) is convex on R for a.e. u € ©.
(C(iii)) there exists &, > 0 such that

|gz%(u,11) — 4/ (u, 12)| <éeglt1 —12], Vi1,12 € R anda.e.u € Aj. 45)
(D) « : 22 x R — R is such that

(D(a)) «(-,1) is measurable on A; forall: € R.
(D(b)) there exists ¢, > 0 such that

[k, 1)) — k@@, 12)| < &clty —12], Vi, 12 € R andae. uei,.  (46)
(D(c)) k(u,0) =0 fora.e. ue 0.
(E) v € Xand
f e L*(). (47)

Now, using the standard method based on the Green Theorem, see [25,27], we have the
following variational formulation of (35) for finding x € C such that

f (a(u, Vx), V(y — x))ge du + / (k(x)(a,y) — k(x)e/(u, x))dxr
U %)

+/ g°(u, x; y —x)du > / f(y —x)du, Yy € C. (48)
8] U
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Theorem 6 Assume that the assumptions (A)—(E) are satisfied. If, in addition, the inequality
holds

Oa = Ta — dg — £ Ao > = 0, (49)
then (48) has an unique solution x* € C.

Proof Consider the operator 2, 2 : C —> CB(X*) are multivalued functions, .# :
CB(X*) x CB(X*) — CB(X*) is bi-function and the functions ¢ : C x C —> IR and
J : X — R defined by

A p.q). y)x = /U (a(u, V), Vy)gedu, Vp € 2(x), 4 € 2(x)
b(x.y) = /A () (y)d,
2

J() =/ g(u, y)du, Vx,y € X.
8
It is easy to show that all conditions of Theorem 1 are satisfied with
Tu(@nay +Bueo) =1, ou =04 oy =ag, wy=do, w =@ and
ap = el Lo 1%

Using Theorem 1 and the fact

Jo(x;y) < / g°(x; y)du, Vx,y € X.
[8)

Therefore, we can conclude that (48) admits a solution. Moreover, the condition (49) guar-
antees that (48) is uniquely solvable. y
Next, for any parameter A > 0, we introduce the function #/* : ¢ — R defined by

&/ (x) = sup { / a(u, Vx) - V(x — y)du +/ (k(x) (0, x) — k(x) (u, y)) d
yeCc L JU %)

1
—/ f(x—y)du—/ g"(u,x;y—X)du—fllx—ylli}. (50)
@ s 2L
O
From Theorems 2-3, 4-5 and 6, we directly obtain the following error estimates.

Theorem 7 Letx* € C be the unique solution of (35)—(38). Under the hypotheses of Theorem
6, we have

() foreach \ > 0and f € L*(U), &/ *.C—> Risa regularized gap function for (48).
(i) If A > 0 is such that

1
00— Ta — g — £zl Ao |I> > e (51)

Then for each x € C, it holds

o
e — x*llx < &) . (52)

1
Ua_fa_ag_g,del(” Ao ”2_5
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Theorem 8 Let x* € C be the unique solution of (48). Under the hypotheses of Theorem 6,
we have

(i) forany A,Y > 0, the function ﬁq')f,A.Y : C —> R defined by

néﬂAN(x)=12£{éfJ(@-+Yux—zn§} (53)
Z

is the Moreau—Yosida regularized gap function for (48).
(i) forany Y > 0, if X > 0 is such that

1
Oqg —Tg — Qg — el Ao ”2 > ﬂ 54

Then for each x € C the following bounds holds

21743/')\’\((./()

lx —x*x < (55)

. 1
min {oa — Ty — g —Eg &l Ao |17 — TR Y}

5 Conclusions

In this work, motivated by old and new results such as [26-29] and more, we study
the gap functions and regularized gap functions for a class of generalized multivalued
mixed variational-hemivariational inequality problems. Extensions to Minty version of these
inequalities is also discussed as well as two new global error bounds for these problems.
Application for this new results is presented and it is clear that this work extend and gener-
alize related results in the literature.
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