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Abstract
Hardware Trojans have emerged as a great threat to the trustability ofmodern electronic systems. A deployed electronic system
with one or more undetected Hardware Trojan-infected components can cause grave harm, ranging from personal information
loss to destruction of national infrastructure. The inherently surreptitious nature and bewildering variety of Hardware Trojans
makes their detection an extremely challenging exercise. In this paper, we explore the state of the art of post-silicon testing
techniques for Hardware Trojan detection, with our coverage including both physical measurement-based testing, as well
as logic testing. We present systematic classification of Hardware Trojans and a taxonomy of detection techniques based
on physical and logical testing, and describe these techniques in details, including their stand-out features and strengths
and weaknesses. We conclude the paper with an evaluation of the current status of progress, and major directions of future
research.

Keywords Hardware Trojans · Logic testing · Malicious design modifications · Side-channel testing

1 Introduction

Electronic hardware constitutes the bedrock of any comput-
ing system, on which firmware layer, virtual machine layer
(optional), operating system and other system software, and
finally application software (which operate on the informa-
tion being processed) are based. Thus, secure and trusted
computing requires the deployment of effective security at
different layers, including hardware security, software secu-
rity and finally data/information security.Although computer
system security issues span all three layers, hardware security
plays a crucial role, as the robustness of the security of the
software layers above the hardware layer implicitly depends
on the assumption that the underlying hardware is com-
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pletely trustable. If that is not the case, then an untrustworthy
hardware platform opens new avenues of direct modifica-
tion of the software/data that depends on it for execution,
or by incorrect execution of the software, thereby modify-
ing its functionality. Of even greater concern is hardware
that surreptitiously performs operations that are not part
of its standard specifications, e.g., secretly leaking sensi-
tive information through a covert channel. These threats are
exacerbated by the fact that there is a growing tendency of
connecting electronic systems (“smart devices”) to commu-
nication networks, and the proliferation of the “Internet of
Things”.

The impact of deployed untrustworthy hardware can be
devastating, from a personal scale (e.g., through the leakage
of account passwords) to national scale (e.g., a large-scale
power outage caused by the national power gridmalfunction-
ing), potentially resulting in human fatalities and financial
disaster worth billions. Even when the hardware is not mali-
cious or buggy by design, their complex operation can always
be exploited by a resourceful adversary, the impact of hard-
ware threats creates many software and network security
issues, e.g., the infamous Spectre and Meltdown bugs
[26] in certain families of modern microprocessors. Hence,
secure and trustworthy hardware is indispensable in ensuring
secure computing, and hardware can be thought to constitute
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Fig. 1 A hardware component-based hierarchy of electronic systems, exemplified for common consumer electronic gadgets

an (ideally) inviolable “root-of-trust” of any modern elec-
tronic system.

Figure 1 shows a typical hardware component-based hier-
archy of the modern electronic systems, exemplified through
common consumer electronic gadgets. In this, system hard-
ware (end device) is at the top level, which is composed
of physical components like printed circuit board (PCB),
peripheral devices and enclosures. The physical components,
in turn, are composed of ICs, often totalling in the hundreds
in a single electronic system. Hence, it is easy to understand
the complexity of the task of verifying the functionality of a
system consisting of so many inter-operating complex ICs,
given that the task of completely verifying the functionality
of even a single standalone IC is often beyond the current
state of the art. For the sake of argument, even if we assume
that the question of whether an IC exactly implements its
stated functional specification is answered satisfactorily, it is
well-nigh impossible to answer the question of whether the
IC has no additional surreptitious functionality.

The growing concern with the trustworthiness of elec-
tronic systems is also because of pervasive trends in design
and manufacturing of electronic devices and components,
particularly semiconductor integrated circuits (ICs). Most
major companies that manufacture ICs commercially have
design centers distributed all over the world, for the asso-
ciated cost and talent acquisition advantages. To handle
time-to-market pressure and to reduce costs, these companies
routinely deploy Electronic Design Automation (EDA) soft-
ware, standard cell libraries, and third-party hardware intel-
lectual property (3-PIP) modules procured from third-party
vendors, Additionally, to avoid the large capital expenditure
in setting up,maintaining and upgrading cutting-edge IC fab-
rication facilities (“fabs”), most IC design companies have
transitioned to a fabless business model [50,54], whereby
they outsource the IC manufacturing, packaging, and test-
ing, to (often) offshore companies specializing in operating

fabs. Complex involvement of so many external parties dis-
tributed all over the world result in the loss of control of the
IC design houses, and also to an extent the companies selling
their hardware IP products, over the design and manufactur-
ing process of their own products. As a result, a plethora
of vulnerabilities plague ICs and related products, the most
well-known among which are: IP piracy, IC piracy (cloning
andoverproduction) and counterfeiting, reverse-engineering,
etc.

However, in this paper, we focus on detection and miti-
gation techniques for arguably the most challenging malady
among these threats—Hardware Trojans (HTs) [22,47,69,
94,107,121]. Hardware Trojans, as the name suggests, are
malicious, hard-to-detect circuit modifications that have
the potential of causing ICs to malfunction. These circuit
modifications can be performed at an unreliable fab by
reverse-engineering the design database for an IC, or can be
part of the original design itself (either introduced in-house
or through third-party IPs). HTs are surreptitious in nature,
and a well-designed HT has the capability of evading tradi-
tional pre-silicon design verification (if inserted before the IC
is taped out), and post-silicon IC testing. If seemingly benign
but actually HT-infected ICs are deployed in-field, they are
capable of various malicious operations, viz. incorrect out-
put, performance degradation, denial-of-service, leakage of
secret information (e.g., cryptographic keys). In addition,
often HTs are intentionally designed to activate at seemingly
random points of time, making it even more difficult to pin-
point the exact component and the exact input stimuluswhich
caused the system malfunction.

Since HTs are capable of evading traditional post-manuf-
acturing IC testing schemes, special testing techniques focus-
ing on HTs must be developed, evaluated and adopted for
their detection. Over the last decade-and-half, many such
HT-centric detection and verification techniques have been
proposed, for both ICs and constituent circuit modules. This
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effort has been summarized by several published works
[23,69,107]. However, with the fast-evolving HT detection
research domain due to increasing adoption of advanced
machine learning techniques, it becomes necessary to pro-
vide a detailed study of current state-of-art techniques.

In this paper, we provide a comprehensive review of the
state of the art of HT detection techniques based on logic
testing, as well as those based on measurement and analy-
sis of physical parameters (circuit delay, power dissipation,
electromagnetic radiation signature, optical signature, image
signature etc.) We describe the relative strength of these
techniques, as well as point to their important shortcom-
ings, necessitating further research progress. In our coverage,
we also include approaches that combine these two main
approaches (logic testing and physical characterization), to
increase the sensitivity ofHTdetection. By limiting the scope
of our coverage to logic testing and physical parameter-based
detection mechanisms, we provide a unique and comprehen-
sive study of this sub-domain.

The rest of the paper is organized as follows. In Sect. 2,
we present the necessary background onHTs and their detec-
tion techniques, including a taxonomy of HTs. In Sect. 3, we
describe techniques for HT detection based on measurement
of physical parameters, including relatively recent techniques
that avoid the need of a “golden reference.” In Sect. 4, we
concentrate on logic testing techniques for HT detection. In
Sect. 5, we discuss design techniques which enhance cir-
cuit testability for HT detection. Section 7 discusses in depth
the problem of requirement of golden IC for testing. Sec-
tion 8 discusses role of machine learning in the domain of
physical and logical testing of HTs and points to future direc-
tions of research on this topic. Section 9 discusses expected
future research directions. Section 10 concludes the paper.
In addition, in Appendix A, we have presented a table which
summarizes all the works discussed in this paper. In the table,
the works have been chronologically arranged, allowing the
reader to easily develop an idea of how research interest has
evolved on this topic over the years, and to understand the
direction in which current research on this topic is aligned
to.

2 Preliminaries: Hardware Trojans and their
detection

We first present a description of the general structure and
some examples of HTs, a taxonomy of HTs, followed by a
general overview of HT detection strategy.

2.1 Hardware Trojans: general structure and
taxonomy

AHardware Trojan is a stealthy circuit which usually remain
inactive, allowing normal operation of the IC in which it

Fig. 2 General structure of a Hardware Trojan [22]

is embedded, until triggered by an internal “rare” logic
condition, or on the application of one or multiple fixed
input vectors (possibly in a fixed sequence) to the circuit
[22,28,60,94,107]. “Stealthiness” can be described a prop-
erty which can make undesirable malicious changes to a
system inconspicuous—that is, conceal any changes made
by any harmful actor to the infected system. Once activated
or “triggered,” a HT may or may not be able to cause a mal-
function of the IC, and in case it does cause amalfunction, the
malfunction might not be immediate, but only occur after a
random time interval of further operation. This uncertainty of
observable malfunction actually occurring even when an HT
is activated is one of the features of HTs that help to increase
their stealthiness. In some cases, the HT might even be free-
running or “always on”, i.e., not dependent on any external
applied stimulus, but autonomously operates and initiates a
malfunction only after a fixed time interval of operation, e.g.,
when a counter circuit (which is part of the HT) reaches its
terminal count. In the last case, to evade post-manufacturing
testing, the HT designer ensures that the HT triggers after
a long enough interval, so that it remains undetected during
ordinary post-manufacturing testing.

One of the earliest proposed and subsequently widely
studied structures of a generic HT is shown in Fig. 2. A HT
consists of twomain parts: trigger logic and a payload [118].
The trigger logic is responsible for continuously monitoring
various signals or a series of events at the primary inputs or
internal nodes of a circuit, and then generates one or more
activation signals. These activation signals are utilized by the
payload logic to cause malfunction inside the circuit, usually
by altering internal signal values of original circuit (mali-
cious behavior) once the trigger is enabled. The impact of
the payload can be more sophisticated, including leakage of
a secret information through an information backdoor.

Figure 4 shows two relatively simple examples of HTs,
a combinationally triggered HT (Fig. 4a) and a sequentially
triggered HT (Fig. 4b). The combinationally triggered HT
consists of only combinational logic gates in its triggermech-
anism. The adversary, who is assumed to have access to the
original netlist or reverse-engineered netlist of the circuit in
which the HT is to be embedded, has determined through
analysis of the signal probabilities of the internal nodes, that
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Fig. 3 Hardware Trojan taxonomy (adapted from [108])

Fig. 4 Examples of combinationally and sequentially triggered Hard-
ware Trojans [30]

t1 through tn are rare nodes with extremely low probability
of them going to logic-1 simultaneously during circuit opera-
tions. However, on rare occasions that these nodes do achieve
logic-1 simultaneously, they alter (flip) the logic value at
internal node S1. This complemented value may lead to an
incorrect output for the infected circuit, if its effect prop-
agates to the primary output. On the other hand, HTs can
include state elements (flip-flops) as part of a Finite State
Machine (FSM) in its triggermechanism, as shown in Fig. 4b.
Again, on the availability of a set of rare logic conditions at

the nodes t1 through tn , the FSM performs state transitions
on the clock edges, and when the FSM reaches a terminal
state, again a logic malfunction is initiated.

Besides the two simpleways of categorizingHTs as exem-
plified above, over the years, a bewildering variety of HTs
have been proposed, and HT design is itself an extremely
active area of research. There is no universal consensus about
classifying HTs; however, Fig. 3 shows a taxonomy of HTs
that covers the most common methods of classifying HTs,
based on diverse sets of characteristics, such as: the con-
trol exercised by the adversary on HT implementation; the
activation mechanism of the inserted HT; the effect on the
HT payload; the position of the inserted HT, as well as the
physical characteristics such as size [100,102].

The HT taxonomy described in Fig. 3 also classifies HTs
according to the different phases of Trojan insertion, ranging
from HT insertion at the specification phase to the fabrica-
tion assembly and packaging phase. If HTs are classified
according to their abstraction level, the control of the adver-
sary on Trojan implementation can vary from system-level
specifications to the actual physical implementation stage in
the fab. HTs can be further classified based on the activa-
tion mechanism, ranging from always on (an activated HT
as soon as the IC containing it is powered-on), to activate
only when a specific trigger condition (either internal or
external). For external triggering, environmental conditions
like temperature, external applied stimulus like electromag-
netic signals, etc., can be used to trigger HTs. In [49], the
authors introduced a classification of deterministic HT (HD)
by discovering a crucial set of properties of trigger-activated
Trojans. These properties, determining the stealthiness of
Trojans, lead to a much more detailed classification of such
Trojans and hence assign well-defined boundaries to the
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scope of the existing and new countermeasures on the huge
landscape of HTs. With the discovered properties, the adver-
sary can design a tremendous number of HT and easy to
provide a benchmark of with HT to the community.

Based on their payload characteristics, HTs can be
categorized to be those changing functionality, or modify-
ing parametric properties, degrade performance, leak secret
information, or denial-of-service causing HTs. From another
viewpoint, HTs are classified based on their location—HTs
can be inserted in processor,memory, I/Oports, power supply
or at clock grids. Finally, based on the physical characteris-
tics like distribution, size, type and structure, HTs can also be
classified. Note that classification of HTs into combination-
ally triggered and sequentially triggered types is also part of
the taxonomy tree, under:

Activation Mechanism→Trigerred → Internally

We would not further elaborate on describing structures and
operating modes of HT variants, because it is not the main
focus of this paper—the interested reader is recommended
to refer to [108] for more information on this topic.

2.2 Hardware Trojan detection techniques

Research on detection of HTs has progressed in lockstep
with research on their design and implementation. As in any
other topic of security-related research, HT designers and
those working on techniques to detect them are involved in a
cat-and-mouse game, with no clear winner determinable to-
date. Since debugging an already deployed electronic system
is extremely challenging, it is desirable that HTs are detected
as early as possible in the product life cycle, preferably before
a constituent IC has been taped out, or at least before the
manufactured IC has become part of an electronic system.
However, given the wide variations in HT type, structure
and mechanism of action, it is unlikely that a “silver bullet”
detection technique capable of detecting every type of HT
would be ever developed [107]. On the other hand, detection
techniques may vary based on the resources required and the
deployment phase. Some techniques may require the netlist
of the design or the layout description, while others may
require at least one HT-free instance of the design (a “golden
chip”). However, obtaining a trustworthy golden chip (or its
accurate simulation model) is not always feasible in practice.

HT detection techniques can be broadly categorized based
on the IC life cycle: pre-silicon and post-silicon. Pre-silicon
detection techniques are carried out before IC fabrication and
includes code coverage analysis, logic testing, formal verifi-
cation, structural analysis and functional analysis. Based on
the type of intervention to the circuit-under-test (CUT), post-

Fig. 5 Taxonomy of post-silicon HT detection techniques

silicon HT detection techniques can be classified as shown
in the taxonomy of Fig. 5.

Physical testing techniques consists of both destructive
and non-destructive techniques. For example, optical inspec-
tion of IC, a destructive method of HT detection, requires
de-packaging followed by active removal of successive lay-
ers of the chip, and optical analysis of the microphotographs
of the metal layers. A large number of test-time techniques
can be classified to follow the general theme of Side-Channel
Analysis (SCA), which compares physical characteristics
like dynamic power, static power, temperature, EM radiation,
path delay of the IC under test, etc., against a reference circuit
or its accurate simulation model. Also, some HT detection
techniques have been developed to detect HTs at run-time,
where a HT is detected in the operation phase by measure-
ment of physical characteristics like SCA. In logical testing,
specific test patterns are applied to an IC to detect anomalous
activity triggered by the insertedHTeither during test-time or
run-time. As we will find in the next two sections, HT detec-
tion techniques are also equally diverse, incorporating a wide
variety of ideas and strategies, where different techniques are
applied for different sub-classes of HTs. Sometimes, test-
ing strategies are combined to come with new schemes with
improved detection coverage for a wider class of HTs.

3 Physical parameter measurement-based
Hardware Trojan detection

Based on the taxonomy presented in Sect. 2.2, we now
provide a detailed overview on the recent physical parameter-
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basedHTdetection techniques.Broadly,wediscuss twomain
classes of techniques: side-channel analysis-based Trojan
detection and image processing-based Trojan detection.

3.1 Side-channel analysis-based Trojan detection

Side-channel Analysis (SCA), which depends on the collec-
tion and characterization of measurable physical parameters
during circuit operation, has been an extremely successful
technique to attack cryptographic implementations. How-
ever, similar techniques have also been widely adapted for
post-silicon detection of HTs and are considered a powerful
tool for the purpose. The main insight is that any malicious
addition or alteration of circuit elements during IC design
or fabrication is expected to have certain impacts on power
consumption, delay of the circuit paths, the electromagnetic
(EM) dissipation, or thermal characteristics of the intercon-
nects and gates in the infected circuit. The presence of aHT in
an IC can be suspected by accurately recording these param-
eters from an operational IC, and then comparing them with
their expected value in a Trojan-free IC. Figure 6 shows the
general flow involved in SCA-based HT detection schemes.

The main attractiveness of such techniques for HT detec-
tion is that they are non-disruptive, and do not affect the
functioning of the IC. However, they also face major chal-
lenges.Accuracy of SCA-based detectionmethods suffer due
to presence of noise resulting fromprocess,measurement and
environmental variations during the chip fabrication. Faithful
measurement of physical parameters becomes exceedingly
difficult and expensive for modern multi-Gigahertz ICs,
while process variation induced noise exacerbates owing to
the ever-shrinking size of transistors in the ICs. Due to pro-
cess variations, side-channel signaturesmeasured for two ICs
of similarmake andmodel, evenwhen applied the same input
pattern, might be different. Such factors can easily mask the
small variations induced by an inserted small HT which is

rarely triggered. Conversely, if any variation is observed, it
becomes difficult to conclusively assign the observed varia-
tion to the presence of HT in the IC. Hence, the variability in
silicon fabrication process as well as side-channel parameter
measurement needs to be isolated for accurate detection of
Trojans.

Another major shortcoming of physical parameter chara-
cterization-based HT detection techniques is that they rely
on the existence of an accurate “golden model.” This golden
model is either obtained directly from a known HT-free
instance of the IC (“golden IC”), or an extremely accurate
simulation model of a golden IC. As mentioned previously,
obtaining either of them in practice is often difficult. One
possibility of obtaining a golden IC model is characterizing
an instance of the IC for side-channel parameters, and then
completely reverse-engineering it to a netlist-level descrip-
tion. If the reverse-engineered netlist matches a golden netlist
available with the IC design house, then the IC instance can
be concluded to be a golden IC [21]. However, the process of
IC reverse-engineering is an expensive and time-consuming
procedure at the current state of the art. Besides, absence
of HT in one instance of an IC does not guarantee that all
instances of the IC are HT-free. Another approach of obtain-
ing a golden IC is to fabricate a small number of the ICs in
a “trusted” foundry [21], and these chips can be considered
as golden ICs. But then again, the existence of a foundry
that can be certified to be “trusted” is a difficult proposition.
Similarly, constructing an accurate device-level circuit sim-
ulation model for an entire IC (including all packaging and
pin-related parasitics) is also quite challenging. But due to
process variations, even after the availability of a golden ICor
its model, side-channel analysis-based HT detection remains
challenging.

In the rest of this section, we discuss various side-channel
analysis-based HT detection techniques, for diverse physical
parameters. We also present techniques proposed over the

Fig. 6 Side-channel analysis-based Trojan detection workflow
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years to overcome or bypass the challenges of SCA-based
HT detection.

3.1.1 Power consumption characterization-based
side-channel analysis

Agrawal et al. were the first to propose side-channel infor-
mation for Trojan detection, where they used IC power
consumption [4]. The golden IC’s power signature was
obtained by applying random test patterns, and power mea-
surement. After obtaining the golden signature, the same test
patterns are applied to the IC under test. Principle Com-
ponent Analysis (PCA) was used to compare side-channel
power fingerprint of the IC under test with golden model
for de-noising. A shortcoming of this work was that it was
primarily based on circuit simulation models, and was not
very effective in detecting small HTs when process variation
effects were taken into account. Wang et al. in [112] stated
that HT detection sensitivity in the presence of unavoid-
able process variation can be significantly enhanced by
measuring currents locally and from multiple spatially dis-
tributed power ports or pads. They developed a “multi-supply
transient-current integration” methodology to detect a HT.
The localized-current is measured from various power ports
or controlled collapse chip connections on the die. Compar-
ing the results obtained for golden chips against the IC under
test, the presence of HT can be inferred with relatively high
accuracy if the current integration results are very different
from the golden IC results.

Aarestad et al. proposed a static current measurement-
based side-channel approach in [1]. In general, presence of
circuit switching activity inside a HT-infected IC on applica-
tion of test patterns is necessary for Trojan detection through
transient current analysis; however, this is difficult to achieve
in practice, in the absence of knowledge of the HT’s struc-
ture andmode of operation. The proposedmethod isolates the
effect of the contribution of HT in static current consumption
and thus removes the requirement of switching activity for
HT activation. Another observationwas that the static current
consumption behavior measured through each of the supply
ports is unique, which is influenced by transistors that are
in the vicinity of the supply port. Multiple supply port tech-
nique combined with power signal calibration technique was
shown to increase detection sensitivity drastically.

Banga et al. developed a novel two-stage test generation
technique that aims at magnifying the difference between
side-channel signatures of infected and HT-free ICs [13–
15]. Firstly, in the circuit partitioning stage, the IC under
test is partitioned into regions based on structural connec-
tivity. In the activity magnification stage, new test patterns
concentrating on the identified regions are applied to mag-
nify the difference in power profiles between the golden and
Trojan-infected IC. Thus the region-aware pattern genera-

tion approach helps in identifying the potential HT insertion
regions, by which activity within a portion of the circuit is
increased, while that in the rest is simultaneously minimized.
Rad et al. proposed a region-based transient power signal
analysis for HT detection, to overcome the small ratio of
HT-current to the circuit background current [89,90]. Again,
supply current is measured from multiple ports individually
by applying test patterns, and a statistical analysis of the
transient current waveform generated is performed. Differ-
ent process models for golden and HT-infected designs is
produced, which is then calibrated for process variation.

Hou et al. [55] proposed a HT detection method that
focuses on the intrinsic relationship between transient cur-
rent and static current signature to eliminate the effects
of process variation, enabling detection of malicious hard-
ware modifications. By application of test vectors on IC
under test, they acquired the transient current and static cur-
rent signature. Then they compared the curve plot between
transient current and static current signature with that of
golden IC signature curve to determine the presence of
HTs. Wilcox et al. [117] proposed a static leakage current
characterization-based side-channel method to detect HT in
ICs.Note that allmodern ICsmanufactured using nanometer-
scaleComplementaryMetal-Oxide-Semiconductor (CMOS)
device technology suffer from nonzero gate terminal cur-
rent and OFF-state current, termed as “leakage current.”
Static leakage current is measured frommultiple power ports
on the chip. The authors proposed a novel chip-averaging
method targeted for removing intra-die variations, thereby
improving the Trojan’s detection sensitivity. Scatter plots of
currents along with PCA-based ellipse analysis was used to
differentiate between random noise and anomalies due to
HT. Scatterplots of currents measured from pairs of adjacent
power ports are created for application of the 2-D ellipse
statistical method. Ellipse statistical limits are derived from
30 ICs, and 12 other ICs are used for evaluation as control
samples. Data points that fall outside the ellipse bounds are
considered as true positive detections.

Lecomte et al. [67] described an on-chip monitoring
methodology using embedded sensor network. It aims at
checking the integrity of a whole production lot instead of
checking for infection of a particular IC. Due to the pres-
ence of HT, power distribution of IC is modified resulting in
drop of the static voltage in the glue logic and it is reflected
in the sensor network. The principle behind this methodol-
ogy is to detect, due to an embedded sensor network, an
eventual alteration of the inner structure (the presence of an
HT), a modification of its floorplan (rough counterfeit), or a
degradation induced by the aging effect (reused IC). These
alterations modify the IC power distribution, and in particu-
lar the static voltage drops in the glue logic and hence that in
the sensor array.

123



502 Journal of Cryptographic Engineering (2022) 12:495–522

Fig. 7 Example of self-authentication framework based on [70]

3.1.2 Path delay characterization-based Hardware Trojan
detection

Insertion of additional HT circuitry can modify the inter-
nal path delays of ICs, primarily because of the additional
capacitive load of the inserted HT logic gates. Delay
characterization-based side-channel analysis for HT detec-
tion was first introduced in [63]. A clock-delay measurement
technique was used to measure selected register-to-register
(shadow registers) path delays. HTs can be detected if one
or a group of path delays exceeds the threshold which is
determined based on process variations. Using the same
approach, it has been shown in [92] that delay-based tech-
niques combined with statistical analysis can enhance HT
detection significantly even in the presence of high level of
process variations. Jin et al. [127] proposed a fingerprint-
ing method using path delay information of the entire chip.
An IC has many delay paths having different characteristics,
which can generate a series of path delay fingerprints. First,
several instances of a particular IC are selected. Path delay
information is collected by using high-coverage test patterns.
These chips are then checked through reverse-engineering to
obtain a collection of golden ICs. The delay characteristics
are compared with golden IC delay fingerprints, to infer the
presence or absence of HTs in them.

In most of the delay-based methods, some extra circuit is
added to detect HTs, including Ring Oscillators [44,97,130].
But the main demerit of these methods is they suffer from
relatively large area overhead. HT detection using delay
characterization also suffers from the bottleneck of process
variations and requirement of the existence of golden ICs.
Also, it is extremely hard to detect a HT inserted on short
delay paths in the circuit, as fast activation stimulus are
required to test these paths, resulting in detection inaccu-
racy. Li et al. [70] described a self-authentication framework
that uses on-chip detection sensors for self-authentication of
each IC (Fig. 7). Using the information from the detection

sensors, a prediction is made about the delay of each consid-
ered path, which is then compared against the on-chip delay
fingerprint made directly on the path. The two fingerprints
are then analyzed to detect a HT.

Lamech and Plusquellic proposed a embedded test struc-
ture termed REBEL (from “REgional dELay Behavior”) for
detecting HTs in [66], with about 10% design overhead.
REBEL uses delay chain in a segment of a scan chain.
It validates delay measurement easily and also speed up
the process. Esirci et al. in [41] devised a HT detection
mechanism where two highly correlated paths are selected,
one of which is the shortest path that passes through an
interconnect suspected to have an HT. Using an efficient
algorithm, a suspected HT-infected path is extracted, fol-
lowed by extraction of multiple correlated path using delay
parameter in the circuit. After extracting the correlated path
candidates, the correlation coefficient of each candidate with
respect to suspected path is computed and the one having
the highest correlation is marked as the correlated path.
The resultant path delay ratio(ratio of suspected path to
correlated path) values of the HT-infected IC must be a sig-
nificantly larger from the ratio values of the HT-free IC.
A delay-based detection method has been proposed in [59]
which uses a high-resolution on-chip embedded test structure
called a time-to-digital converter (TDC) that provides tim-
ing resolution of approximately 25 ps. TDC is used to obtain
high-resolution measurements of path delay. A novel chip-
averaging technique is also devised which reduce the adverse
effects of intra-die process variations on HT detection.

At the other end of the spectrum, Cha and Gupta in [27]
proposed a path selection scheme that intentionally targets
paths having the smallest delay values, in order to maximize
the impact of a HT on each path’s delay. They argue that as
the ratio of delay of path to standard deviation of process vari-
ations increases, smaller the number of IC instances that are
needed to be tested. They expressed the problem of finding a
minimal set of paths as an integer linear programming prob-
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lem. Amelian et al. developed an algorithm in [8] that takes a
circuit netlist as input and returns k of the shortest paths. For
detecting HTs, if delay of each of the k paths is different from
the corresponding path in golden circuit, the IC is marked as
HT-infected. In [128], the authors have leveraged symme-
tries in different transistor-level paths having same topology
to detect HT. Equivalent delays are possible due to the fact
that inter-die process variations (process variations affecting
portions of different chips) affect them identically, and intra-
die variations (process variations affecting portions of the
same chip) will be limited if the paths are in close proximity.
This method has limited usage for cases when symmetries
do not exist everywhere in an IC. Therefore, it should be
combined with other HT detection techniques.

Clock glitches have been proposed in [79] tomeasure path
delays for authenticating the FPGA IP block and detecting
HT anomalies. Similarly, clock glitching method has been
used in [42] to measure path delays, and various statistical
techniques have been used to reduce the adverse effects of
inter-die and intra-die process variations. In [38], Cui et al.
proposed a two-phase technique using the order of path delay
in path pairs for HT detection. During design phase, a full-
cover path set is generated that covers all nets of the design.
The order of paths in all pairs serves as the fingerprint of the
IC design. During test phase, the actual delay of the paths in
the full-cover path set is measured in the IC under test, and
the order of paths in these pairs is compared to the fingerprint
generated in the design phase. The paths connecting to a HT
will add extra delay, thus changing the relative order of some
path pairs. By comparing the orders of the path pairs, the
presence or absence of an inserted HT can be inferred.

Sabri et al. proposed an integrated methodology consist-
ing of SAT-based test pattern generation and delay-based
Hardware Trojan detection calledDELPA [98]. In pre-silicon
stage, the test pattern pairs are generated in such a way that
all the circuit paths are activated to expose any malicious
timing variations. The SAT-based test scheme uses a SAT
solver to generate test pattern so as to perform path-delay
analysis alongside the clock-sweeping technique for mea-
suring the genuine path-delay. By applying the generated
test pattern pairs to the golden IC in post-silicon stage, the
genuine functionality and timing specifications are obtained
in the presence of process variation. Then in detection phase,
the suspected ICs’ fingerprints are compared with the golden
one to distinguish Trojan-infected ICs. Further, MUX-based
debugging technique is used to localize the trace of inserted
Trojans.

3.1.3 Electromagnetic radiation analysis-based Hardware
Trojan detection

Electromagnetic (EM) radiation arises due to flow of cur-
rent inside a chip. So, HTs will indirectly influence the EM

radiation of the IC. While requiring somewhat specialized
equipment and expertise, EM-measurement-based SCA has
many advantages over other side channels. In EM measure-
ment, a set ofmagnetic near-field probes is used to acquire the
radiation pattern. Non-contact detection of HT is possible by
placing the probe right above the chip in its close vicinity. The
probe can further be attached to a stepper mechanism which
can be controlled manually to step over the chip to gather a
detailed radiation map. HT detection based on EM radiation
was first proposed in [106]. A sequential Denial-of-Service
(DoS) HT was placed next to the I/Os of the FPGA and their
effect on the EM emissions was measured. By comparing the
EM emission of HT-infected FPGAs with the golden one, it
was found that HTs placed at the corner of the FPGA are eas-
ier to detect than at the center due to their proximity to power
line. A similar approachwas presented in [79,81]where pres-
ence of HT was detected by comparing directly a golden
Advanced Encryption Standard (AES) encryption hardware
execution EM traces, and HT-infected AES hardware execu-
tion traces with the same plaintext. Jap et al. proposed a novel
HT detection method in [61], based on an one-class Support
Vector Machine (SVM) machine learning algorithm, using
EM-based side-channel profiling.

Balasch et al. proposed a two-phase technique in [12]: a
learning phase to generate a golden fingerprint by collecting
sufficient amount of EM measurement data from a known
golden IC, followed by a matching phase to collect EMmea-
surements from the ICs, and applyWelch’s t test to determine
whether the readings comes from the same distribution as the
golden fingerprint. The analysis also suggested that just like
previous, specific signal routes present in some of the HTs
are easier to detect than others. A major shortcoming of this
method is the requirement of a golden chip. In [52], He et al.
proposed aHTdetectionmethodwhich uses golden chip-free
EM spectrum modeling and side-channel statistical analyz-
ing. For the modeling process, simulation data from RTL
design are used to generate the EMspectra and themagnitude
of each frequency spot. EM spectra are calculated by sum-
ming up the transitions of all registers/LUTs in the circuit.
Also, target FPGA implementation is taken into consider-
ation. To distinguish the simulated EM spectrum from the
extracted EM spectra in actual IC, Chirp Z-transform (CZT)
and Euclidean distance algorithm are used.

Chen et al. [31] described a HT detection method by ana-
lyzing the EM radiation of clock trees in an IC, specifically,
a FPGA. First, EM radiation emitted by the FPGA clock tree
is collected by scanning the surface of the FPGA, and obtain
various EM profiles. Then, 2-D PCA projection is applied on
the EM profiles and two-norm of transformed matrix is cal-
culated. Lastly, a backpropagation neural network is trained
to identify FPGAs with/without Trojans.
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3.1.4 Thermal profile characterization-based Hardware
Trojan detection

WhenaHTgets activated at run-time, the power consumption
of the IC containing is expected to change, and the same is
reflected in the IC’s thermal profile. Most modern electronic
systems are already equipped with thermal sensors, which
can then be utilized for temperature profiling basedHTdetec-
tion. This is the main insight behind thermal profiling-based
HT detection, and like all other SCA techniques, they also
suffer from issues of process variation and possible require-
ment of a golden model. Temperature characterization for
HT detection have been explored in [18,45]. It generally con-
sists of three phases: design, test, and run-time phases. In the
design phase, the HT-free design’s thermal model is mod-
elled using prototype ICs. During test phase, HT-infected
ICs are detected based on other test-time detection schemes.
Also we calibrate each IC due to fabrication variation. The
run-time phase integrates the information from the previous
phases with thermal sensor measurements to detect inserted
HTs that are activated at run-time. Another mechanism was
proposed that utilizes the correlation between local sensors
and keeps a track of the IC’s thermal profile using a Kalman
filter (KF) which explicitly accounts for noise measurement.

3.1.5 Gate-level characterization

A post-silicon technique called “Gate-level Characteriza-
tion” (GLC) has been explored in the literature [7,87,113–
115] for gate-level timing and power estimation, to aid HT
detection. Side-channel characteristics such as delay and
power consumption are modeled using a linear system of
equations of gate characteristics, and deviation from the
expected value is modeled statistically. HTs are detected
based on the deviations from golden signatures. But the lin-
ear system of equations is expected to be greater than that of
number of gates which results in an increase in measurement
cost as the circuit size grows. Although elegant in theory,
since the number of equations increases rapidly as the size
of the design increases, the difficulty of scalability of this
approach based to industrial-scale designs is a severe practi-
cal limitation.

3.1.6 Multi-parameter analysis for Hardware Trojan
detection

Multi-parameter analysis refers to the usage of more than
one side-channel characteristics for detection of HT. In [77],
the authors used the correlation between maximum operat-
ing frequency (Fmax ) and transient (dynamic) current (IDDT )
of an IC to eliminate the impact of process variation of the
IC. The authors demonstrated through experimental results
that by combining the approach with logic testing, test

time can be decreased and HT detection coverage can be
increased. Multimodal Trojan detection presented in [64]
similarly shows that combining several side-channel parame-
ters results in increase of theHT detection sensitivity. In [46],
a HT detection methodology based on combination of differ-
ent methods, including both logic testing and side-channel
analysis method. It consists of a three-stage methodology
that is deployed at the design time of an FPGA IP core and
is extended during its operation.

3.1.7 Backscattering side-channel analysis for Hardware
Trojan detection

In [82], the authors introduced backscattering SCA for
HT detection. The technique is powerful, as it is also able
to detect the existence of different types of dormant HTs
and HTs which have very less activity after being triggered,
while being tolerant to process variations. A sinusoidal EM
signal is transmitted at a certain frequency toward a FPGA
chip, and the backscattered signal is received and recorded.
The backscattered signal, if modulated by on-chip switch-
ing activity, should contain not only a component at the
sent frequency, but also side-band components at differ-
ent frequencies. Figure 8 shows the basic principality of
backscattering. Advantages of using backscattering for HT
detection are that the backscattered signal carries informa-
tion about the current state of on-chip circuits and their
impedance values, unlike other SCA techniques that revolve
around information on small changes in current consump-
tion. Furthermore, strength of the backscattered signal can
be modulated; its frequency can be shifted to avoid noise,
interference, and poor signal propagation, and it can be more
accurately focused on a specific part of the chip. Like other
HT detection techniques based on side-channel analysis, first
a circuit that is known to be HT-free is characterized as a
golden reference, and then an unknown circuit is classified
into HT-free or HT-infected based on a statistical model.
Experimental results showed that the backscattering-based
HT detection, after training with an HT-free design on one
DE0-CV board, accurately detected dormant HTs for three

Fig. 8 Principality of backscattering side-channel analysis for Hard-
ware Trojan detection

123



Journal of Cryptographic Engineering (2022) 12:495–522 505

different HT designs, on nine other DE0-CV boards with no
false positives. In a recent work [3], the authors described a
“near-field” backscattering measurement setup for detection
of Trojans.

3.2 Image processing-based Trojan detection

SCA techniques of HT detection methods discussed in pre-
vious sections have been demonstrated to be efficient in
detecting Hardware Trojans. However, two limitations can
impact the reliability and efficiency of thesemethods. Firstly,
the amplitude of change in signal values in the presence of
HTs can be small enough to stay within possible process
variation tolerances. The second challenge, an even greater
one, is the requirement of a golden IC sample to validate the
side-channel characteristics of IC under test.

Image processing-based HT detection methods offer an
attractive alternative. Some of them use destructive reverse-
engineering techniques to de-package an IC and obtain
images of each layer, in order to reconstruct the design-for-
trust authentication of the IC under test [88]. Destructive
reverse engineering has the potential of achieving high accu-
racy rate of HT detection in IC, but it incurs high cost, since
the IC under test becomes unusable after the test. Since HTs
consists of altered cells or circuit connections, a common
practise of inspection is to inspect only the active layer or
metal layer IC [88]. This method reduces delayering cost
attached with full reverse-engineering and has been found to
be quite accurate and robust to detect various HTs.

Another recent innovation in image-based HT detection
involves optical and thermal imaging of the IC chips. These
methods are non-destructive in nature and thus less costly
than the above method. But the main disadvantage lies in the
fact that they also suffer from the variations in the manufac-
turing process. Also, the time required to image the chips and
the resolution of backside imaging is challenging.

In summary, HT detection systems using these two types
of methods follow the following general image processing
pipeline, as below:

1. Image Acquisition: Generally Scanning Electron Micro-
scope (SEM) and Near-Infrared (NIR) images are col-
lected from real ICs to detect HTs.

2. Image Preprocessing: Common preprocessing techniq-
ues include the convolution of SEM images with 2-D
Fourier, Gaussian, median filters, image rotation correc-
tion and histogram equalization.

3. Feature Extraction: Shape features and thermal map
properties are mostly used for detecting HTs.

4, Classification: ML-based techniques such as k-nearest
neighbor, support vector machine classifiers, neural net-
works and image matching are mostly used for the
detection of HTs.

Figure 9 shows thegeneral flow involved in ImageProcessing-
based HT detection schemes.

3.2.1 Destructive techniques and layout analysis based

Over the last few years, the advancements in the field of
optical or X-ray microscopy, these machines are now rela-
tively easily available, and can be rented or purchased easily.
Courbon et al. [32,33] proposed the basic concept of image
processing to detect Trojans using SEM images by correla-
tion with a golden circuit or by correlation with GDSII file.
They have used front-side SEM imaging and basic image
processing functions like histogram equalization and image
subtraction to detect HTs inserted in the form of logic gates
and transistors. However, the scope of the approach was rel-
atively limited, as it covered only addition of logic gates or
transistors as a Trojan insertion approach.

Bao et al. [19,20] proposed amachine learning-based tech-
nique to detect Trojans. Their approach detects the changes
in the metal layers in the ICs, but does not cover the detec-
tion of Trojans implemented by modifying substrate. Images
obtained from the imaging step of reverse-engineering are
used, and features are extracted from them to characterize an
IC’s physical layout. The authors developed two classifiers:
a SVM classifier and a K-Means clustering approach that

Fig. 9 Image processing-based Trojan detection workflow
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distinguishes between expected and suspicious structures in
the ICs and ultimately detects HT-infected ICs.

Vashistha et al. presented the Trojan scanner, which com-
pares a trusted GDSII layout (golden layout) and scanning
electron microscope (SEM) images to identify the malicious
modificationsmade in the ICnetlist during themanufacturing
process [109]. The process is semi-invasive, where a chip’s
backside is thinned so as to get a detailed imagingof the active
layer. A unique descriptor for each standard digital logic cell
is prepared based on different features using computer vision
algorithms. Then a machine learning model is trained with
golden layout and SEM images of an IC under authentica-
tion which can detect any modifications either in the form of
additional gates or modified gates. The authors extended the
approach in [103] with electrical testing to detect HTs. The
process is based on combining backside imaging with logic
tests. Golden Gate Circuits, a combination of logic gates and
test infrastructure, was proposed to be inserted in the unused
space of the IC. It is used to enhance the accuracy of the
machine learning classifier.

Stern et al. developed SPARTA, which is a non-destructive
backside laser probing approach for sequential Trojan detec-
tion [104,105]. SPARTA creates a 2-dimensional frequency
map of the backside silicon using electro-optical frequency
mapping (EOFM), which exposes the activity of clocked
elements in the IC. Comparison of clock activity within a
fabricated IC is made with the original clock tree created in
the design phase, so the requirement is not of any golden
samples, but rather the golden design since the layout sent to
the foundry should exactly match the fabricated IC.

3.2.2 Optical imaging-based techniques

Zhou et al. proposed an optical method that can rapidly and
accurately detect malicious tampering and HTs inserted dur-
ing the chip fabrication stage [134,135]. They engineer the
filler cells in a standard cell library to be highly reflective
at near-IR wavelengths which produces bright spots that can
be readily observed in an optical image taken through the
backside of the chip. The pattern produced by their locations
acts an easily measured watermark of the circuit layout with-
out anymeasured “golden chip” reference. Any replacement,
modification or re-arrangement of these cells to insert a Tro-
jan can therefore be detected through rapid post-fabrication
backside imaging. The setup described by the authors was
able to detect HTs that have power consumption less than
2% of the total power consumption, with area that is less
than 0.1% of the total area and was robust to measurement
noise and ±10% process variations.

3.2.3 Thermal imaging-based techniques

The authors in [56,85] proposed a multimodal characteriza-
tion framework that uses thermal maps and power maps to

detect and locate HT in ICs. Infrared imaging was performed
to obtain the thermalmaps of ICs. Then, randomvectorswere
applied to the ICs, and estimated power trace of each block
was obtained using simulation, to create the steady-state ther-
mal maps of the ICs. These golden thermal maps are used
as the training set to perform 2-D PCA on the thermal maps
under tests for HT detection.

Cozzi et al. proposed a low-cost compact measurement
setup, basedon amonopixel IR sensorwhichprovided a large
acquisition bandwidth and a higher detectivity at equivalent
temperatures [35]. They used the lock-in thermography-
based correlation technique to compute amplitude and phase
values at every position on the die. The process included com-
paring golden thermal maps generated from measurements
done on a golden IC with the corresponding thermal maps
obtained from the IC under test. HTs were detected by sim-
ple difference of means between corresponding positions of
the maps or using statistical tests such as the Welch’s t-test.
In [34], the authors improved the efficiency of the procedure
by applying Welch’s t-test to phase values. Later in [36], the
authors proposed to improve the clarity of thermal images by
applying Kolmogorov–Smirnov test.

In [116], the authors described a new HT detection
methodology that is based on thermal maps and Inception
neural networks (INNs). 50,000 thermal maps related with
the Trojan-free chip and 100,000 thermal maps (400 emu-
lated Trojan-infected chips are used, and each emulated chip
generates 250 thermal maps) pertaining to the emulated
Trojan-infected chips are used for training the CNNs and
INNs. By utilizing the customized filters within the INNs to
analyze the thermal maps of ICs, the authors were able to
achieve a classification accuracy of the embedded Trojans of
over 98.2%.

Yang et al. proposed a chip-level HT detection technique
by exploring the relationship between time and temperature
changes [126]. The method tracked the temperature rise pro-
cess of the chip by infrared camera and extracted the time
feature as the detection basis. The functioning Hardware
Trojan ICs are assumed to spend a shorter time to reach a
temperature threshold; the time versus temperature changes
was analyzed. Thismethod is lowcost and easy to implement;
however, its accuracy is affected by environmental changes.

4 Logic testing-based Hardware Trojan
detection

We now shift our attention to logic testing-based HT detec-
tion.

4.1 Post-silicon logic testing

In post-silicon logic testing techniques, external test stimuli
are applied to the ICs, and its response is compared with
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the expected outputs. Hardware Trojans are detected if the
response obtained for one or more test vectors differ from
the expected ones. HTs which cause functionality change in
IC are most likely to be detected by logic testing methods.
However, an intelligent adversary would naturally design
stealthy HTs which remain dormant most of the time and
evade the relatively small number of test vectors applied dur-
ing post-manufacturing testing, until triggered once deployed
[11,30,39,99,110,118]. So, the ultimate aim of logic testing
schemes is to activate dormant HTs with the minimum num-
ber of test patterns. The test patterns are chosen such that
they will trigger HTs to cause malfunction. In the context of
Fig. 2, an adversary would choose the signals with low con-
trollability values for logic-0 or logic-1 as trigger condition
[11,30,39,99,118], as it is unlikely to set all the trigger acti-
vation signals to their respective low controllability values
from primary inputs. An additional challenge is to propagate
the logic malfunction caused a triggered HT to the primary
output, only then the HT is detected.

Although some of the earliest propose approaches of HT
detection employed logic testing [30,118], relatively few
works have been published on this topic compared to SCA-
based approaches for HT detection. The major challenge is
the prohibitively large size of the HT design space that the
test generation algorithm has to consider, in the absence of
any a priori knowledge about them. However, in [48], pre-
silicon-based logic testing tool has been proposed with a
powerful HT detection algorithm called Hardware Trojan
Catcher (HaTCh). The Trojans considered in this work are
deterministic HTs proposed in [49] and proved that HaTCh
offers negligible false negative rate and controllable false
positive rate.

Hence, conventional Automatic Test Pattern Generation
(ATPG) algorithms to generate directed test patterns are often
ineffective for HT detection. Random test vector-based HT
detection is also ineffective and typically achieves extremely
poor detection coverage [28]. In the rest of this section, we
discuss logic testing-based techniques to detect and also facil-
itate other HT detection approaches such as SCA. We cover
different a wide range of approaches, including: modified
ATPG, N -detect ATPG, redundant circuit detection, code
coverage analysis, rare node activation, etc.

4.2 Automatic test pattern generation (ATPG)

In [132], a case study is performed to identify HT-infected
circuit by using code coverage analysis and ATPG. In this
proposed scheme, in the first step through formal verification
and code coverage analysis, redundant and unused parts of
the design are identified, followed by the ATPG tool in the
second step to activate dormant HTs with some particular
patterns. For RTL descriptions of the constituent circuits,
code coverage analysis was carried out in the design to verify

that there are no rarely triggering events or hidden scenarios
to leak secret information and serve as a backdoor [17,132].
Even with the 100% code coverage, HTs may exist in the
design.

Both Zhang et al. and Wolff et al. have proposed Trojan
detection schemes that directly uses ATPG tools or algo-
rithms to generate test patterns [118,132], but only with
moderate success, limited to small circuits. The known
complexity of full-sequential ATPG for non-scan sequential
designs reduces the effectiveness of full-sequential ATPG-
based test pattern generation for HT detection. Banga et al.
in [17] proposed a HT detection scheme enhanced by SAT
solver, utilizing N -detect full-scan ATPG for test generation
[10]. However, for those designs with non-scan regions, this
method of test generation fails.

To overcome the difficulty of applying ATPG tools and
algorithms to generate effective sets of test vectors of rea-
sonable size, while having high HT detection coverage, a
statistical technique termed “Multiple Excitation of Rare
Occurrence” (MERO) was proposed by Chakraborty et al.
[30], in which the probability of HT activation is increased
by exciting several rare nodes multiple times to their rare
values. MERO is motivated by the N -detect test method-
ology [10] previously proposed for microprocessor testing
and applied to gate-level design descriptions. In effect, a
subset of the most likely HT instances are selected. It also
includes heuristics to improve the HT detection coverage,
but like any other statistical ATPG technique, cannot guar-
antee HT detection. MEROwas later extended and improved
in [99], to generate more compact set of test patterns using,
genetic algorithms, Boolean satisfiability (SAT) solvers, and
improved heuristics, while achieving higher HT detection
coverage. In [62], Jha et al. have proposed a probabilistic
approach of HT detection. For a specific set of input patterns
(directed test generation), a unique probabilistic signature of
the circuit is constructed and compared with that for a known
HT-free circuit. The difference in these signatures, if any,
points to the presence of HT. The difficulty of probabilistic
approaches for HT detection lies in their relatively large test
generation time, aswell as their inability to generate effective
test vectors to detect inserted HTs with complicated trigger
logic conditions.

In recent years, formal methods and ATPG schemes have
been combined in several works HT detection, and also for
verifying security properties [76]. In [37], Cruz et al. have
combined model checking technique with ATPG to generate
a test set. In this approach, the entire design is partitioned
based on an inserted scan chain, and for non-scan circuit ele-
ments, constraints are engendered by using model checking.
ATPG will generate testset based on the constraints and the
scan-chain elements. Design inserted with partial scan chain
can use this approach for test generation. Still, none of the
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existingATPG-basedHT detection scheme can be claimed to
be scalable to detect stealthy HTs in industry-scale designs.

In [86], the authors proposed an efficient logic test-
ing approach for HT detection that utilizes a stochastic
reinforcement learning framework to enable fast and auto-
mated generation of effective tests. For a given circuit, the
approach considers both rareness and the testability of signals
using a combination of Sandia Controllability/Observability
Analysis Program (SCOAP)measurement and dynamic sim-
ulation. Next, the intermediate results from analysis are fed
into the reinforcement learning model as primary inputs
which are trained with a stochastic learning scheme to gen-
erate test vectors. Experimental results demonstrated that the
approach can drastically reduce the test generation timewhile
it is able to detect a vast majority of the Trojans in all bench-
marks compared to state-of-the-art methods.

4.3 Run-timemonitoring of Hardware Trojan activity

Although the Trojan activation schemes are useful to trig-
ger Trojan action, they can detect Trojan only in the test
mode. Hence to detect Trojan during the normal operating
mode, Run-time Monitoring. Most of the Hardware Trojans
are stealthy in behavior, and it is highly desirable to detect
any inserted Trojan before deployment. However, since the
state-of-the-art Hardware Trojan detection and prevention
schemes cannot guarantee detection coverage of overall
classes of Trojan, run-time monitoring approaches emerge
as a defense mechanism. Security monitors have been pro-
posed in [2,21] as a real-time functionality monitoring unit
of conventional ASICs by adding reconfigurable logic to the
design. Finite state machines (FSM) are included in the orig-
inal design to monitor the signal behavior of the design.
Whenever there are unwanted events in the interested sig-
nals, security monitors will give alerts or alarms to initiate
countermeasures. These securitymonitors can be customized
to identify malfunction created by Hardware Trojan, such as
access to some protected memory space or entering the test
mode during regular operation.However, it has been assumed
that the attacker cannot use the security monitors circuitry.
In [24], Bloom et al. had proposed a module that acts as a
verifiable hardware guard, which has been applied to iden-
tify Trojan during run-time execution of the processor. The
operating system (OS) checks the functionality periodically
toward the DoS and privilege escalation attacks. A memory
guard which checks the memory concurrently was proposed
in [25]. Ngo et al. in [80] had proposed a circuit encoding
technique, called linear complementary pair (LCP) code to
detect and prevent Hardware Trojan. Invalid codewords are
produced by LCP whenever an embedded Trojan activates
and causes a malfunction. These invalid codes are helpful to
detect Trojan, and thismethod is resistant to side-channel and
fault-injection attacks. However, although run-time monitor-

ing schemes can potentially reach close to 100% Hardware
Trojan detection success rate, the hardware overhead is quite
high. But even with the inserted Trojan detected, it is not
always easy or even feasible to replace the infected IC from
the system. This motivates Trojan prevention techniques, as
described next.

4.4 Test pattern generation to aid side-channel
analysis

Besides logic testing, test patterns are also generated to stimu-
late ICs inways that facilitate otherHTdetection approaches,
with the aim of improving HT detection coverage. For exam-
ple, ATPG to enhance the sensitivity of side-channel analysis
for HT detection has been widely explored [16,62,101,118].
However, again the need for a golden reference and process
variation effects create major challenges in the efficacy of
these techniques. Hence, in [93,95], Sree et al. proposed a
divide-and-conquer technique to detect HTs, without refer-
ring to any golden chip, and validated the proposed technique
using ametric termed the power metric. In this technique, the
entire circuit design is divided into segments or regions, and
the set of input patterns are applied to extract the power sig-
nature of those regions. The power signature of one region is
compared with that of structurally similar to other regions,
to cancel process variation effects. In addition, test vectors
are generated and applied to toggle each node of the segment
under test, which aids HT detection.

Another such algorithm for test pattern generation is
described in [57,58] called “Multiple Excitation of Rare
Switching” (MERS), which is an improvement of theMERO
algorithm. The order of test vectors also matters in MERS,
as the amount of switching in a circuit depends on the order
in which pairs of vectors are applied. To further improve
sensitivity to SCA, Hamming-distance-based reordering and
simulation-based reordering was adopted. However, it was
found that the test generation time using MERS grows
exponentially with circuit complexity. Also, the increase in
side-channel sensitivity was found to be marginal in the face
of process variations. To overcome these limitations, the
authors of [74] developed a Genetic Algorithm (GA)-based
test generation algorithm that can lead to drastic increase in
sensitivity, while significantly reducing the test generation
time. In a recentwork [75], the authors proposed a SAT-based
ATPG technique to aid HT detection by delay-based SCA.
It maximizes observable path delays by changing critical
paths to activate trigger conditions. A Hamming-distance-
based reordering is done on the generated tests to increase
the probability of constructing a critical path from the trigger
to the payload and maximize the deviation in delay between
a golden IC and HT-infected IC.

In another recent work [83], a self-referencing superpo-
sition on circuit activity has been proposed to enhance SCA
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techniques. This is achieved by magnifying the Trojan cir-
cuit effect and canceling the non-Trojan noises. To determine
the magnitude of intra-die process variation, the authors used
evaluation criteria called Super Relative Power Difference(S-
RPD). S-RPD computes the magnitude of the difference
between expected nominal power and the observed power on
application of two different test patterns. The effectiveness
of Trojan circuit detection is determined from the maxi-
mumS-RPD intra-die process variationmagnitude. Later, the
same authors proposed a three-phase method HT detection
technique in [84]. In Phase 1, suspicious signals are excited
from theTrojan circuitry using high-coverage test patterns. In
Phase 2, that suspicious signal ismagnified and any other sig-
nals that are caused simply by process variation are weeded
away. In Phase 3, the Trojan circuit is isolated through a test
pattern superposition method. The principle of superposition
dictates that the net composition of responses for multiple
independent test pattern is equivalent to the response of those
test patterns applied concurrently. The application of super-
position identifies a difference between our first and second
test patterns which isolates and exposes the Trojan signal to
its full magnitude resulting in Trojan detection.

5 Design techniques to enhance circuit
testability for Hardware Trojan detection

Wenowdiscuss the design techniques that enhance the circuit
testability for hardware Trojan detection. These techniques
either enhance Trojan detection or improve detection accu-
racy at the design level or enhancing Trojan resolution [91]
or to prevent Trojan insertion at design level [29]. In [91],
authors proposed a statistical approach of Trojan detection
based on the analysis of regional transient power supply sig-
nals. This work analyzes the relative effectiveness of four
different signal calibration techniques to reduce the effect of
process and test environment variations. The Trojan resolu-
tion of the proposed transient signals (AC)-basedmethod has
been enhanced by the signal calibration component, namely
AC sampling. The impedance variations in the chip and test
environments are captured while calibrating AC sampling,
under the condition that the sample is collected close in time
to the delivery of the calibration status. Some of the tech-
niques that facilitate Trojan detection have been discussed
next.

5.1 ATPGmethods for Hardware Trojan activation

Trojan activation [131] is a technique used to build trust in
the design by accelerating the Trojan detection process. The
malicious design embedded in the original design will help
activate a stealthyTrojan so that theTrojan detection schemes
will easily predict the Trojan’s presence. Power analysis-

based Trojan detection schemes use these Trojan activation
methods. Themain idea is thatwhenever an embeddedTrojan
is activated, it consumes more power, and it further helps to
distinguish the power traces of Trojan-infected circuits from
the golden circuit. methods. The main idea is that whenever
an embed is categorized as region-free Trojan activation and
region-aware Trojan activation. The main idea is to organize
a group of related gates in a complex design to form a region
[16]. They have described as follows:

5.1.1 Region-free Trojan activation

These methods will depend on accidental or systematic
Trojan activation, and they are independent of the region.
A proper example is a randomization-based probabilistic
approach of Trojan detection proposed by Jha et al. in [62].
In this scheme, a unique probabilistic signature of the cir-
cuit is constructed for the specific input patterns applied and
compared with the original circuit. The presence of Trojan
is confirmed if there exists a difference in the outputs. In the
case of manufactured ICs, input patterns are applied based
on probability to obtain a confidence level regarding whether
the original design and the fabricated chip are similar to each
other. In [119], rarely activated nets have been used as Tro-
jan triggers, and low observability nets have been chosen as
a payload. The set of vectors thus generated to enable rarely
triggering nets are then combined with traditional ATPG
methods to activate a Trojan. Simultaneously, the limitations
of region-free schemes are relatively low detection complex-
ity, and high computational complexity as the entire design
has enabled Trojan action. This motivates the region-aware
Trojan activation approaches, described next.

5.1.2 Region-aware Trojan activation

These techniques rely on a divide-and-conquer paradigm to
partition a given design into smaller regions and then focus on
activating the Trojans in each of these regions individually.
Banga et al. [16] had developed a test generation-based two-
stage technique to magnify the power signatures extracted
from Trojan-infected and Trojan-free ICs. In this tech-
nique, activity of each region is magnified by applying
well-designed input patterns, and the corresponding power
signature is measured. Then, the difference in the power sig-
natures between the Trojan-infected and Trojan-free design
will detect the Trojan. Saran et al. in [101] proposed a
segmentation-based Trojan detection by extracting the fin-
gerprint of a specific region, and comparing it with the
correspondingfingerprint of the golden design. The hardware
Trojan’s existence is ensured if the fingerprints differ from
each other. Ranjani et al. [95] had demonstrated a “golden
chip free” Trojan detection technique by dividing the entire
design into regions and comparing the power signature of
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one region with other similar regions. The idea is for the
same set of input patterns, the power signatures of the simi-
lar regions should be the same if the power signature differs
due to Trojan’s presence. This method is further enhanced
in [93] by choosing a power metric as an evaluation factor.
For a Trojan-free design, the power metric will be “1” and in
case of Trojan-infected design, the power metric will not be
“1”. The reason is that the extra power consumption of the
Trojan module will modify the parameter value. Thus, the
Trojan activation schemes support the other Trojan detection
schemes to provide absolute results even for more complex
circuits.

5.2 Hardware Trojan prevention techniques

Other than hardware Trojan detection schemes, Trojan pre-
vention schemes have been proposed for over a decade. One
suchTrojan prevention technique is an obfuscation technique
proposed in [29]. In this key-based obfuscation technique,
the state transition function of the design is modified by
expanding its reachable state space and enabling the circuit
to operate in two distinct modes, namely the normal mode
and the obfuscation mode. The rareness of the internal circuit
nodes is modified by obfuscation; as a result, the adversary
finds it difficult to insert hardware Trojan, thus providing
security at modest design overhead. The Scalable Attack-
Resistant Obfuscation (SARO) strong obfuscation technique
has been proposed in [6], which not only locks the design but
also hides any structural signatures that might help attackers
gain information about the system. Additionally, the pro-
posed approach applies a design modification process that
is randomized in different design aspects, which signifi-
cantly reduces the accuracy of structural analysis attacks that
are based on machine learning and pattern recognition. The
authors in [9], had developed a database of hardware obfus-
cation open source benchmarks. These benchmarks include
some circuits which are obfuscated by some common circuit
obfuscation methods, created to facilitate the researchers in
this domain. These benchmarks have been made publicly
available on the Trust-Hub web portal [108]. The authors
also evaluate the relative effectiveness of several candidate
obfuscation approaches toward HT detection/prevention.

6 Hardware Trojan detection effectiveness
estimation

HT detection approaches can be validated by ametric similar
to fault coverage in traditional circuit testing as a measure
of confidence, to quantify its effectiveness. Measuring HT
detection coverage exactly is infeasible, since it is impos-
sible to enumerate all HT instances. Hence, it is necessary
to have a statistical measure to build an assurance of HT

existence. In [132], Zhang et al. have used coverage metrics
includes code coverage and functional coverage to estimate
the assertions of all functions in the specification as prop-
erties. The code coverage metrics are used to identify the
suspicious parts of the circuits. However, extra functionality
in hardware design is identified by the verification approach
of system specification and implementation [65]. In [111],
authors proposed a criterion known as control value to iden-
tify a suspicious input, in a technique termed Functional
Analysis for Nearly Unused Circuit Identification (FANCI).
Here, the control value of an input w1 on an output w2 quan-
tifies what fraction of the rows in the truth table for w2 are
directly influenced by w1.

ControlValue(w1, w2) = counter(w1)

size(w2)
(1)

where counter(w1) denotes the total number of rows of w1

which determines the value of output w2 in the truth table;
size(w2) denotes the total number of rows in which w2 has
a true value in the truth table. Once the control values of
all inputs are calculated, a threshold is derived for the con-
trol value and the inputs whose control values are below the
threshold are considered as the suspicious inputs. The thresh-
old is calculated using a heuristic which is actually weighted
average of the control values. The heuristic weights them by
how often they are the only wire influencing the output to
determine how much an output is influenced overall by its
inputs. The purpose is to learn more about the output wire
and less about the individual inputs. Trivially, the control
values should be zero or one in absence of HT. The control
values is probabilistically likely to vary by only a very small
amount from threshold in presence of HT. Hicks et al. in
[53] combined static and dynamic approaches of verification
techniques and formulated the Trojan detection, by consider-
ing the suspicious circuits as the unused circuit identification
(UCI). The UCI algorithm identifies the suspicious HT by
tracing all the signal pairs with equal or similar properties.
During run-time, an exception notification logic is added to
the isolated suspicious logic. In [96], authors proposed the
Trojan Assurance Levels (TAL) metric for the assessment
of Trojan presence/absence by locating the insecure area
of the chip design. The mathematical expression of TAL
is derived by evaluating the circuit functionality, structure
and functional interactions at different levels of abstraction.
Hardware Trojan detection process is more efficient in the
specific regions mentioned by TAL, as these are the potential
regions of HT insertion.

In [30], trigger and HT coverage are computed by a ran-
dom sampling approach. A specific set of HT structures are
randomly selected based on the number of trigger nodes.
Then, for any input pattern, Trojans with false trigger condi-
tions are eliminated from further scrutiny. The circuit under
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test is simulated by the input patterns in given set of vec-
tors, and the triggering condition is checked for each vector.
Trojan is detected when the applied vector propagates the
malfunction effect to primary outputs. Trigger coverage and
Trojan coverage are attained from the percentage of Tro-
jans activated and detected. Effective Trojan measures are
obtained by considering an adequate number of Trojans sam-
ples from the universal Trojan space. Further, to improve
the HT detection efficiency, Li et al. in [68] proposed an
acceleration approach based on signal word-level statistical
properties with mean (μ), standard deviation (σ ) and auto-
correlation (ρ). This method increases the probability of HT
activation, with less detection time by dramatically enhanc-
ing the rare nodes transition activity.

7 Removing the requirement of a “golden
reference”

In [120], HT detection without the need for a golden refer-
ence was stated as one of the major research work still left
unsolved. In this section, we present recent techniques which
have been developed in the last fewyears to address this issue.
Two types of golden models are generally used: (i) golden
simulation model or (ii) golden IC instance. Narasimhan et
al. made the first attempt to address the issue in [78], through
a technique termed “Temporal Self-referencing” (TeSR). The
procedure compares an IC instance’s transient current signa-
ture with itself at different time instances. A Trojan-free IC’s
transient current signaturewill remain constant over different
time instances while undergoing the same set of state transi-
tions. But in a Trojan-infected circuit, the current signature
will not be constant due to switching activity in the Trojan
circuit. TeSR, however, only applies to sequential HTs, and
its effectiveness may be limited by process variation.

In [129], the authors formulated the HT detection prob-
lem as an “outlier identification” problem, for a given set
of side-channel signatures. The technique termed “HTOut-
lier” does not require the existence of a trustworthy golden
IC for reference. Given a set of signatures generated by dif-
ferent input patterns for an IC wherein some are affected
by the HT while others not, the technique detects whether
HT exists or not. Outliers are detected by comparing each
measured signature with an estimated value derived from
other measured signatures. Experimental results showed that
the backscattering-based HT detection, after training with an
HT-free design on one DE0-CV board, accurately detected
dormant HTs for three different HT designs, on nine other
DE0-CV boards with no false positives. HTOutlier has the
advantages of being somewhat both process variation resis-
tant and scalable.

In [71], Liu et al. utilized on-chip process control moni-
tors to capture process variations for each chip. They used

golden parametric signature obtained by combining trusted
simulation model, including parameters from the die, and
statistically construct a trusted region for side-channel-based
detection. The procedure is however difficult to execute due
to the requirement of precise model of process variation. Xue
et al.in [125] expressed the HT detection problem into a two-
class machine learning classification problem. The model
was trained using simulated ICs during the IC design phase.
However, it does not take into consideration the reduction in
performance due to inaccurately simulated IC. So, they pro-
posed a co-training-based detection technique in [123,124].
First, two classification algorithms are trained using simu-
lated IC’s current signature during IC design flow. During
testing, the two algorithms can identify different patterns in
the unlabeled ICs, and thus will be able to label some of these
ICs for the further training of the another algorithm.

Zheng et al. devised a technique termed “Self-similarity-
based Microchip Integrity Analysis” (SeMIA) [133] for IC
integrity validation. By analyzing dynamic current values in
self-similar structures, it could identify both recycled chips
and HT present without requiring any golden IC signatures.
Since only self-similar and adjacent logic blocks are used,
it eliminates the effect of inter-die and intra-die process
variation. When used in conjunction with other HT detec-
tion techniques such as self-referencing techniques described
above which are mostly applicable for sequential circuits,
SeMIA can provide comprehensive HT detection coverage.

Xue and Ren in [122] devised a self-referencing-based
HT detection methodology which doesn’t require golden IC
sample. Ideal model of static power consumption by clock
tree and gates is generated by simulation and is multiplied
by a scaling factor for estimating the effect of process varia-
tion on the measurement of the same. IC is partitioned into n
segments, and it is ensured clock tree is in a separate single
segment. Each segment uses separate power rails. For each
segment, a set of m equations is formulated with assump-
tion. Each segment consists of k gates with m static states.
For a combinational circuit with x primary inputs, there are
2x possible number of static states. Each static state is a state
with specific static power consumption. Scaling factor is esti-
mated by minimizing the sum of the squared difference of
the calculated static power consumption and the measured
static power consumption, under constraints for the values
of the gate scaling factors. The estimated values of the scal-
ing factor of the clock tree in each segment are used to assert
presence of HT in a segment of the circuit.

Faezi et al. constructed a hierarchical temporal memory
(HTM) model based on the power consumption of the IC,
whichmonitors the side-channel emissions during the testing
and at the run-time, interpolate the data and find the anoma-
lies that indicate the existence of a HT in the IC [43]. Process
variations have no effect on the proposed detection mecha-
nism since it relies on IC under test for training. Since the
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model is solely trained based on IC under test, golden chip is
not required. HTM was found to detect 92.20% of triggered
HTs while consuming less power compared to state-of-the-
art machine learning techniques.

8 Role of machine learning in HT detection

We have discussed about physical parameters-based testing
in Sect. 3. One common drawback in SCA-based detection
techniques was the requirement of presence of golden IC.We
have discussed this problem in details in Sect. 7. Other issue
associated with these techniques that was mentioned com-
monly is the presence of noise and PVs. The accuracy of such
SCA-based detection techniques relies heavily on the signal-
to-noise ratio. They masks effects of Trojan instances and
makes it difficult to separate from the measurable character-
istics of an IC in side-channel analysis and image processing
techniques [22]. Even though for large Trojans, it is possible
to detect them with high detection accuracy, but the tech-
niques performs poorly in the case of small Trojans. This
problem persists even for HT detection techniques involving
optical and thermal imaging of the IC chips.

Machine Learning algorithms are expected to reduce the
impact of PVs and noise and improve the accuracy. Recently
research along this line to determine whether the IC under
test is infected by a Trojan instance or not has drawn plenty of
attraction. Experiment performed in [85] showed that when
random PVs increased from 20 to 40%, the HT detection
accuracy in AES chips decreased from 89 to 44% and the
false positive rate of detection increased from 5 to 8%.

Consider the popular preprocessing algorithms associated
with machine learning. They can be very effective in reduce
the impact of PVs and noise by extracting relevant features
and reducing the data dimensionality. One major drawback
that can arise is some HTs, having negligible effects on cir-
cuits, may be removed as unrelated or redundant features
or noise, thus affecting the detection accuracy. Thus we can
claim that the performance of ML-based Trojan detection is
highly dependent on the selection of relevant features, learn-
ing models and parameters.

In the following section, we will analyze the various
phases involved in ML methods to dissect the challenges
and present state-of-the-art solutions through the prism of
the research works discussed in the paper related to SCA and
image processing-based techniques. Figure 10 represents the
general steps involved in ML-based HT detection schemes.

8.1 Datasets

Dataset is an essential component of any ML-based algo-
rithm.Acquisition of accurate data for proper detection ofHT
is required as it can directly affect the prediction results of the
learning models. In this paper, we discuss physical detection
techniques of hardware Trojans which include measurement
of power, time, temperature and scanning of images. Each of
these requires high accuracy-based devices to collect proper
data which may or may not be cheap always. Also differ-
ent features of the same ICs or different training models
for the same features need different numbers of observa-
tions for learning the underlying pattern. Due to variance
in post-silicon experiments to extract data, these numbers
also depend on the environment in which the experiments

Fig. 10 General pipeline in machine learning-based Trojan detection
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are carried out. Also, the risks of over-fitting and decreased
generalization remain unsolved.

As discussed earlier, to eliminate the adverse effects of
experimental and environmental noise, real data collected
from hardware should be adequately de-noised when work-
ingwith datawith high levels of noise. For example,Gaussian
filters have been found to be effective for noise elimination in
image processing-based HT detection techniques. Even after
year of research, removal of PVs and noise still remains an
active area of research.

8.2 Features selection

In machine learning, it is always important to select effective
relevant features from the raw dataset as it can significantly
affect the performance of the learning models. Consider the
work by Lodhi et al. in [72,73]. When they trained a K-NN
model based on propagation delay signature, the HT detec-
tion accuracywas found to93.12%.Butwhen the sameK-NN
model was trained based on power consumption signature,
the HT detection accuracy increased to 99.02%. This shows
the importance of selecting essential features for achieving
optimum results.

An important challenge in this aspect remains which of
the features to be selected so as to get optimum detection
accuracy. Also consider the case of multi-parameter analysis
discussed in Sect. 3.1.6. It gives rise to another problem of
how many such features to be selected or which combina-
tions of features for achieving better results. No work have
been focused on this aspect, and it remains an open research
problem even in the domain of machine learning.

8.3 Dimensionality reduction

Continuing from previous section, we now focus on the
dimension of the selected features. If feature dimension is
too large, model learning time increases, whereas if feature
dimension is too small, then over-fitting may occur leading
to sub-optimal classification. Thus, both accuracy and com-
putational efficiency of HT detection will depend on this
step. In cases where the number of relevant features is very
large and mutually correlated, redundant features will affect
the trained models. Some features bear little or nor useful
information and lead increase of computational complexity
leading to over-fitting. Therefore, dimensionality reduction
techniques are used to drop some features and improve the
performance of the models.

PCA, a very common dimensionality reduction tech-
nique, has been shown to successfully address side-channel
signature-based features [5]. In addition to PCA, there are
several other dimensionality reduction methods that have
been applied to side-channel features, e.g., 2DPCA in [85].

In both the cases, these techniques have been helpful to min-
imize the presence of noise.

Thus, the dimensionality reduction of HT-related features
has been found to enhance the performance and reduce the
utilization overhead of the learning models. Although pri-
marily they have been found to be effective for side-channel
analysis-based methods, their impact in image processing-
based techniques is yet to be investigated. Also, no work has
been found in the literature on how to determine the opti-
mum number of dimensions for any particular HT detection
problem like using elbow method.

8.4 Model selection

Proper selection of machine learning model depends most
on the application problem to be solved at hand. Like a clas-
sification problem will require a supervised learning-based
model, whereas a clustering problem will require an unsu-
pervised learning-based model. For example, the work in
[61] showed the application of both assuming that golden
designs or ICs are available as training datasets or not. More-
over selection also depends on the feature type of the dataset.
Example, side-channel signatures generally require K-NN or
SVM type learning models [61], whereas image processing-
based techniques also uses neural network-based models
[116]. Machine learning techniques like outlier detection
have appeared in studies to decrease the impact of random
PVs and noise.

Selection of a proper ML model can help to achieve the
best prediction outputs for HT detection problems. EachML-
based approach has its own computing requirements which
also has to be considered. With the advancement in field of
new ML models like reinforcement learning and deep learn-
ing, the problem of detection of HTs in IC can gather even
more attraction. Lastly, concepts like ensemble learning and
boosting have been suggested in theML literature to improve
the performance ofMLmodels but not much of that has been
explored in the field of HT detection.

9 Future research directions

Over the years, research in SCA-based HT detection have
primarily focused on: (i) improving detection techniques by
embedding additional circuitry; (ii) new methods of measur-
ing side-channel signatures; (iii) postmeasurement statistical
analysis of the side-channel measurements, and (iv) utilizing
new measurable physical parameters for HT detection. All
of these above lines of research have primarily been focused
on dealing with challenges of reducing process variation and
avoiding the requirement of a golden IC. Though tradition-
ally side-channel analysis for HT detection has been based
on power and path delay characterization, new techniques

123



514 Journal of Cryptographic Engineering (2022) 12:495–522

have been developed in recent years that involve temper-
ature and EM-profile characterization. Research involving
power characterization-based SCA in the recent timesmostly
has focused on aim (iii) listed above, while the aims (i) and
(ii) listed above have progressively become less significant.
Temperature characterization-based SCA techniques for HT
detection, other than the ones described in this paper, have
been few and far between over the years and currently do
not seem to be an active sub-area of research. Path delay
and EM-based SCA for HT detection currently seem to be
the most active approaches of research, and recent works
featuring them have focused on all the aims listed above.
Backscattering-based SCA can be considered to be the most
promising current line of research motivated by aim (iv).
With the ever-increasing adoption of machine learning (ML)
techniques in all aspects of Hardware Security, advances are
expected in fulfilling aim (iii) above. ML-based techniques
have contributed heavily in decreasing the impact of envi-
ronmental noise and process variations, extracting relevant
features, reducing data dimensions, and partly reducing the
dependence on a golden IC [51].

Logic testing-based HT detection schemes aim to detect
malicious behavior of fabricated IC, onlywhen theHT is trig-
gered and its malfunction is manifested at the output ports
of the IC. Thus, they are ineffective in detecting information
leakage HTs [40]. They are also of little use when the HT is
free-running and do not depend on an input trigger condition
to initiate themalfunction. Since the trend ofHTs designed in
the recent years is decisively toward sophisticated informa-
tion leakage HTs which do not directly affect any discernible
malfunction, we envisage logic testing methods to be most
useful in a supportive role to SCA, to enhance their HT detec-
tion sensitivity, as already described above in Sect. 4.4. This
would expand their applicability to the detection of a much
wider range of HTs.

To analyze the historical and recent research trends
through their corresponding publication counts, we sys-
tematically searched the IEEEXplore digital library, with
the key-phrase “Hardware Trojan,” and selected the works
related to HT detection. Based on the results of this database
search, we plotted two graphs, as shown in Figs. 11 and 12.
In Fig. 11, we find a noticeable superiority in the number
of research publications on SCA-based techniques for HT
detection, compared to logic testing-basedHTdetection tech-
niques. Further, more publications have focused on logic
testing that improves SCA-based HT detection, than those
which simply focuses on logic testing. Figure 12 shows that
the number of research publications on application ofML for
HT detection have increased considerably over the years.

From the above discussion, it should be clear that research
in HT detection based on SCA is ever-increasing. The main
goal of current SCA-based approaches for HT detection, is to
reduce the impact of inter-die and intra-die process variations

Fig. 11 Publication count trend for contemporary research on HT
detection

Fig. 12 Publication count trend for contemporary research on machine
learning-based techniques for HT detection

on detection accuracy, which have traditionally proved to
be major hindrance for these techniques. Another important
motivation in these works is to remove the requirement of
a golden IC sample, or its accurate simulation model. We
envisage that these two will continue to be the primary focus
of research, catalysedby the applicationof advancedmachine
learning in this problem domain. A parallel focus of current
research (albeit of lesser intensity) is to generate effective
test patterns for quicker and prominent sensitivity of ICs for
detection of HTs.

10 Conclusions

We have provided a comprehensive overview of the state
of the art of testing techniques for Hardware Trojan detec-
tion, including side-channel analysis-based techniques, logic
testing-based techniques, as well as test pattern generation
techniques that aid in side-channel analysis and design tech-
niques to enhance circuit testability. We also provided an
overview of image processing-based Hardware Trojan detec-
tion. Further, a detailed discussion is providedon current state
ofML-based techniques in this domain.Wehave inferred that
the current status of this field is far from mature, and given
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the nature of the problem, it may be expected to remain an
exciting field of research for many years to come, with new
challenges appearing regularly. Machine learning, artificial
vadjust

intelligence and novel side-channel techniques hopefully
will provide the most effective tools against HTs and the
intelligent adversaries designing and deploying them.

A overview of HT detection approaches
discussed in the paper

Paper Detection
technique

Golden reference
model

Methodology Adversary model Years

Agrawal et al. [4] Power-based
SCA

Reverse
Engineering

PCA of dynamic power
side-channel signatures

Transistor Trojan 2007

Wang et al. [112] Power-based
SCA

Simulation Multi-supply
transient-current integration
methodology

Transistor Trojan 2008

Banga et al. [13–15] Power-based
SCA

Simulation Region-aware test pattern
generation for increasing
transient power

RTL Trojan 2008, 2009

Rad et al. [89,90] Power-based
SCA

Simulation Region-based transient power
signal analysis for Outlier
detection

Transistor Trojan 2008

Li et al. [63] Delay-based
SCA

Reverse
Engineering

Measurement of selected
register-to-register path
delays

RTL Trojan 2008

Jin et al. [127] Delay-based
SCA

Reverse
Engineering

Fingerprinting using path
delay information of the
entire chip

RTL Trojan 2008

Jha et al. [62] Logic Testing N.A. Unique probabilistic
signature of IC is generated
and compared with a
HT-free circuit

Transistor Trojan 2008

Rai et al. [92] Delay-based
SCA

Simulation Statistical analysis of delay
signature to enhance HT
detection

RTL Trojan 2009

Chakraborty et al. [30] Logic Testing N.A. Heuristics to improve HT
detection coverage
motivated by the N -detect
test

RTL Trojan 2009

Aarestad et al. [1] Power-based
SCA

Simulation Static current consumption
analysis

Transistor Trojan 2010

Narasimhan et al. [77] Power and
Delay-based
SCA

Simulation Use of the correlation
between Fmax and IDDT of
an IC to eliminate the
impact of PV

Transistor Trojan 2010

Banga et al. in [17] Logic Testing N.A. HT detection scheme
enhanced by SAT solver

RTL Trojan 2010

Koushanfar et al. [64] Multi Parameter Simulation Use of a combination of
several side-channel
parameters

RTL Trojan 2011

Narasimhan et al. [78] Power-based
SCA

Self-Referencing Compares an IC instance’s
transient current signature
at different time instances

RTL Trojan 2011

Zhang [132] Logic Testing N.A. Formal verification and code
coverage analysis of
redundant and unused parts
of the design are identified
followed by the ATPG

RTL Trojan 2011

Li et al. [70] Delay-based
SCA

Self-Referencing Predicted delay of a path is
compared against on-chip
delay fingerprint

RTL Trojan 2012
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Paper Detection technique Golden reference
model

Methodology Adversary model Years

Lamech et al.
[66]

Delay-based SCA Simulation Use of delay chain to validate
delay measurement

Transistor Trojan 2012

Zhang et al. [129] Power-based SCA Self-Referencing Detection of outliers by
comparing measured
signature with other
measured signatures

Transistor Trojan 2012

Cha et al. [27] Delay-based SCA Simulation Selection of paths having the
smallest delays as integer
linear programming
problem

Transistor Trojan 2013

Forte and Bao et
al. [18,45]

Temperature-based SCA Simulation Comparison of thermal model
of IC at three phases:
design, test, and run-time

RTL Trojan 2013, 2015

Hu and Nomroz
et al. [56,85]

Temperature-based SCA Simulation Multimodal characterization
using thermal maps and
power maps to detect and
locate HT

RTL Trojan 2013, 2014

Hou et al. [55] Power-based SCA Simulation Intrinsic relationship between
transient current and static
current to reduce PV

RTL Trojan 2014

Yoshimizu et al.
[128]

Delay-based SCA Self-Referencing Use of symmetry in different
transistor-level paths

RTL Trojan 2014

Soll et al. [106] EM-based SCA Simulation EM emission of HT-infected
FPGAs is compared with
the golden model

RTL Trojan 2014

Liu et al. [71] Power-based SCA Self-Referencing Use of on-chip process
control monitors to capture
PV

RTL Trojan 2014

Wilcox et al.
[117]

Power-based SCA Simulation Chip-averaging method
targeted for removing
intra-die variations

Transistor Trojan 2015

Ismari et al. [59] Delay-based SCA Simulation On-chip embedded test
structure to reduce effects
of intra-die PV

Transistor Trojan 2015

Ngo et al. [79] Delay-based SCA Simulation Use of clock glitches to
measure path delay
fingerprints

Transistor Trojan 2015

Exurville et al.
[42]

Delay-based SCA Simulation Clock glitches combined with
statistical techniques to
reduce PV

Transistor Trojan 2015

Ngo et al. [79,81] EM-based SCA Simulation Golden AES encryption
hardware execution EM
traces and HT-infected AES
hardware execution traces
with the same plaintext are
compared

Transistor Trojan 2015, 2016

Balasch et al.
[12]

EM-based SCA Simulation Use of Welch’s t test to
determine golden
fingerprint

RTL Trojan 2015

Saha et al. [99] Logic Testing N.A. [30] extended using genetic
algorithms and SAT solvers

RTL Trojan 2015

Jap et al. [61] EM-based SCA Machine
Learning

Support Vector Machine
(SVM)-based EM
side-channel profiling

Transistor Trojan 2016

Xue et al. [125] Power-based SCA Machine
Learning

HT detection problem is
expressed as a two-class
machine learning
classification problem

Transistor Trojan 2016
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Paper Detection technique Golden reference model Methodology Adversary model Years

Zheng et al. [133] Power-based SCA Self-Referencing Analyze dynamic current
values in self-similar
structures of IC and
compared

Transistor Trojan 2016

Huang et al. [57,58] ATPG with SCA N.A. Hamming-distance-based
reordering and
simulation-based
reordering of test vectors
to improve sensitivity to
SCA

Transistor Trojan 2016, 2018

Esirci et al. [41] Delay-based SCA Simulation Statistical analysis of delays
in correlated paths

RTL Trojan 2017

He et al. [52] EM-based SCA Simulation Simulation data from RTL
design is used to generate
the EM fingerprint

RTL Trojan 2017

Sree et al. [93,95] ATPG with SCA Self-Referencing Circuit design is divided
into segments and the set
of input patterns are
applied to extract the
power signature

RTL Trojan 2017

Amelian et al. [8] Delay-based SCA Simulation Comparison of delay of K
shortest paths with golden
IC

RTL Trojan 2018

Cui et al. [38] Delay-based SCA Simulation Use of the order of path
delay in path pairs

RTL Trojan 2018

Fournaris et al. [46] Multi Parameter Simulation Use of combination of both
logic testing and
side-channel testing at
different stage of
operation

RTL Trojan 2018

Xue et al. [123,124] Power-based SCA Machine Learning Co-training-based HT
detection technique
similar to [125]

RTL Trojan 2018, 2019

Xue and Ren [122] Power-based SCA Self-Referencing Modeling of static power
consumption by clock tree
and gates for
fingerprinting

RTL Trojan 2018

Cruz et al. [37] Logic Testing N.A. IC is partitioned based on
an inserted scan chain and
model checking technique
is combined with ATPG

RTL Trojan 2018

Chen et al. [31] EM-based SCA Simulation Detection by analyzing the
EM radiation of clock
trees in an IC

RTL Trojan 2019

Nguyen et al. [82] Backscattering SCA Simulation Sinusoidal EM signal is
transmitted and the
backscattered signal is
received is compared to
detect HT

RTL Trojan 2019

Lyu et al. [74] ATPG with SCA N.A. GA-based test generation
algorithm to increase HT
detection sensitivity

RTL Trojan 2019

Lyu et al. [75] ATPG with SCA N.A. SAT-based ATPG technique
to assist HT detection by
delay-based SCA

RTL Trojan 2020

Nigh et al. [83] ATPG with SCA N.A. Trojan detection sensitivity
is increased from the
maximum S-RPD
intra-die PV

RTL Trojan 2020
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