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Abstract
This work is a survey of many papers dealing with new methods to study partial functional
differential equations. We propose a new reduction method of the complexity of partial
functional differential equations and its applications. Since, any partial functional differential
equation is well-posed in a infinite dimensional space, this presents many difficulties to study
the qualitative analysis of the solutions. Here, we propose to reduce the dimension from
infinite to finite. We suppose that the undelayed part is not necessarily densely defined and
satisfies the Hille–Yosida condition. The delayed part is continuous. We prove the dynamic
of solutions are obtained through an ordinary differential equations that is well-posed in
a finite dimensional space. The powerty of this results is used to show the existence of
almost automorphic solutions for partial functional differential equations. For illustration,
we provide an application to the Lotka–Volterra model with diffusion and delay.

Keywords Partial functional differential equations · Variation of constants formula ·
Reduction of complexity · Almost automorphic solutions
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1 Introduction

This work is a survey of many works that I have been done before on reduction methods
for partial functional differential equations with finite and infinite delay. Firstly, we establish
variations of constants formulas for partial functional differential equations in finite and
infinite delays, this formula will play a crucial role to develop the reduction of complexity
from infinite dimension to finite dimension.We propose an application to prove the existence
of almost automorphic solutions using classical theorems on ordinary differential equations.
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90 K. Ezzinbi

Here, we are concerned with the following partial functional differential equation with
finite delay { d

dt
u(t) = Au(t) + L(ut ) + f (t) for t ≥ 0,

u0 = ϕ ∈ C := C([−r , 0] , X),
(1.1)

where A is a linear operator on a Banach space X not necessarily densely defined and satisfies
the Hille–Yosida condition: there exist M ≥ 0, ω ∈ R such that (ω,+∞) ⊂ ρ(A), and

∣∣R(λ, A)n
∣∣ ≤ M

(λ − ω)n
for n ∈ N and λ > ω,

where ρ(A) is the resolvent set of A and R(λ, A) = (λ− A)−1, C is the space of continuous
functions from [−r , 0] to the observable X endowed with the uniform norm topology. L is a
bounded linear operator from C into X and f is an almost automorphic function from R to
X , the history function ut ∈ C is defined by

ut (θ) = u(t + θ) for θ ∈ [−r , 0] .

As an example of Eq. (1.1), we propose the following model arising in many problems in
population dynamics and physical systems⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂

∂t
v(t, x) = ∂2

∂x2
v(t, x) +

∫ 0

−r
G(θ)v(t + θ, x)dθ + h (t, x) for t ≥ 0 and x ∈ [0, π],

u(t, x) = 0 for x = 0, π and t ≥ 0,

u(θ, x) = ϕ(θ, x) for θ ∈ [−r , 0] and x ∈ [0, π ],
We use the reduction of complexity to prove that the existence of almost automorphic

solution of Eq. (1.1) is equivalent to the existence of a bounded solution on R
+. To achieve

this goal, we use the variation of constants formula obtained in [1] and we develop new
fundamental results about the spectral decomposition of solutions.

Recall that partial functional differential equations are an important area of research in
applied mathematics, since many phenomenons in physical and biological systems are mod-
eled using the history of the system. Then a system using delay is well-posed in infinite
dimensional spaces and many classical results in differential equations well-posed in finite
dimensional spaces cannot be applied. The aim of this chapter is to reduce the complexity of
partial functional differential equations. We prove the existence of an ordinary differential
equation that is well-posed in finite dimensional spaces and give all the fundamental proper-
ties on the qualitative analysis for the whole partial functional differential equations. Recall
that the theory of partial functional differential equations was initiated in [2], for more details
we refer to the book [3].

Almost automorphic functions are more general than almost periodic functions and they
were introduced by Bochner [4], for more details about this topics we refer to the recent book
[5] where the author give an important overview about the theory of almost automorphic
functions and their applications to differential equations. The existence of almost automorphic
solutions for differential equations in infinite dimensional space has been studied by several
authors. For example in [6], the author studied the existence of almost automorphic solutions
for the following semilinear abstract differential equation

d

dt
x(t) = Cx(t) + θ(t) for t ≥ 0, (1.2)
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where C generates an exponentially stable semigroup on a Banach space Y and θ is an almost
automorphic function from R to Y . The author proved that the only bounded mild solution
of Eq. (1.2) on R is almost automorphic.

Recently in [7], the authors studied the existence of almost automorphic solutions for the
following partial functional differential equations with infinite delay{ dx

dt
(t) = Dx(t) + L(t)xt + K(t) for t ≥ 0,

x0 = ϕ ∈ B,
(1.3)

whereD is the generator of a strongly continuous semigroup of linear operators on a Banach
space E which is equivalent by Hille–Yosida’s theorem that D satisfies the Hille–Yosida
condition and D(D) = E . The phase spaceB is a linear space of functions mapping (−∞, 0]
into E satisfying some axioms introduced byHale andKato [7], for all t ≥ 0,L(t) is a bounded
linear operator form B to E and periodic in t . For every t ≥ 0, the history function xt ∈ B
is defined by

xt (θ) = x(t + θ) for θ ≤ 0.

The function K is an almost automorphic function from R to E . The authors proved that the
existence of a bounded mild solution on R

+ of Eq. (1.3) is equivalent to the existence of an
almost automorphic solution.

2 Variation of constants formula for partial functional differential
equations

Throughout this chapter, we suppose that
(H0) A satisfies the Hille–Yosida condition.
We consider the following definition and results which are taken from [8].

Definition 2.1 [8] We say that a continuous function u from [−r ,∞) into X is an integral
solution of Eq. (1.1), if the following conditions hold

(i)
∫ t
0u(s)ds ∈ D(A) for t ≥ 0,

(ii) u(t) = ϕ(0) + A
∫ t
0u(s)ds + ∫ t

0 [L(us) + f (s)] ds for t ≥ 0,
(iii) u0 = ϕ.

If D(A) = X , the integral solutions coincide with the known mild solutions. We can see
that if u is an integral solution of Eq. (1.1), then u(t) ∈ D(A) for all t ≥ 0, in particular
ϕ(0) ∈ D(A). Let us introduce the part A0 of the operator A in D(A) defined by{

D(A0) = {
x ∈ D(A) : Ax ∈ D (A)

}
A0x = Ax for x ∈ D(A0).

Lemma 2.2 [9, Lemma 3.3.12, p. 140] A0 generates a strongly continuous semigroup
(T0(t))t≥0 on D(A).

For the existence of the integral solutions, one has the following result.

Theorem 2.3 [8] Assume that (H0) holds, then for all ϕ ∈ C such that ϕ(0) ∈ D(A), Eq.
(1.1) has a unique integral solution u on [−r ,+∞). Moreover u is given by

u(t) = T0(t)ϕ(0) + lim
λ→+∞

∫ t

0
T0(t − s)Bλ[L(us) + f (s)]ds for t ≥ 0,
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where Bλ = λR(λ, A) for λ > ω.

In the sequel of this work, we call integral solutions as solutions
Let C0 be the phase space of Eq. (1.1):

C0 =
{
ϕ ∈ C : ϕ(0) ∈ D(A)

}
.

For each t ≥ 0, we define the linear operator U(t) on C0 by

U(t)ϕ = vt (·, ϕ),

where v(·, ϕ) is the solution of the following linear equation{ d

dt
v(t) = Ay(t) + L(yt ) for t ≥ 0,

v0 = ϕ ∈ C,

Proposition 2.4 [8] The family (U(t))t≥0 is a strongly continuous semigroup of linear oper-
ators on C0:

(i) for all t ≥ 0, U(t) is a bounded linear operator on C0,

(ii) U(0) = I ,
(iii) U(t + s) = U(t)U(s, for all t, s ≥ 0,
(iv) for all ϕ ∈ C0, U(t)ϕ is a continuous function of t ≥ 0 with values in C0. Moreover,
(v) (U(t))t≥0 satisfies, for t ≥ 0 and θ ∈ [−r , 0], the following translation property

(U(t)ϕ) (θ) =
⎧⎨
⎩

(U(t + θ)ϕ) (0) if t + θ ≥ 0

ϕ(t + θ) if t + θ ≤ 0.

Theorem 2.5 [1, Theorem 3] Let Au be defined on C0 by⎧⎪⎨
⎪⎩

D(Au)=
{
ϕ∈C1([−r , 0]; X) :ϕ(0) ∈ D(A), ϕ′(0) ∈ D(A)and ϕ′(0) = Aϕ(0) + L(ϕ)

}

Auϕ = ϕ′ for ϕ ∈ D(Au).

Then Au is the infinitesimal generator of the semigroup (U(t))t≥0 on C0.

In order to give a variation of constants formula, we need to recall some notations and
results which are taken from [1]. Let 〈X0〉 be the space defined by

〈X0〉 = {X0c : c ∈ X} ,

where the function X0c is defined by

(X0c) (θ) =
{
0 if θ ∈ [−r , 0),
c if θ = 0.

The spaceC0⊕〈X0〉 is equipped with the norm ‖φ + X0c‖ = |φ|C +|c| for (φ, c) ∈ C0×X ,
is a Banach space and consider the extension ÃU of the operator Au defined on C0 ⊕ 〈X0〉
by {

D
(ÃU

) =
{
ϕ ∈ C1([−r , 0] ; X) : ϕ(0) ∈ D (A) and ϕ′(0) ∈ D(A)

}
,

ÃUϕ = ϕ′ + X0
(
Aϕ(0) + Lϕ − ϕ′(0)

)
.
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Lemma 2.6 [1, Theorem 13 and Lemma 15] Assume that (H0). Then ÃU satisfies the Hille–
Yosida condition on C0 ⊕ 〈X0〉: there exists M̃ ≥ 0, ω̃ ∈ R such that (ω̃,+∞) ⊂ ρ(ÃU),
and ∣∣R(λ, ÃU)n

∣∣ ≤ M̃

(λ − ω̃)n
for n ∈ N, λ > ω̃

where R(λ, ÃU) = (λ − ÃU)−1. Moreover, the part of ÃU on D
(ÃU

) = C0 is exactly the
operator Au.

Theorem 2.7 [1, Theorem 16] Assume that (H0) holds. Then for all ϕ ∈ C0, the solution u
of Eq. (1.1) is given by the following variation of constants formula

ut = U (t) ϕ + lim
λ→+∞

∫ t

0
U (t − s) B̃λ (X0 f (s)) ds for t ≥ 0,

where B̃λ = λR(λ, ÃU) for λ > ω̃.

In the next, we establish a new variation of constants formula for the following partial
functional differential equation with infinite delay{

d
dt x (t) = Ax (t) + Lxt + f (t) for t ≥ 0,
x0 = φ ∈ B,

(2.1)

where A : D (A) → X is a nondensely defined linear operator on a complex Banach space
(X , | · |), B is a normed linear space of functions mapping (−∞, 0] into X and satisfying
some fundamental Axioms, xt is an element of B defined by

xt (θ) = x (t + θ) for θ ∈ (−∞, 0],
L is a bounded linear operator from B into X , and f is a continuous X -valued function on
R

+. We assume that A is a Hille–Yosida operator.
We employ an axiomatic definition of the phase spaceBwhich has been introduced at first

by Hale and Kato [10]. In the following, we assume that B is a normed space of functions
mapping ] − ∞, 0] into X satisfying the following fundamental axioms:
(A) : There exist a positive constant N , a locally bounded functions M (·) on [0,+∞) and
a continuous function K (·) on [0,+∞[, such that if x :] − ∞, a] → X is continuous on
[σ, a] with xσ ∈ B, for some σ < a, then for all t ∈ [σ, a],

(i) xt ∈ B,

(ii) t 
→ xt is continuous with respect to the norm of B on [σ, a],
(iii) N |x (t)| ≤ |xt | ≤ K (t − σ) supσ≤s≤t |x (s)| + M (t − σ) |xσ |.
(B) : B is a Banach space.
We assume that
(D1) : if (φn)n≥0 is a sequence in B such that φn → 0 in B as n → +∞, then for all θ ≤ 0,
(φn (θ))n≥0 converges to 0 in X .
Let C (] − ∞, 0], X) be the space of continuous functions from ] − ∞, 0] into X . We make
the following assumptions:
(D2) : B ⊂ C (] − ∞, 0], X),
(D3): there exists λ0 ∈ R such that, for all λ ∈ C with Re λ > λ0 and x ∈ X , we have that
eλ·x ∈ B and

K0 := sup
Re λ>λ0, x∈X

x �=0

∣∣eλ·x
∣∣

|x | < ∞,
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94 K. Ezzinbi

where
(
eλ·x

)
(θ) = eλθ x for θ ∈] − ∞, 0] and x ∈ X.

The following results are taken from [11].

Definition 2.8 [11] A function u : R → X is called an integral solution of Eq. (2.1) on R
+

if the following conditions hold

(i) u is continuous on R+,
(ii) u0 = φ,

(iii)
∫ t

0
u (s) ds ∈ D (A) for t ≥ 0,

(iv) u (t) = φ (0) + A
∫ t

0
u (s) ds +

∫ t

0
Lusds +

∫ t

0
f (s) ds for t ≥ 0.

If the operator A is densely defined, then the integral solution coincides with themild solution
given in [12].

Theorem 2.9 [11, p. 336] Assume that B satisfies (A) and (B). Then for all φ ∈ B such that
φ (0) ∈ D (A), Eq. (2.1) has a unique integral solution u(·, φ, L, f ) on R

+ given by

u (t) =
⎧⎨
⎩ T0 (t) φ (0) + lim

λ→+∞

∫ t

0
T0 (t − s) λR (λ, A) [Lus + f (s)] ds for t ≥ 0,

φ(t) for t ≤ 0.

A continuous function u on R is said to be an integral solution of Eq. (2.1) on R if us ∈ B
for s ∈ R and

u (t) = T0 (t − σ) u (σ ) + lim
λ→+∞

∫ t

σ

T0 (t − s) λR (λ, A) [Lus + f (s)] ds for any t ≥ σ.

LetBA := {
φ ∈ B : φ (0) ∈ D (A)

}
be the phase space corresponding to Eq. (2.1). Define

U (t) for t ≥ 0 by

U (t) φ = ut (·, φ, L) for φ ∈ BA,

where u (·, φ, L) is the integral solution of Eq. (2.1) with f = 0.

Proposition 2.10 [11, Proposition 2] (U (t))t≥0 is a strongly continuous semigroup on BA,
that’s

(i) U (0) = Id,
(ii) U (t + s) = U (t)U (s) for t, s ≥ 0,
(iii) for all φ ∈ BA, t 
→ U (t)φ is continuous.

Moreover (U (t))t 0 satisfies the translation property

(U (t)φ) (θ) =
⎧⎨
⎩
U (t + θ)φ(0) for t + θ ≥ 0

φ(t + θ) for t + θ ≤ 0.

In order to establish a new variation of constant formula, we follow the same approach used
in [1]. Before we need to recall the following results.

Lemma 2.11 [11, Proposition 5] Let B satisfy Axioms (A), (B), (D1) and (D2). Then the
infinitesimal generator AU of (U (t))t≥0 is given by:⎧⎨

⎩ D (AU ) =
{

φ ∈ C1 (] − ∞, 0], X) ∩ BA : φ′ ∈ BA, φ (0) ∈ D (A) and
φ′ (0) = Aφ (0) + L (φ)

}
,

AUφ = φ′.
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By Axiom (D3), we define for each complex number λ such that Re(λ) > λ0, the linear
operator � (λ) : D (A) → X by

� (λ) = λI − A − L
(
eλ.I

)
.

Consider the space X := BA ⊕ 〈X0〉, where 〈X0〉 = {X0x : x ∈ X} and X0x is a function
defined by

(X0x) (θ) =
{
0 if θ ∈] − ∞, 0[,
x if θ = 0.

Then X endowed with the norm ‖φ + X0x‖ = ‖φ‖ + |x | is a Banach space.

Theorem 2.12 Assume that B satisfies Axioms (A), (B), (D1), (D2) and (D3). Then the
extension ÃU of the operator AU defined on X by{

D
(
ÃU
) = {

φ ∈ BA : φ′ ∈ BA, and φ (0) ∈ D (A)
}
,

ÃUφ = φ′ + X0
(
Aφ (0) + Lφ − φ′ (0)

)
,

is a Hille–Yosida operator on X.

For the proof we need the following fundamental lemma.

Lemma 2.13 There exist ω1 > λ0 and M1 ∈ R such that for λ > ω1 we have

(i) � (λ) is invertible and
∣∣� (λ)−1

∣∣ ≤ M0
λ−ω1

.

(ii) D
(
ÃU
) = D (AU ) ⊕ 〈

eλ.
〉
, where〈
eλ.
〉 = {

eλ·x : x ∈ D (A)
}
.

(iii) λ ∈ ρ
(
ÃU
)
, and for n ∈ N

∗, (φ, x) ∈ BA × X, one has

R
(
λ, ÃU

)n
(φ + X0x) = R (λ, AU )n φ + R (λ, AU )n−1 (eλ. � (λ)−1 x

)
.

Proof of the lemma a) For λ > ω := max{0, ω0, λ0}, one has
� (λ) = λI − A − L

(
eλ·I

) = (λI − A)
(
I − R (λ, A) L

(
eλ·I

))
,

and ∣∣R (λ, A) L
(
eλ·x

)∣∣ ≤ M0 |L|
λ − ω0

∣∣eλ·x
∣∣ ≤ M0K0 |L|

λ − ω0
|x | for x ∈ X .

Consequently

∣∣R (λ, A) L
(
eλ·I

)∣∣ ≤ M

λ − ω0
< 1 for all λ > ω1 := ω + M,

where M := M0K0 |L|. We conclude that the operator
(
I − R (λ, A) L

(
eλ·I

))
is invertible,

and ∣∣∣(I − R (λ, A) L
(
eλ·I

))−1
∣∣∣ ≤ 1

1 − |R (λ, A) L
(
eλ·I

) | ≤ λ − ω0

λ − ω0 − M
.

Consequently, � (λ) is invertible for λ > ω1 and

| � (λ)−1 | ≤ M0

λ − ω̄
.
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96 K. Ezzinbi

b) Let λ > ω1 and
(
eλ·x

) ∈ D (AU ) ∩ 〈eλ·〉. Then λx = Ax + L
(
eλ·x

)
, that is

�(λ)x = 0.

Since � (λ) is invertible for λ > ω1, we conclude that D (AU ) ∩ 〈eλ·〉 = {0}. On the other
hand, let ψ̃ ∈ D

(
ÃU
)
and ψ given by

ψ = ψ̃ + eλ· � (λ)−1
(
Aψ̃ (0) + Lψ̃ − ψ̃ ′ (0)

)
.

Then

Aψ(0) + Lψ = Aψ̃(0) + Lψ̃ + A�(λ)−1
(
Aψ̃(0) + Lψ̃ − ψ̃ ′(0)

)
+ L

(
eλ·�(λ)−1

(
Aψ̃(0) + Lψ̃ − ψ̃ ′(0)

))
= Aψ̃(0) + Lψ̃ − �(λ)�(λ)−1

(
Aψ̃(0) + Lψ̃ − ψ̃ ′(0)

)
+λ�(λ)−1

(
Aψ̃(0) + Lψ̃ − ψ̃ ′(0)

)
= ψ̃ ′(0) + λ�(λ)−1

(
Aψ̃(0) + Lψ̃ − ψ̃ ′(0)

)
= ψ ′(0).

Hence ψ ∈ D (AU ), which implies that D
(
ÃU
) = D (AU ) ⊕ 〈

eλ.
〉
.

c) Let λ > ω1 and ψ̃ ∈ X. Then ψ̃ = ψ + X0x for some ψ ∈ BA and x ∈ X . We seek for
φ̃ = φ+eλ·a ∈ D

(
ÃU
)
such that

(
λI − ÃU

)
φ̃ = ψ̃ , where φ ∈ D (AU ) and a ∈ D (A). We

have
(
λI − ÃU

) (
φ + eλ·a

) = ψ+X0x , which is equivalent to find (a, φ) ∈ D (A)×D (AU )

such that {
(λI − AU ) φ = ψ,

� (λ) a = x .

For ω1 large enough, it follows that,
(
λI − ÃU

)−1
exists for λ > ω1, and(

λI − ÃU
)−1

(ψ + X0x) = (λI − AU )−1 ψ + eλ· � (λ)−1 x .

Consequently, for n ∈ N
∗, we have

R
(
λ, ÃU

)n
(ψ + X0x) = R (λ, AU )n ψ + R (λ, AU )n−1 (eλ· � (λ)−1 x

)
.

��
Proof of Theorem 2.12 Since AU is the generator of the semigroup (U (t)t≥0) on BA, by Hille
and Yosida’s Theorem [13] there exists a positive constant M̃ such that

sup
n∈N, λ>ω1

∣∣(λ − ω1)
n R (λ, AU )n

∣∣ ≤ M̃ .

By Lemma 2.13, there exist ω1 and M1 > 0 such that

sup
n∈N, λ>ω1

∣∣∣(λ − ω1)
n R

(
λ, ÃU

)n∣∣∣ ≤ M1.

��
Lemma 2.14 The part of ÃU in D

(
ÃU
)
is the operator AU .
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Proof From Lemma 2.11, the operator Au generates a strongly continuous semigroup onBA,
by Hille and Yosida’s Theorem D (AU ) = BA. Since, D (AU ) ⊂ D

(
ÃU
) ⊂ BA, then

D (AU ) = D
(
ÃU
) = BA.

Let C be the part of ÃU in D
(
ÃU
)
, which is defined by{

D (C) = {
φ ∈ D

(
ÃU
) : ÃUφ ∈ BA

}
,

Cφ = ÃUφ.

Then D(AU ) ⊆ D(C) and AUφ = Cφ for all φ ∈ D(AU ).
Conversely, let φ ∈ D (C). Then{

φ ∈ C1 (] − ∞, 0], X) ∩ BA, φ′ ∈ BA, φ (0) ∈ D (A)

φ′ + X0
(
Aφ (0) + Lφ − φ′ (0)

) ∈ BA.

By assumption (D2), it follows that{
φ ∈ D

(
ÃU
)
and φ′ (0) = Aφ (0) + Lφ

Cφ = φ′.

From which we conclude that C = AU . ��
Consider the following evolution equation{ d

dt
ξ(t) = ÃU ξ(t) + X0 f (t) for t ≥ 0

ξ (0) = φ̃ ∈ X.
(2.2)

Definition 2.15 A continuous function ξ : [0,+∞[→ BA is called an integral solution of
Eq. (2.2) if

(i)
∫ t

0
ξ (s) ds ∈ D

(
ÃU
)
for t ≥ 0,

(ii) ξ (t) = φ̃ + ÃU

∫ t

0
ξ (s) ds +

∫ t

0
X0 f (s) ds for t ≥ 0.

Theorem 2.16 Assume that (D1) , (D2) and (D3) hold. If u is an integral solution of Eq.
(2.1), then the function given by ξ (t) = ut , t ≥ 0, is an integral solution of Eq. (2.2) for
φ̃ = φ. Conversely, if ξ is an integral solution of Eq. (2.2) with φ̃ = φ, then the function u
defined by

u (t) =
{

ξ (t) (0) i f t ≥ 0
φ (t) i f t ≤ 0

is an integral solution of Eq. (2.1).

Proof Let φ ∈ BA and u be the integral solution of Eq. (2.1). Define ξ : [0,∞) → BA by

ξ (t) = ut for t ≥ 0.

To compute the integral in B in term of the integral in X , we need the following lemma.

Lemma 2.17 [11] Assume that (D1) holds, and F : [0, a] → B is continuous, then(∫ a

0
F (s) ds

)
(θ) =

∫ a

0
F (s) (θ) ds for all θ ≤ 0.
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98 K. Ezzinbi

By Lemma 2.17, we have

d

dθ

(∫ t

0
usds

)
(θ) = d

dθ

(∫ t

0
u (s + θ) ds

)

= d

dθ

(∫ t+θ

θ

u (s) ds

)
= ut (θ) − φ (θ) .

Then

ÃU

(∫ t

0
ξ (s) ds

)
= ut − φ + X0

(
A
∫ t

0
u (s) ds + L

(∫ t

0
usds

)
− u (t) − φ (0)

)
.

Since u is an integral solution of Eq. (2.1), it follows that

u (t) = φ (0) + A
∫ t

0
u (s) ds + L

(∫ t

0
usds

)
+
∫ t

0
f (s) ds,

which implies that

ξ (t) = φ + ÃU

∫ t

0
ξ (s) ds + X0

∫ t

0
f (s) ds for t ≥ 0.

Consequently ξ is an integral solution of Eq. (2.2). Conversely, let ξ be an integral solution
of Eq. (2.2) for φ̃ = φ. Then ξ satisfies the following translation property

ξ (t) (θ) =
{

ξ (t + θ) (0) if t + θ ≥ 0,
φ (t + θ) if t + θ ≤ 0,

In fact, for t + θ ≥ 0,

ξ (t) (θ) = (U (t) φ) (θ) + lim
λ→+∞

∫ t

0

(
U (t − s) λR

(
λ, ÃU

)
X0 f (s)

)
(θ) ds.

Then

ξ (t) (θ) = (U (t + θ) φ) (0) + lim
λ→+∞

∫ t+θ

0

(
U (t + θ − s) λR

(
λ, ÃU

)
X0 f (s)

)
(0) ds

+ lim
λ→+∞

∫ t

t+θ

(
U (t − s) λR

(
λ, ÃU

)
X0 f (s)

)
(θ) ds.

Since

lim
λ→+∞

∫ t

t+θ

(
U (t − s) λR

(
λ, ÃU

)
X0 f (s)

)
(θ) ds

= lim
λ→+∞

∫ t

t+θ

(
λR

(
λ, ÃU

)
X0 f (s)

)
(t − s + θ) ds

= lim
λ→+∞

∫ t

t+θ

eλ(t−s+θ)λ � (λ)−1 f (s) ds = 0.

which gives that

ξ (t) (θ) = (U (t + θ) φ) (0) + lim
λ→+∞

∫ t+θ

0

(
U (t + θ − s) λR

(
λ, ÃU

)
X0 f (s)

)
(0) ds

= ξ (t + θ) (0) .
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If we consider the function

u (t) =
{

ξ (t) (0) if t > 0,
φ (t) if t ≤ 0.

Then ξ (t) = ut for all t 0 and

ut = φ + ÃU

(∫ t

0
usds

)
+
∫ t

0
X0 f (s) ds for t ≥ 0.

Which implies that u is an integral solution of Eq. (2.1). ��
Theorem 2.18 Assume that (D1), (D2) and (D3) hold. Then the integral solution x of Eq.
(2.1) is given by the following variation of constants formula

xt = U (t) φ + lim
n→+∞

∫ t

0
U (t − s) B̃n (X0 f (s)) ds f or t ≥ 0, (2.3)

where B̃n = n
(
n − Ãu

)−1
.

Proof This theorem is a consequence from Theorem 2.16
and the following lemma.

Lemma 2.19 [14] Let C be a Hille–Yosida operator on a Banach space Y and α : R+ → Y
be a continuous function. Consider the following problem{

d
dt x(t) = Cx (t) + α (t) for t ≥ 0,
x (0) = x0 ∈ Y .

If x0 ∈ D (C), then there exists a unique continuous function x such that

(i)
∫ t

0
x (s) ds ∈ D (C) for t ≥ 0

(ii) x (t) = x0 + C
∫ t

0
x (s) ds +

∫ t

0
α (s) ds for t ≥ 0.

Moreover, x is given by

x (t) = S0 (t) x0 + lim
λ→+∞

∫ t

0
S0 (t − s)Cλα (s) ds for t ≥ 0,

where Cλ := λ (λI − C)−1 and (S0 (t))t≥0 is the semigroup generated by the part of C in
D (C).

3 Reduction of complexity for partial functional differential equations
with finite delay

In the following, we assume that:
(H1) The operator T0(t) is compact on D(A) for every t > 0.

Theorem 3.1 Assume that (H0) and (H1) hold, then U(t) is compact for t > r .

As a consequence from the compactness property and [15, Theorem 5.3.7, p. 333], we
have the following spectral decomposition result.
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Corollary 3.2 [1] C0 is decomposed as follows:

C0 = S ⊕ V ,

where S is U-invariant and there are positive constants α and N such that

|U (t) ϕ|C ≤ Ne−αt |ϕ|C for each t ≥ 0 and ϕ ∈ S. (3.1)

V is a finite dimensional space and the restriction of U to V becomes a group.

In the sequel, Us (t) and Uv (t) denote the restriction of U (t) respectively on S and V
which correspond to the above decomposition.

Let d = dim V with a basis vectors � = {φ1, . . . , φd}. Then, there exist d-elements
{ψ1, . . . , ψd} in C∗

0 such that{ 〈
ψi , φ j

〉 = δi j ,
〈ψi , φ〉 = 0 for all φ ∈ S and i ∈ {1, . . . , d} ,

(3.2)

where 〈·, ·〉 denotes the duality pairing between C∗
0 and C0 and

δi j =
{
1 if i = j
0 if i �= j

Let� = col {ψ1, . . . , ψd}, 〈�,�〉 is a d×d-matrix, where the (i, j)-component is
〈
ψi , φ j

〉
.

Denote by �s and �v the projections respectively on S and V . For each ϕ ∈ C0, we have

�vϕ = � 〈�,ϕ〉 .

In fact, for ϕ ∈ C0, we have ϕ = �sϕ +�vϕ with �vϕ = ∑i=1
d αiφi and αi ∈ R. By (3.2),

we conclude that

αi = 〈ψi , ϕ〉 .

Hence

�vϕ =
d∑

i=1

〈ψi , ϕ〉 φi

= � 〈�,ϕ〉 .

Since (Uv (t))t≥0 is a group on V , then there exists a d × d-matrix G such that

Uv (t)� = �etG for t ∈ R.

Moreover, σ (G) = {λ ∈ σ (Au) : Re (λ) ≥ 0}.
For n, n0 ∈ N such that n ≥ n0 ≥ ω̃ and i ∈ {1, . . . , d}, we define the linear mapping x∗

i,n
by

x∗
i,n (a) = 〈

ψi , B̃n X0a
〉
for a ∈ X .

Since
∣∣B̃n

∣∣ ≤ n
n−ω̃

M̃ , for any n ≥ n0, then x∗
i,n is a bounded linear operator from X to R

with ∣∣x∗
i,n

∣∣ ≤ n

n − n0
M̃ |ψi | for any n ≥ n0.

Define the d-column vector x∗
n = col

(
x∗
1,n, . . . , x

∗
d,n

)
, then〈

x∗
n , a

〉 = 〈
�, B̃n X0a

〉
for a ∈ X ,
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with 〈
x∗
n , a

〉
i = 〈

ψi , B̃n X0a
〉
for i = 1, . . . , d and a ∈ X .

Consequently,

sup
n≥n0

∣∣x∗
n

∣∣ < ∞,

which implies that
(
x∗
n

)
n≥n0

is a bounded sequence in L(X ,Rd). We have the following
important result of this work.

Theorem 3.3 There exists x∗ ∈ L(X ,Rd), such that
(
x∗
n

)
n≥n0

converges weakly to x∗ in the
sense that 〈

x∗
n , x

〉 → 〈
x∗, x

〉
as n → ∞ for all x ∈ X .

For the proof, we need the following fundamental Theorem in functional analysis.

Theorem 3.4 [16, p. 776] (Banach-Alaoglu-Bourbaki) Let Y be any separable Banach space
and

(
z∗n
)
n∈N any bounded sequence in Y ∗. Then there exists a subsequence

(
z∗nk
)
k∈N of(

z∗n
)
n∈N which converges weakly in Y ∗in the sense that there exists z∗ ∈ Y ∗ such that〈

z∗nk , x
〉 → 〈

z∗, x
〉
as n → ∞ for all x ∈ Y .

Proof Let Z0 be any closed separable subspace of X . Since
(
x∗
n

)
n≥n0

is a bounded sequence,

then by Theorem 3.4 we get that the sequence
(
x∗
n

)
n≥n0

has a subsequence
(
x∗
nk

)
k∈N which

converges weakly to some x∗
Z0

in Z0. We claim that all the sequence
(
x∗
n

)
n≥n0

converges
weakly to x∗

Z0
in Z0. In fact, we proceed by contradiction and suppose that there exists a

subsequence
(
x∗
n p

)
p∈N of

(
x∗
n

)
n≥n0

which converges we****akly to some x̃∗
Z0

with x̃∗
Z0

�=
x∗
Z0
. Let ut (·, σ, ϕ, f ) denote the solution of Eq. (1.1). Then

�vut (·, σ, 0, f ) = lim
n→+∞

∫ t

σ

Uv (t − ξ) �v
(
B̃n X0 f (ξ)

)
dξ,

and

�v
(
B̃n X0 f (ξ)

) = �
〈
�, B̃n X0 f (ξ)

〉 = �
〈
x∗
n , f (ξ)

〉
.

It follows that

�vut (·, σ, 0, f ) = lim
n→+∞�

∫ t

σ

e(t−ξ)G 〈�, B̃n X0 f (ξ)
〉
dξ,

= lim
n→+∞�

∫ t

σ

e(t−ξ)G 〈x∗
n , f (ξ)

〉
dξ.

For any a ∈ Z0, set f (·) = a, then

lim
k→+∞

∫ t

σ

e(t−ξ)G 〈x∗
nk , a

〉
dξ = lim

p→+∞

∫ t

σ

e(t−ξ)G
〈
x∗
n p

, a
〉
dξ for a ∈ Z0,

which implies that∫ t

σ

e(t−ξ)G 〈x∗
Z0

, a
〉
dξ =

∫ t

σ

e(t−ξ)G 〈̃x∗
Z0

, a
〉
dξ for a ∈ Z0,
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consequently x∗
Z0

≡ x̃∗
Z0
, which gives a contradiction. We conclude that the whole sequence(

x∗
n

)
n≥n0

converges weakly to x∗
Z0

in Z0. Let Z1 be another closed separable subspace of X ,

by using the same argument as above, we get that
(
x∗
n

)
n≥n0

converges weakly to x∗
Z1

in Z1.
Since Z0 ∩ Z1 is a closed separable subspace of X , we get that x∗

Z1
≡ x∗

Z0
in Z0 ∩ Z1. For

any x ∈ X , we define x∗ by 〈
x∗, x

〉 = 〈
x∗
Z , x

〉
,

where Z is any closed separable subspace of X such that x ∈ Z . Then x∗ is well defined on
X and x∗ is a bounded linear from X to R

d such that∣∣x∗∣∣ ≤ sup
n≥n0

∣∣x∗
n

∣∣ < ∞,

and
(
x∗
n

)
n≥n0

converges weakly to x∗ in X .

As a consequence, we conclude that

Corollary 3.5 For any continuous function h : R → X, we have

lim
n→+∞

∫ t

σ

Uv (t − ξ)�v
(
B̃n X0h(ξ)

)
dξ = �

∫ t

σ

e(t−ξ)G 〈x∗, h(ξ)
〉
dξ for all t, σ ∈ R.

Theorem 3.6 Assume that (H0) and (H1) hold. Let u be a solution of Eq. (1.1) on R. Then
z (t) = 〈�, ut 〉 is a solution of the ordinary differential equation

d

dt
z (t) = Gz (t) + 〈

x∗, f (t)
〉
for t ∈ R. (3.3)

Conversely, if f is a bounded function on R and z is a solution of Eq. (3.3) on R, then the
function u given by

u(t) =
[
�z (t) + lim

n→+∞

∫ t

−∞
Us (t − ξ) �s (B̃n X0 f (ξ)

)
dξ

]
(0) for t ∈ R,

is a solution of Eq. (1.1) on R.

Let u be a solution of Eq. (1.1) on R. Then

ut = �sut + �vut for all t ∈ R,

and

�vut = Uv (t − σ)�vuσ + lim
n→+∞

∫ t

σ

Uv (t − ξ)�v
(
B̃n X0 f (ξ)

)
dξ for t, σ ∈ R.

Since �vut = � 〈�, ut 〉 and by Corollary 3.5, we get that

� 〈�, ut 〉 = Uv (t − σ)� 〈�, uσ 〉 + �

∫ t

σ

e(t−ξ)G 〈x∗, f (ξ)
〉
dξ for t, σ ∈ R,

= �e(t−σ)G 〈�, uσ 〉 + �

∫ t

σ

e(t−ξ)G 〈x∗, f (ξ)
〉
dξ for t, σ ∈ R.

Let z (t) = 〈�, ut 〉. Then

z(t) = e(t−σ)Gz(σ ) +
∫ t

σ

e(t−ξ)G 〈x∗, f (ξ)
〉
dξ for t, σ ∈ R.
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Consequently, z is a solution of the ordinary differential Eq. (3.3) on R. Conversely, assume

that f is bounded on R, then
∫ t

−∞
Us (t − ξ)�s

(
B̃n X0 f (ξ)

)
dξ is well defined on R. Let z

be a solution of (3.3) on R and v be defined by

v(t) = �z (t) + lim
n→+∞

∫ t

−∞
Us (t − ξ)�s (B̃n X0 f (ξ)

)
dξ for t ∈ R.

Since

z(t) = e(t−σ)Gz(σ ) +
∫ t

σ

e(t−ξ)G 〈x∗, f (ξ)
〉
dξ for t, σ ∈ R,

Using Corollary 3.5, the function v1 given by

v1(t) = �z (t) for t ∈ R,

satisfies

v1(t) = Uv (t − σ) v1(σ ) + lim
n→+∞

∫ t

σ

Uv (t − ξ)�v
(
B̃n X0 f (ξ)

)
dξ for t, σ ∈ R.

Moreover, the function v2 given by

v2(t) = lim
n→+∞

∫ t

−∞
Us (t − ξ) �s (B̃n X0 f (ξ)

)
dξ for t ∈ R,

satisfies

v2(t) = Us (t − σ) v2 (σ ) + lim
n→+∞

∫ t

σ

Us (t − ξ)�s (B̃n X0 f (ξ)
)
dξ for all t ≥ σ.

Then, for all t ≥ σ with t, σ ∈ R, one has

U (t − σ) v (σ ) = Uv (t − σ) v1(σ ) + Us (t − σ) v2(σ ),

= v1(t) − lim
n→+∞

∫ t

σ

Uv (t − ξ)�v
(
B̃n X0 f (ξ)

)
dξ + v2(t)

− lim
n→+∞

∫ t

σ

Us (t − ξ)�s (B̃n X0 f (ξ)
)
dξ,

= v(t) − lim
n→+∞

∫ t

σ

U (t − ξ)
(
B̃n X0 f (ξ)

)
dξ.

Therefore

v (t) = U (t − σ) v (σ ) + lim
n→+∞

∫ t

σ

U (t − ξ)
(
B̃n X0 f (ξ)

)
ξ for t ≥ σ.

By Theorem 2.7, we obtain that the function u defined by u(t) = v (t) (0) is a solution of
Eq. (1.1) on R.

4 Reduction of complexity of partial functional differential equations
in fadingmemory spaces

Let C00 be the space of X -valued continuous function on ] − ∞, 0] with compact support.

123



104 K. Ezzinbi

(C) : If a uniformly bounded sequence (ϕn)n∈N in C00 converges to a function ϕ com-
pactly on ] − ∞, 0], then ϕ is in B and |ϕn − ϕ| → 0 as n → ∞.
Let (S0 (t))t≥0 be the strongly continuous semigroup defined on the subspace

B0 := {φ ∈ B : φ (0) = 0}
by

(S0 (t) φ) (θ) =
{

φ (t + θ) if t + θ ≤ 0,
0 if t + θ ≥ 0.

Definition 4.1 Assume that the space B satisfies Axioms (B) and (C). B is said to be a fading
memory space if for all φ ∈ B0,

S0 (t) φ −→
t→∞ 0 in B0.

Moreover, B is said to be a uniform fading memory space if

|S0 (t)| −→
t→∞ 0, with respect to the operator norm.

Lemma 4.2 [17, pp 190] The following statements hold:

(i) If B is a fading memory space, then the functions K (·) and M (·) in axiom (A) can be
chosen to be constants.

(ii) If B is a uniform fading memory space, then we can choose the function K (·) constant
and the function M(·) such that M(t) → 0 as t → ∞.

Proposition 4.3 [17] If the phase space B is a fading memory space, then the space
BC (] − ∞, 0], X) of bounded continuous X-valued functions on ] − ∞, 0] endowed with
the uniform norm topology is continuously embedding in B. In particular B satisfies (D3),
for λ0 > 0.

In this section, we assume that
(H2) B is a uniform fading memory space.
Let V be a bounded subset of a Banach space Y , the Kuratowski measure of noncompactness
α (V ) of V is given by

α (v) = inf

{
d > 0 such that there exists a finite number of sets V1, . . . , Vn with

diam (Vi ) ≤ d such that V ⊆ n∪
i=1

Vi

}
,

and for a bounded linear operator F on Y , we define |F |α by

|F |α = inf {k > 0 : α (F (V )) ≤ kα (V ) , for all bounded set V of Y } .

For a strongly continuous semigroup (S (t))t≥0,we define the essential growth boundωess (S)

by

ωess (S) = lim
t→∞

1

t
log |S (t)|α .

Theorem 4.4 [18] Assume that B satisfies Axioms (A), (B), (D1) and assumptions (H0),

(H1), (H2) hold. Then

ωess (U ) < 0.
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From [15, Corollary IV.2.11], it follows that

σu (AU ) := {λ ∈ σ (AU ) : Re (λ) ≥ 0}
is a finite subset and BA is decomposed as follows:

BA = S ⊕ V,

where S, V are two closed subspaces of BA which are invariant by (U (t))t≥0. Let U
S (t) be

the restriction of U (t) on S, then there exist positive constants N and μ such that∣∣∣US (t) φ

∣∣∣ ≤ Ne−μt |φ| for all φ ∈ S,

V is a finite dimensional space and the restrictionUV (t) ofU (t) on V becomes a group. Let
�S and �V denote the projections on S and V respectively. Let d = dim V and take a basis
{φ1, . . . , φd} in V. Then there exist d-elements {ψ1, . . . , ψd} in the dual space B∗

A of BA,
such that

〈
ψi , φ j

〉 = δi j , where

δi j =
{
1 if i = j
0 if i �= j,

and ψi = 0 on S, where 〈· , ·〉 denotes the canonical pairing between the dual space and the
original space. Denote by � := (φ1, . . . , φd) and � is the transpose of (ψ1, . . . , ψd), in
particular one has

�� = IRd ,

where IRd is the identity d × d matrix. For each φ ∈ BA, �Vφ is computed by:

�Vφ = � 〈�,φ〉

=
d∑

i=1

〈ψi , φ〉 φi .

Let ζ (t) := (ζ1 (t) , . . . , ζd (t)) be the component of �Vxt in the basis vector �, then

�Vxt = �ζ (t) , and ζ (t) = 〈�, xt 〉 .

Since
(
UV (t)

)
t≥0 is a group on a finite dimensional space V, then there exists a d ×d matrix

G such that

UV (t) φ = �eGt 〈�,φ〉 for all t ∈ R and φ ∈ V,

which means that

UV (t)� = �eGt for all t ∈ R.

For n > ω1 and i ∈ {1, . . . , d}, we define the functional x∗i
n by〈

x∗i
n , x

〉
= 〈

ψi , B̃n (X0x)
〉
for all x ∈ X .

Then x∗i
n is a bounded linear operator on X with

∣∣x∗i
n

∣∣ ≤ K0M1 |ψi |. Define the d-column
vector x∗

n as an element of L(X ,Rd) (the space of bounded linear operator from X into Rd )
given by the transpose of

(
x∗1
n , . . . , x∗d

n

)
. Then, for all n ≥ 1, x ∈ X〈

x∗
n , x

〉 = 〈
�, B̃n (X0x)

〉
and sup

n≥ω1

∣∣x∗
n

∣∣ ≤ K0M1 sup
i=1,...,d

|ψi | < ∞.
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Theorem 4.5 The sequence
(
x∗
n

)
n≥0 converges weakly in L(X ,Rd), in the sense that〈

x∗
n , x

〉 −→
n→∞

〈
x∗, x

〉
for all x ∈ X .

Let Y0 be any separable closed subspace of X . By Theorem 3.4 , the restriction
(
x
Y ∗
0

n

)
n≥0

of(
x∗
n

)
n≥0 in Y0 has a subsequence

(
x
Y ∗
0

nk

)
k≥0

such that

lim
k→∞

〈
x
Y ∗
0

nk , y
〉
=
〈
xY

∗
0 , y

〉
for all y ∈ Y0,

where xY
∗
0 ∈ Y ∗

0 . We claim that the whole sequence
(
xY

∗
n

)
n≥0

converges weakly in Y ∗
0 to

xY
∗
0 . We proceed by contradiction and assume that there exists a subsequence

(
xY

∗
mk

)
k≥0

of(
xY

∗
n

)
n≥0

such that x
Y ∗
0

mk −→
k→∞ x

Y ∗
0

1 weakly in Y0, with xY
∗
0 �= x

Y ∗
0

1 . To conclude we need the

following lemma.

Lemma 4.6 For any continuous function h : R+ → X one has:

lim
n→∞

∫ t

0
UV (t − s) �V (B̃n (X0h(s))

)
ds = � lim

n→∞

∫ t

0
e(t−s)G 〈x∗

n , h (s)
〉
ds.

Proof of the Lemma In fact, we have

lim
n→∞

∫ t

0
UV (t − s)�V (B̃n (X0h(s))

)
ds

= lim
n→∞

∫ t

0

(
UV (t − s) �

) 〈
�, B̃n (X0h(s))

〉
ds,

= lim
n→∞

∫ t

0
�e(t−s)G 〈x∗

n , h (s)
〉
ds,

= � lim
n→∞

∫ t

0
e(t−s)G 〈x∗

n , h (s)
〉
ds.

Let h (·) = y for any y ∈ Y0. Then∫ t

0
e(t−s)G

〈
xY

∗
0 , y

〉
ds =

∫ t

0
e(t−s)G

〈
x
Y ∗
0

1 , y
〉
ds for any y ∈ Y0.

This is true if and only if 〈xY ∗
0 , y〉 = 〈xY ∗

0
1 , y〉, for all y ∈ Y0, which gives a contradiction.

Consequently the whole sequence (x
Y ∗
0

n )n≥0 converges weakly in L(Y0,Rd) to xY
∗
0 .

Let Y1 be another separable closed space of X . Then the restriction (x
Y ∗
1

n )n≥0 of (x∗
n )n≥0 in

Y1 converges weakly to some xY
∗
1 ∈ Y ∗

1 , and we get that x
Y ∗
0 = xY

∗
1 in Y0 ∩Y1. Since (x

∗
n)n 0

converges weakly in Y0 ∩ Y1, and by the uniqueness of the limit we obtain that xY
∗
0 = xY

∗
1

in Y0 ∩ Y1. Let x∗ be the operator defined by〈
x∗, x

〉 = 〈
xY

∗
, x
〉
,

for any separable closed space Y of X such that x ∈ Y . Then x∗ is well defined and belongs
to L(X ,Rd). Moreover 〈

x∗
n , x

〉 −→
n→∞

〈
x∗, x

〉
for all x ∈ X . ��
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Consequently, we get the following.

Corollary 4.7 For any continuous function h : [0, a] → X:

lim
n→∞

∫ t

0
UV (t − s) �V (B̃n (X0h(s))

)
ds = �

∫ t

0
e(t−s)G 〈x∗, h (s)

〉
ds for all t ∈ [0, a].

Theorem 4.8 Assume that (A), (B), (D1), (D2), (H0), (H1) and (H2) hold. Let u be an
integral solution of Eq. (2.1) onR. Then ζ(t) = 〈�, ut 〉 , t ∈ R is a solution of the following
ordinary differential equation

ζ̇ (t) = Gζ (t) + 〈
x∗, f (t)

〉
for t ∈ R. (4.1)

Conversely, if f is bounded and ζ is a solution of Eq. (4.1), then the function(
�ζ (t) + lim

n→+∞

∫ t

−∞
US (t − s)�S (B̃n (X0 f (s))

)
ds

)
(0) (4.2)

is an integral solution of Eq. (2.1) on R.

Proof Using the variation of constants formula (2.3), we obtain that for t ≥ σ

〈�, xt 〉 = 〈�,U (t − σ) xσ 〉 +
〈
�, lim

n→+∞

∫ t

σ

U (t − s)
(
B̃n (X0 f (s))

)
ds

〉
,

= e(t−σ)G 〈�, xσ 〉 + lim
n→∞

∫ t

σ

e(t−s)G 〈�,
(
B̃n (X0 f (s))

)〉
ds,

= e(t−σ)G 〈�, xσ 〉 + lim
n→∞

∫ t

σ

e(t−s)G 〈x∗
n , f (s)

〉
ds,

= e(t−σ)G 〈�, xσ 〉 +
∫ t

σ

e(t−s)G 〈x∗, f (s)
〉
ds,

which means that ζ (t) = 〈�, xt 〉 , t ∈ R is a solution of the ordinary differential Eq. (4.1).
Conversely, if we assume that f is bounded on R, then formula (4.2) is well defined, since
the restriction of the solution semigroup on S is exponentially stable. Let y be defined by:

y (t) := lim
λ→+∞

∫ t

−∞
US (t − s)�S (B̃n (X0 f (s))

)
ds for t ∈ R.

Then for t ≥ σ ,

US (t − σ) y (σ ) + lim
n→+∞

∫ t

σ

US (t − s) �S (B̃n (X0 f (s))
)
ds

= lim
n→+∞

(∫ σ

−∞
US (t − s) �S (B̃n (X0 f (s))

)
ds

+
∫ t

σ

US (t − s) �S (B̃n (X0 f (s))
)
ds

)
= y (t) . (4.3)

Moreover the solution ζ of Eq. (4.1) is given by

ζ (t) = e(t−σ)Gζ (σ ) +
∫ t

σ

e(t−s)G 〈x∗, f (s)
〉
ds for t ≥ σ.
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Corollary 4.7, gives that

�ζ (t) = �e(t−σ)Gζ (σ ) + lim
n→∞

∫ t

σ

UV (t − s) �V (B̃n (X0 f (s))
)
ds for t ≥ σ,

and

�ζ (t) = UV (t − σ)�ζ (σ ) + lim
n→∞n

∫ t

σ

UV (t − s) �V (B̃n (X0 f (s))
)
ds for t ≥ σ.(4.4)

Set ξ (t) = �ζ (t) + y (t) on R, by (4.3) and (4.4), we obtain that

ξ (t) = U (t − σ) (�ζ (σ ) + y (σ ))

+ lim
n→∞n

∫ t

σ

U (t − s)
[
�V + �S

] (
B̃n (X0 f (s))

)
ds for t ≥ σ.

= U (t − σ) ξ (σ ) + lim
n→∞

∫ t

σ

U (t − s)
(
B̃n (X0 f (s))

)
ds for t ≥ σ.

From Theorem 2.16, we conclude that the function(
�ζ (t) + lim

n→+∞

∫ t

−∞
US (t − s) �S (B̃n (X0 f (s))

)
ds

)
(0)

is an integral solution of Eq. (2.1).

5 Application: almost automorphic solutions for Eq. (1.1)

We recall some properties about almost automorphic functions. Let BC(R, X) be the space
of all bounded continuous functions fromR to X , provided with the uniform norm topology.
Let h ∈ BC(R, X) and τ ∈ R, we define the function hτ by

hτ (s) = h(τ + s) for all s ∈ R.

Definition 5.1 [19, Definition 1.1.1, p. 1] A bounded continuous function h : R → X is said
to be almost periodic if

{hτ : τ ∈ R} is relatively compact in BC(R, X).

Definition 5.2 (Bochner [5, Theorem 5.8, p. 86]) A continuous function h : R → X is
said to be almost automorphic if for every sequence of real numbers (s′

n)n there exists a
subsequence (sn)n such that

lim
n→∞h(t + sn) = k(t) exists for all t in R

and

lim
n→∞k(t − sn) = h(t) for all t in R.

Remark. If the convergence in the both limits is uniform, then h is almost periodic.
The concept of almost automorphy is much larger than almost periodicity. By the pointwise
convergence, the function k is just measurable and not necessarily continuous.
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Definition 5.3 (Bochner [5, Theorem 5.8, p. 86]) A continuous function h : R → X is said
to be compact almost automorphic if for every sequence of real numbers (s′

n)n, there exists
a subsequence (sn)n such that

lim
m→∞ lim

n→∞h(t + sn − sm) = h(t) exists uniformly on any compact set in R.

Theorem 5.4 [5] If we equip AA(X), the space of almost automorphic X-valued functions
with the sup norm, then AA(X) turns out to be a Banach space.

Consider the following ordinary differential equation

d

dt
x(t) = Gx(t) + e(t) for t ∈ R (5.1)

where G is a constant n × n-matrix and e : R → R
n is a continuous function.

Theorem 5.5 [5, Theorem 5.8, p. 86] Assume that e is an almost automorphic function. Then
the following are equivalent:

i) existence of a bounded solution on R
+ of Eq. (5.1),

ii) existence of an almost automorphic solution of Eq. (5.1).

Moreover every bounded solution of Eq. (5.1) on the whole line is almost automorphic.

In the following, we assume that:
(H3) f is an almost automorphic function.

Consider now the following equation in the whole line R

d

dt
u(t) = Au(t) + L(ut ) + f (t) for t ∈ R. (5.2)

Theorem 5.6 Assume that (H0), (H1) and (H3) hold. If there exists ϕ ∈ C such that Eq.
(1.1) has a bounded solution on R

+. Then Eq. (5.2) has an almost automorphic integral
solution.

Proof Let u be a bounded solution of Eq. (1.1) on R
+. Then by Theorem 3.6, the function

z(t) = 〈�, ut 〉 for t ≥ 0, is a solution of the ordinary differential Eq. (3.3) and z is bounded
on R

+. Moreover, the function

�(t) = 〈
x∗, f (t)

〉
for t ∈ R,

is almost automorphic from R to R
d . By Theorem 5.5, we get that the reduced system (3.3)

has an almost automorphic solution z̃. Consequently �̃z(·) is an almost automorphic function
on R. By Theorem 3.6, the function u(t) = v(t)(0), where

v(t) = �̃z (t) + lim
n→+∞

∫ t

−∞
Us (t − ξ)�s (B̃n X0 f (ξ)

)
dξ for t ∈ R,

is a solution of Eq. (5.2) on R. We claim that v is almost automorphic. In fact, consider the
function y by

y(t) = lim
n→+∞

∫ t

−∞
Us (t − ξ)�s (B̃n X0 f (ξ)

)
dξ for t ∈ R,

Since f is almost automorphic, then for any sequence of real numbers (α
′
p)p≥0 there exists

a subsequence (αp)p≥0 of (α
′
p)p≥0 such that

lim
p→∞ f (t + αp) = h(t) for all t ∈ R
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and

lim
p→∞h(t − αp) = f (t) for all t ∈ R.

Now

y(t + αp) = lim
n→+∞

∫ t+αp

−∞
Us (t + αp − ξ

)
�s (B̃n X0 f (ξ)

)
dξ for t ∈ R,

which gives that

y(t + αp) = lim
n→+∞

∫ t

−∞
Us (t − ξ)�s (B̃n X0 f

(
ξ + αp

))
dξ for t ∈ R,

By the Lebesgue’s dominated convergence theorem, we get that

y(t + αp) → w(t) as p → ∞,

where w is given by

w(t) = lim
n→+∞

∫ t

−∞
Us (t − ξ)�s (B̃n X0h (ξ)

)
dξ for t ∈ R.

Using the the same argument as above, we prove that

w(t − αp) → lim
n→+∞

∫ t

−∞
Us (t − ξ)�s (B̃n X0 f (ξ)

)
dξ as p → ∞,

which implies that y is almost automorphic.Consequently,v is an almost automorphic integral
solution of Eq. (5.2).

6 Lotka–Volterra model

In order to apply the previous results, we consider the model of Lotka–Volterra with diffusion
which is taken from [2,3]⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∂

∂t
v(t, x) = ∂2

∂x2
v(t, x) +

∫ 0

−r
G(θ)v(t + θ, x)dθ + h (t, x) for t ≥ 0 and x ∈ [0, π],

u(t, x) = 0 for x = 0, π and t ≥ 0,

u(θ, x) = ϕ0(θ, x) for θ ∈ [−r , 0] and x ∈ [0, π ],

(6.1)

where G : [−r , 0] → R, ϕ0 : [−r , 0]× [0, π ] → R and h : R×[0, π] → R are continuous
functions.

Let X = C ([0, π] ;R) be the space of continuous functions from [0, π] to R endowed
with the uniform norm topology. Define the operator A : D(A) ⊂ X → X by{

D(A) = {
y ∈ C2 ([0, π ] ;R) : y(0) = y(π) = 0

}
,

Ay = y′′.

Lemma 6.1 [20, Proposition 14.6 , p. 319–320]

(0,+∞) ⊂ ρ(A) and
∣∣(λ − A)−1

∣∣ ≤ 1

λ
for λ > 0.
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Moreover,

D(A) = {y ∈ X : y(0) = y(π) = 0} .

This Lemma implies that condition (H0) is satisfied.
We introduce L : C := C([−r , 0] , X) → X by

L(φ)(x) =
∫ 0

−r
G(θ)φ(θ)(x)dθ for x ∈ [0, π] and φ ∈ C .

f : R −→ X is defined by

f (t)(x) = h(t, x) for t ∈ R and x ∈ [0, π] .

The initial function ϕ ∈ C is given by

ϕ(θ)(x) = ϕ0(θ, x) for (θ, x) ∈ [−r , 0]x[0, π]
L is a bounded linear operator from C to X and by form continuity of h, we get that f is a
continuous function from R to X . Equation (6.1) takes the following abstract form{ d

dt
u(t) = Au(t) + L(ut ) + f (t) for t ≥ 0,

u0 = ϕ ∈ C .
(6.2)

Let A0 be the part of A in D(A). Then, A0 is given by{
D(A0) =

{
y ∈ C2 ([0, π ] ;R) : y(0) = y(π) = y

′′
(0) = y

′′
(π) = 0

}
,

A0y = Ay for y ∈ D(A0).

It is well known from [15, Example 1.4.34 , p. 123], that A0 generates a strongly continuous
compact semigroup (T0(t))t≥0 on D(A) and

|T0(t)| ≤ e−t for t ≥ 0,

Let ϕ0 ∈ C([−r , 0] × [0, π ] ;R) be such that

ϕ0(0, 0) = ϕ0(0, π) = 0.

Then by Theorem 2.3, we deduce that Eq. (6.2) has a unique integral solution on [−r ,+∞).

In order to study the existence of an almost automorphic solution of the following Equation

d

dt
u(t) = Au(t) + L(ut ) + f (t) for t ∈ R. (6.3)

We suppose that
(H4) h is almost automorphic in t uniformly for x ∈ [0, π], which means that there exists a
measurable function g : R × [0, π ] → R such that

lim
n→∞h(t + sn, x) = g(t, x) exists for all t in R uniformly in x ∈ [0, π]

and

lim
n→∞g(t − sn, x) = h(t, x) for all t in R uniformly in x ∈ [0, π]

Moreover, we suppose that:
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(H5) there exists a constant β ∈ (0, 1) such that∫ 0

−r
|G(θ)| dθ ≤ (1 − β) .

Proposition 6.2 Assume that (H4) and (H5) hold. Then there exists ϕ ∈ C such that Eq.
(6.2) has a bounded solution on R

+. Consequently Eq. (6.3) has an almost automorphic
solution.

Proof The first goal is to prove that Eq. (6.2) has a bounded solution on R
+. Let ρ =

(1 + | f |∞
β

), where | f |∞ = sups∈R | f (s)|. Consider ϕ ∈ C0 such that |ϕ|C < ρ. We claim

that

|u (t)| ≤ ρ for all t ≥ 0. (6.4)

We proceed by contradiction. Let t0 be the first time such that (6.4) is not true. Then

t0 = inf {t > 0 : |u (t)| > ρ} .

By continuity of u, one has

|u (t0)| = ρ,

and there exists a positive constant ε > 0 such that

|u (t)| > ρ for t ∈ (t0, t0 + ε).

We have,

u (t0) = T0(t0)ϕ(0) + lim
λ→+∞

∫ t0

0
T0(t0 − s)Bλ[L(us) + f (s)]ds

which implies that

|u (t0)| ≤ e−t0ρ +
∫ t0

0
e−(t0−s)

[∫ 0

−r
|G(θ)| |u(s + θ)| dθ + | f |∞

]
ds.

Since |u (t)| ≤ ρ for t ≤ t0. Then

|u (t)| ≤ ρ for t ∈ [−r , t0] .

Therefore

|u (t0)| ≤ e−t0ρ + (
1 − e−t0

) [∫ 0

−r
|G(θ)| dθ ρ + | f |∞

]
.

Condition (H5) implies that

|u (t0)| ≤ e−t0ρ + (
1 − e−t0

) [
(1 − β) ρ + | f |∞

]
,

and

|u (t0)| ≤ e−t0ρ + (
1 − e−t0

)
ρ + (

1 − e−t0
) [−βρ + | f |∞

]
.

Consequently, we obtain that

|u (t0)| ≤ ρ − (
1 − e−t0

)
β < ρ,
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by continuity of u, there exists a positive ε0 such that

|u (t)| < ρ for t ∈ (t0, t0 + ε0),

which gives a contradiction and we deduce that Eq. (6.2) has a bounded integral solution u
on R

+, and by Theorem 5.6, we get that Eq. (6.3) has an almost automorphic solution.
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