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Abstract In this paper, L ranked set sampling (LRSS) technique (Al-Nasser in Simul Com-
put, 6:33–43, 2007) is considered for estimating the distribution function of a randomvariable.
The suggested estimator of the distribution function is compared with its counterparts using
simple random sampling (SRS) and ranked set sampling (RSS) schemes. It is found that the
suggested LRSS estimator of the distribution function is biased and is more efficient than
that of the SRS and RSS for a given x based on the number of measured units.

Keywords Distribution function · L ranked set sampling · Simple random sampling ·
Relative efficiency

Mathematics Subject Classification 62D05

1 Introduction

The RSS is suggested by [10] for estimating the population mean of pasture and forage
yields as efficient method than the SRS. The RSS can be implemented in situations when the
sampling units in a study can be more easily ranked than quantified.

The RSS as suggested [10] can be described as:

Step 1: Randomly select n2 units from the target population.
Step 2: Allocate the n2 selected units as randomly as possible into n sets, each of size
n.
Step 3: Rank the units within each set with respect to a variable of interest. This may be
based on personal professional judgment or done based on a concomitant variable correlated
with the variable of interest.
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Step 4: Choose a sample for actual quantification by including the smallest ranked unit in
the first set, the second smallest ranked unit in the second set, the process continues in this
way until the largest ranked unit is selected from the last set.
Step 5: Repeat Steps 1 through 4 for m cycles to obtain a sample of size mn for actual
quantification.

Let X1, X2, . . . , Xn be a SRS of size n with a continuous probability density function (pdf)
ϕ(x) and cumulative distribution function (cdf) �(x), with a finite mean μ and variance σ 2.
Let X11h, X12h, . . ., X1nh ; X21h, X22h, . . ., X2nh ; …;Xn1h, Xn2h, . . ., Xnnh be n indepen-
dent SRS each of size n in the hth cycle (h = 1, 2, ...,m).

Assume that Xi(1:n)h , Xi(2:n)h ,…,Xi(n:n)h are the order statistics of the i th sample
Xi1h, Xi2h, . . . , Xinh , (i = 1, 2, ..., n) in the hth cycle (h = 1, 2, ...,m). Then, X1(1:n)h ,
X2(2:n)h , …, Xn(n:n)h is a RSS of size n. The cdf �( j :n)(x) of the j th order statistics X( j :n),
is given by

�( j :n)(x) =
n∑

i= j

(
n
i

)
[�(x)]i [1 − �(x)]n−i , −∞ < x < ∞, (1)

and the pdf ϕ( j :n)(x) is given by

ϕ( j :n)(x) =
(
n
j

)
[�(x)] j−1 [1 − �(x)]n− j ϕ(x). (2)

Also, E(X( j :n))= μ( j :n) = ∫ ∞
−∞ xϕ( j :n)(x)dx and Var(X( j :n))= σ 2

( j :n) =
∫ ∞
−∞(x−μ( j :n))

2

ϕ( j :n)(x)dx . See [8] for more details. [14] independently introduced the same RSS method
and they showed that

ϕ(x)= 1

n

n∑

j=1

ϕ( j :n)(x), μ= 1

n

n∑

j=1

μ( j :n) and σ 2 = 1

n

n∑

j=1

σ 2
( j :n) + 1

n

n∑

j=1

[
E

(
X( j :n)

) − μ
]2

.

As a modification of the usual RSS [1] suggested the LRSS as a robust method for estimating
the population mean. The LRSS method consists of the following steps:

Step 1: Select n samples each of size n from the target population.
Step 2: Rank the units within each sample with respect to a variable of interest by visual
inspection or any cost free method.
Step 3: Select the LRSS coefficient k = [αn], where 0 ≤ α < 0.5, and [x] is largest integer
value less than or equal to x .
Step 4: For each of the first k ranked samples, select the units with the rank k + 1 for actual
measurement.
Step 5: For each of the last k ranked samples, i.e., the (n − k)th to the nth ranked samples,
select the units with the rank n − k for actual measurement.
Step 6: For j = k + 2, k + 3, ..., n − k, the unit with rank j in the j th ranked sample is
selected for actual measurement.
Step 5: The procedure can be repeatedm cycles if needed to obtain a sample of size nm units.

Note that if k = 0, then the LRSS will be reduced to the usual RSS. The LRSS is used for
estimating the linear regression model by [2].
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Let X1(k+1:n), X2(k+1:n), . . ., Xk(k+1:n), Xk+1(k+1:m), Xk+2(k+2:n), . . ., Xn−k(n−k:n),
Xn−k+1(n−k:n)Xn−k+2(n−k:n), . . ., Xn(n−k:n) be a LRSS of size n. The LRSS estimator of
the population mean is defined as

X̄ LRSS(k,n) = 1

n

(
k∑

i=1

Xi(k+1:n) +
n−k∑

i=k+1

Xi(i :n) +
n∑

i=n−k+1

Xi(n−k:n)

)
.

Its variance is given by

Var(X̄ LRSS(k,n))= 1

n2

(
k∑

i=1

Var(Xi(k+1:n))+
n−k∑

i=k+1

Var(Xi(i :n))+
n∑

i=n−k+1

Var(Xi(n−k:n))

)

For more information about RSS see for example [12] suggested extreme ranked set samples
(ERSS) for estimating a population mean. [6] suggested multistage RSS for estimating the
population mean. Estimation of mean based on modified robust ERSS is considered by [3].
[11] used ERSS and median RSS for estimating the distribution function. [9] considered
the distribution function estimation using extreme median RSS. [4] considered ratio type
estimators of population mean using auxiliary information based on median RSS.

The remaining part of this paper is organized as follows: In Sect. 2, estimation of the
distribution function is considered using SRS, RSS, and the suggested LRSS. Numerical
comparisons are given in Sect. 3. Finally, in Sect. 4 some conclusions and recommendations
are presented.

2 Estimation of �(x) using SRS, RSS and LRSS

Let �SRS(x) be the empirical distribution function of a SRS of size nm, X1, X2, . . . , Xnm

from �(x). It is well known that �SRS(x) is an unbiased estimator of �(x) for a given x ,
with variance Var [�SRS(x)] = 1

nm�(x) [1 − �(x)], and �SRS(x) is a consistent estimator
of �(x), (See [7]).

Recently, a new estimator of �(x) is suggested by [13] using RSS for fixed x
as �RSS(x) = 1

nm

∑m
h=1

∑n
j=1 I (X j ( j :n)h ≤ x), where I (·) is an indicator function.

They proved that E [�RSS(x)] = 1
nm

∑m
h=1

∑n
j=1 � j ( j :n)h(x)=�(x),Var [�RSS(x)] =

1
n2m

∑n
j=1 �( j :n)(x)

[
1 − �( j :n)(x)

]
, and �RSS(x)−E[�RSS(x)]√

Var[�RSS(x)]

D−→ N (0, 1) as m → ∞
when x and n are fixed.

The suggested LRSS estimator of the distribution function �(x) is defined as

�LRSS(x) = 1

nm

[ m∑

h=1

k∑

j=1

I
(
X j (k+1:n)h ≤ x

) +
m∑

h=1

n−k∑

j=k+1

I
(
X j ( j :n)h ≤ x

)

+
m∑

h=1

n∑

j=n−k+1

I
(
X j (n−k:n)h ≤ x

) ]
, (3)

with variance
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Var [�LRSS(x)] = k

n2
{
�(k+1:n)(x)

[
1 − �(k+1:n)(x)

] + �(n−k:n)(x)
[
1 − �(n−k:n)(x)

]}

+ 1

n2

n−2k∑

j=1

�( j :n)(x)
[
1 − �( j :n)(x)

]
, (4)

where

�(r :n)(x) = I�(x)(r, n − r + 1) = 1

B(a, b)

�(x)∫

0

ta−1(1 − t)b−1dt, (5)

B(a, b) =
1∫

0

ta−1(1 − t)b−1dt, a > 0, b > 0, and B(a, b) = (a − 1)!(b − 1)!
(a + b − 1)! .

It is well known that when we use the ranked set sampling method we select a small sample
size in order to rank the units visually or by any cheap method. So to increase the sample size
we repeat the processm cycles for fixed value of the sample size. Therefore, in the following
two propositions we assumed that the number of cycles gets large.

Proposition 1

E [�LRSS(x)] = k

n

[
�(k+1:n)(x) + �(n−k:n)(x)

] + 1

n

n−k∑

j=k+1

�( j :n)(x),

= k

n

[
�(k+1:n)(x)+�(n−k:n)(x)

]− 1

n

⎡

⎣
k∑

j=1

�( j :n)(x) +
n∑

j=n−k+1

�( j :n)(x)

⎤

⎦

+�(x) (6)

with bias

Bias [�LRSS(x)] = E [�LRSS(x)] − �(x)

= k

n

[
�(k+1:n)(x) + �(n−k:n)(x)

]

− 1

n

⎡

⎣
k∑

j=1

�( j :n)(x) +
n∑

j=n−k+1

�( j :n)(x)

⎤

⎦ . (7)

Proof To prove (6), take the expectation of (3) as

E [�LRSS(x)] = 1

nm
E

[ m∑

h=1

k∑

j=1

I
(
X j (k+1:n)h ≤ x

) +
m∑

h=1

n−k∑

j=k+1

I
(
X j ( j :n)h ≤ x

)

+
m∑

h=1

n∑

j=n−k+1

I
(
X j (n−k:n)h ≤ x

)]

= 1

n

⎧
⎨

⎩k
[
�(k+1:n)(x) + �(n−k:n)(x)

] + E

⎡

⎣
m∑

h=1

n−k∑

j=k+1

I
(
X j ( j :n)h ≤ x

)
⎤

⎦

⎫
⎬

⎭
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Table 1 The efficiency and bias values of �LRSS(x) with respect to �SRS(x) for n = 4, 5

n = 4 n = 5

�(x) k = 0 k = 1 k = 0 k = 1 k = 2

0.01 1.0211 14.5442 1.0534 12.5349 18.6471

−0.0097 −0.0097 −0.0100

0.10 1.2896 1.8754 1.3887 1.6776 1.7811

−0.0712 −0.0656 −0.0915

0.20 1.5382 1.2975 1.6919 1.3120 1.0130

−0.0961 −0.0795 −0.1418

0.30 1.7010 1.1671 1.8684 1.2944 0.9146

−0.0829 −0.0681 −0.1365

0.40 1.8100 1.1406 1.9820 1.4093 0.9377

−0.0464 −0.0354 −0.0825

0.50 1.8322 1.1674 2.0062 1.3992 1.0002

−0.0009 0.0360 0.0002

0.60 1.8308 1.1679 2.0061 1.3992 0.9664

0.0502 0.0360 0.0823

0.70 1.7045 1.1568 1.8680 1.3044 0.9185

0.0841 0.0658 0.1368

0.80 1.5421 1.2866 1.6622 1.2734 1.0450

0.0964 0.0816 0.1411

0.90 1.2944 1.8714 1.3745 1.7056 1.7909

0.0718 0.0653 0.0909

0.99 1.0326 15.4601 1.0854 11.9669 20.6824

0.0097 0.0096 0.0100

= 1

n

⎧
⎨

⎩k
[
�(k+1:n)(x) + �(n−k:n)(x)

] +
n−k∑

j=k+1

�( j :n)(x)

⎫
⎬

⎭

= 1

n

{
k

[
�(k+1:n)(x) + �(n−k:n)(x)

] +
n∑

j=1

�( j :n)(x)

−
k∑

j=1

�( j :n)(x) −
n∑

j=n−k+1

�( j :n)(x)

}

= k

n

[
�(k+1:n)(x) + �(n−k:n)(x)

] + 1

n

n∑

j=1

�( j :n)(x) − 1

n

k∑

j=1

�( j :n)(x)

−1

n

n∑

j=n−k+1

�( j :n)(x)

= k

n

[
�(k+1:n)(x) + �(n−k:n)(x)

] − 1

n

⎡

⎣
k∑

j=1

�( j :n)(x)+
n∑

j=n−k+1

�( j :n)(x)

⎤

⎦

+�(x)

123



1462 A. I. Al-Omari

Table 2 The efficiency and bias values of �LRSS(x) with respect to �SRS(x) for n = 6, 7

n = 6 n = 7

�(x) k = 0 k = 1 k = 2 k = 0 k = 1 k = 2 k = 3

0.01 1.0657 9.5794 17.1181 1.0245 8.2039 13.6128 14.0961

−0.0095 −0.0100 −0.0094 −0.0100 −0.0100

0.10 1.4552 1.5523 1.5290 1.5550 1.5113 1.3597 1.3285

−0.0581 −0.0915 −0.0525 −0.0890 −0.0972

0.20 1.8131 1.3572 0.9057 1.9769 1.4077 0.8957 0.7016

−0.0655 −0.1425 −0.0537 −0.1302 −0.1672

0.30 2.0755 1.4886 0.8753 2.1832 1.6747 0.9323 0.6466

−0.0489 −0.1372 −0.0349 −0.1197 −0.1728

0.40 2.1869 1.6872 0.9985 2.3471 1.9590 1.1684 0.8241

−0.0247 −0.0834 −0.0172 −0.0693 −0.1100

0.50 2.1955 1.7772 1.1259 2.3495 2.1147 1.3362 1.0015

0.0000 0.0000 0.0006 −0.0007 0.0011

0.60 2.1923 1.6615 1.0074 2.3442 1.9440 1.1890 0.8189

0.0223 0.0815 0.0154 0.0687 0.1111

0.70 2.0350 1.4912 0.8793 2.2047 1.6898 0.9330 0.6473

0.0479 0.1360 0.0339 0.1179 0.1734

0.80 1.8392 1.3512 0.9321 1.9479 1.4521 0.9075 0.6988

0.0654 0.1422 0.0528 0.1292 0.1671

0.90 1.4676 1.5675 1.5284 1.5447 1.5144 1.3609 1.2894

0.0586 0.0914 0.0532 0.0885 0.0971

0.99 1.0694 9.4590 16.1666 1.0375 7.9279 13.7425 14.1188

0.0095 0.0100 0.0094 0.0100 0.0100

The proof of (7) is straightforward by assuming Bias [�LRSS(x)] = E [�LRSS(x)]−�(x).
Note that for fixed k as n → ∞, the bias approaches zero while it does not depends on

m. ��

Proposition 2 Forfixed xandn,whenm→∞, the randomvariable Z = �LRSS(x)−E[�LRSS(x)]√
Var[�LRSS(x)]

converges in distribution to the standard normal distribution.

for

Proof Suppose that

�w =
∑k

j=1 I (X j (k+1:n)w ≤ x)

n
+

∑n−k
j=k+1 I (X j ( j :n)w ≤ x)

n

+
∑n

j=n−k+1 I (X j (n−k:n)w ≤ x)

n
for w = 1, 2, . . . ,m.

Then,
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Table 3 The efficiency and bias values of �LRSS(x) with respect to �SRS(x) for n = 8

�(x) k = 0 k = 1 k = 2 k = 3

0.01 1.1051 6.8522 12.0100 12.2135

−0.0093 −0.0100 −0.0100

0.10 1.6340 1.4694 1.2545 1.1497

−0.0474 −0.0851 −0.0972

0.20 2.1307 1.5297 0.9210 0.6332

−0.0425 −0.1146 −0.1663

0.30 2.3558 1.9222 1.0751 0.6037

−0.0245 −0.0961 −0.1746

0.40 2.5092 2.2288 1.4134 0.8392

−0.0099 −0.0520 −0.1092

0.50 2.5451 2.3672 1.6671 1.0573

−0.0003 −0.0003 −0.0005

0.60 2.4667 2.2404 1.4287 0.8228

0.0106 0.0526 0.1102

0.70 2.3147 1.8858 1.0556 0.6160

0.0246 0.0956 0.1734

0.80 1.6651 1.4532 1.2480 1.1420

0.0482 0.0851 0.0974

0.90 1.6651 1.4532 1.2480 1.1420

0.0482 0.0851 0.0974

0.99 1.0319 7.1302 12.2858 12.3700

0.0093 0.0100 0.0100

E(�w) = k

n

[
�(k+1:n)(x) + �(n−k:n)(x)

] − 1

n

⎡

⎣
k∑

j=1

�( j :n)(x) +
n∑

j=n−k+1

�( j :n)(x)

⎤

⎦

+�(x) < ∞,

V (�w) = Var [�LRSS(x)]

= k

n2
{
�(k+1:n)(x)

[
1 − �(k+1:n)(x)

] + �(n−k:n)(x)
[
1 − �(n−k:n)(x)

]}

+ 1

n2

n−2k∑

j=1

�( j :n)(x)
[
1 − �( j :n)(x)

]
< ∞,

where P(X( j :n) ≤ x) = ∑n
i= j (

n
i

)Fi (x)(1 − F(x))n−i .

Since the random variables�w’s are independent and identically (IID), then by the central

limit theorem (CLT) we have
√
m

[
�̄w−E(�w)

]
√
Var(�w)

converges in distribution to N (0, 1). ��
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Table 4 The efficiency and bias values of �LRSS(x) with respect to �SRS(x) for n = 9, 10

n = 9 n = 10

�(x) k = 0 k = 1 k = 2 k = 3 k = 4 k = 0 k = 1 k = 2 k = 3 k = 4

0.01 1.0840 6.0551 10.8584 11.0127 11.0339 1.0654 5.7599 9.4327 9.4800 9.8053

−0.0092 −0.0100 −0.0100 −0.0100 −0.0091 −0.0100 −0.0100 −0.0100

0.10 1.7226 1.4238 1.1643 1.0379 1.0057 1.7869 1.4550 1.0988 0.9295 0.9048

−0.0434 −0.0815 −0.0962 −0.0991 −0.0388 −0.0777 −0.0946 −0.0991

0.20 2.2090 1.6550 0.9576 0.6087 0.5209 2.2669 1.7416 1.0383 0.6068 0.4677

−0.0327 −0.0998 −0.1584 −0.1800 −0.0264 −0.0872 −0.1471 -0.1804

0.30 2.5110 2.0728 1.2213 0.6327 0.4639 2.5823 2.2636 1.4302 0.7089 0.4282

−0.0188 −0.0765 −0.1584 −0.2003 −0.0123 −0.0590 −0.1351 −0.2007

0.40 2.6689 2.4513 1.7531 0.9456 0.6836 2.7961 2.6065 2.0422 1.1503 0.6610

−0.0073 −0.0370 −0.0962 −0.1305 −0.0046 −0.0257 −0.0771 −0.1331

0.50 2.6884 2.5668 2.0157 1.3054 1.0222 2.7913 2.7719 2.3278 1.5347 1.0572

−0.0002 −0.0003 0.0000 0.0003 0.0014 −0.0005 0.0007 0.0004

0.60 2.6556 2.4335 1.7125 0.9168 0.6672 2.8013 2.6995 2.0470 1.1024 0.6495

0.0064 0.0367 0.0963 0.1349 0.0037 0.0263 0.0008 0.1333

0.70 2.5213 2.0923 1.2472 0.6276 0.4624 2.5530 2.2852 1.4203 0.6989 0.4247

0.0171 0.0747 0.1572 0.2017 0.0126 0.0585 0.1371 0.2008

0.80 2.1977 1.6446 0.9595 0.6067 0.5070 2.3049 1.7716 1.0350 0.6098 0.4668

0.0332 0.1011 0.1587 0.1805 0.0276 0.0861 0.1469 0.1800

0.90 1.7576 1.4419 1.1700 1.0480 1.0100 1.7972 1.4476 1.1282 0.9411 0.8967

0.0433 0.0817 0.0961 0.0990 0.0384 0.0775 0.0946 0.0990

0.99 1.1494 6.4796 10.4116 11.0226 11.3417 1.0982 6.0413 9.5039 9.8651 9.9737

0.0092 0.0010 0.0100 0.0100 0.0092 0.0100 0.0100 0.0100

Table 5 The efficiency of �RSS(x) with respect to �SRS(x) for n = 4, 5, ..., 10

�(x) n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10

0.01 1.0286 1.0451 1.0388 1.0644 1.1355 1.0712 1.1018

0.10 1.3071 1.3798 1.4832 1.5550 1.6539 1.7035 1.7929

0.20 1.5471 1.6973 1.8193 1.9610 2.0421 2.2084 2.2984

0.30 1.6880 1.8933 2.0402 2.2060 2.3306 2.4760 2.6122

0.40 1.7891 1.9969 2.2099 2.2982 2.4696 2.6347 2.7623

0.50 1.8887 2.0644 2.2449 2.3500 2.5601 2.6801 2.8271

0.60 1.7841 1.9545 2.2061 2.3337 2.4787 2.6349 2.7775

0.70 1.6816 1.9025 2.0456 2.1952 2.3528 2.4917 2.6052

0.80 1.5507 1.6731 1.8057 1.9757 2.0610 2.1988 2.3004

0.90 1.2972 1.3743 1.4716 1.5503 1.6241 1.7450 1.8179

0.99 1.1206 1.0146 1.0458 1.0781 1.0523 1.1562 1.0764
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Table 6 The best values of k for each sample size which give the large efficiency using LRSS with respect
to SRS

n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10

k 1 2 2 3 3 4 4

Table 7 The best values of the sample size for each �(x) using LRSS

�(x) 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99

n 5 4 10 10 10 10 10 10 10 4 5

3 Numerical Comparisons

In this section, a simulation study is conducted to investigate the efficiency of LRSS method
in estimating the distribution function �(x). The suggested estimator is compared with its
competitors using RSS and SRS for samples of sizes, n = 4, 5, 6, ..., 10. The efficiency of
�RSS(x) and �LRSS(x) with respect to �SRS(x), respectively are defined as

E f f [�RSS(x),�SRS(x)] = Var [�SRS(x)]

Var [�RSS(x)]
= n�(x) [1 − �(x)]

∑n
j=1 �( j :n)(x)

[
1 − �( j :n)(x)

] , (8)

and

E f f [�LRSS(x), �SRS(x)] = Var [�SRS(x)]

MSE [�LRSS(x)]

= n�(x) [1−�(x)]

k
{
�(k+1:n)(x)

[
1−�(k+1:n)(x)

]+�(n−k:n)(x)
[
1−�(n−k:n)(x)

]}+
n−2k∑
j=1

�( j :n)(x)
[
1−�( j :n)(x)

] + [Bias(�LRSS(x))]2

(9)

The bold fonts in the Tables 1, 2, 3 and 4 are the best values of the efficiency using LRSS
relative to SRS with fixed k for estimating the distribution function �(x). It can be seen that
as �(x) goes to zero (0.01) or 1 (0.99), the efficiency values are the largest. As an example,
for n = 10 and k = 2, the efficiency values are 9.4327 and 9.5039 for �(x) = 0.01 and
0.99, respectively. But for other values when, 0.10 ≤ �(x) ≤ 0.90, the efficiency values are
increases when �(x) is approximately 0.5.

For the RSS method as it is shown in Table 5, [13] showed that the �RSS(x) is more
efficient than �SRS(x). But �LRSS(x) is more efficient than �RSS(x) for most of cases
considered in this study. See as an example, when n = 8 and �(x) = 0.99, the efficiency
values of RSS and LRSS when k = 2, are 1.0523 and 12.3858, respectively.

From Table 6, we can select the value of k with each sample size to get the best value of
the efficiency.

Table 7 involved the suitable values of the sample size for each value of �(x). However,
we can note that the best values of the sample size are n = 5 for �(x) = 0.01, 0.99, n = 4
for �(x) = 0.10, 0.90, and n = 10 for 0.2 ≤ �(x) ≤ 0.8.
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4 Conclusion

Anew estimator of the distribution function is suggested using L ranked set samplingmethod.
The suggested estimator is compared with the SRS and RSS estimators of the distribution
function. It is found that LRSS estimator is biased and it is more efficient than the SRS
and RSS for most of cases considered in this study. It is recommended to use the LRSS for
estimating the distribution of a continuous random variable.
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