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Abstract
Identifying and measuring potential sources of pollution is essential for water management and pollution control. Using a
range of artificial intelligence models to analyze water quality (WQ) is one of the most effective techniques for estimating
water quality index (WQI). In this context, machine learning–based models are introduced to predict the WQ factors of
Southeastern Black Sea Basin. The data comprising monthly samples of different WQ factors were collected for 12 months
at eight locations of the Türkiye region in Southeastern Black Sea. The traditional evaluation with WQI of surface water was
calculated as average (i.e. good WQ). Single multiplicative neuron (SMN) model, multilayer perceptron (MLP) and pi-sigma
artificial neural networks (PS-ANNs) were used to predict WQI, and the accuracy of the proposed algorithms were compared.
SMN model and PS-ANNs were used for WQ prediction modeling for the first time in the literature. According to the results
obtained from the proposed ANN models, it was found to provide a highly reliable modeling approach that allows capturing
the nonlinear structure of complex time series and thus to generate more accurate predictions. The results of the analyses
demonstrate the applicability of the proposed pi-sigma model instead of using other computational methods to predict WQ
both in particular and other surface water resources in general.
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1 Introduction

The significance of water to the natural ecosystem is indis-
putable. However, the deterioration of water resources has
long been a consequence of both natural phenomena and
anthropocene activities. In the global panorama, the deteri-
oration of water quality (WQ) represents a primary threat
to public health [1]. One of the most widely accepted meth-
ods for detecting biological problems associatedwith aquatic
environments is the assessment of WQ. The monitoring of
key ecological indicators, which exhibit variations due to
seasonal and temporal differences, is a valuable tool for inves-
tigating contamination rates [2–4]. Many studies conducted
to determine the importance of water pollution have reported
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that water resources play a critical role in protecting the
quality of water resources and ensuring human health and
the sustainability of ecosystems [5–7]. The deterioration of
freshwater quality is a consequence of anthropogenic activ-
ities that contaminate aquatic habitats. The resulting impact
on human health is a problem related to ecosystem degra-
dation, management, and monitoring [8]. Currently, there is
no fixed number and type of parameters for assessing WQ.
Numerous studies havebeen conducted to assessWQ, includ-
ing parameters grouped into indices such as pH, dissolved
oxygen, turbidity, and metals. [9, 10]. One of the most effi-
cacious instruments for disclosing information pertaining to
WQis theutilizationof the term“water quality index” (WQI),
which is a rating component that elucidates the collective
impact of disparate WQ parameters. WQI provides a single
number that expresses the overall WQ at a given time and
place based on various WQ parameters [11].

The fact that artificial neural networks (ANNs)work based
ondata, adapt to data, and learn by establishing a linkbetween
input and outputmakes themdifferent frommanyothermeth-
ods. With these features, ANNs have become a frequently
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preferredmethod in the fields of classification, pattern recog-
nition and prediction [12].WQmodeling has been developed
to solveWQproblemswith advanced computing using artifi-
cial intelligence (AI) techniques. ANNs have helped monitor
WQ systems by predicting changes in WQ [13]. Artificial
intelligence methods can significantly reduce the costs of
water supply and sanitation systems and help ensure com-
pliance with drinking and wastewater treatment quality [14].
ANN models have been used to solve many environmen-
tal problems. For example, a number of studies have used
ANN models to predict water resource variables such as
water quantity andWQin river systems [15]. Previous studies
[16–19] have applied different machine learning algorithms
to analyze ground or surface WQ.

Estimation ofWQ plays an important role in environmen-
tal monitoring, ecosystem sustainability and aquaculture.
Conventional estimation methods cannot predict the linear
and non-stationary state of good WQ [20]. Also, traditional
methods for calculating WQI are time-consuming and have
errors in subdirectory derivatives [21]. The WQI has been
adopted as a universal indicator that comprehensively rep-
resents the WQ status of the surface water body. Common
traditional water quality indices (WQIs) suffer from limita-
tions such as “shadowing” and “uncertainty” [22].

In addition, the accuracy of traditional WQ estimation
methods is generally low, and the estimation results have sig-
nificant autocorrelation [23]. Therefore, the traditional linear
forecasting model cannot fully reflect its changing regula-
tion and cannot accurately predict WQ. Reasons for needing
mathematical techniques andmodels that canmodel and pre-
dict WQ efficiently increase in data scale and difficulties in
interpreting land use, pollutant loading and disposal,WQand
ecosystem effects [24].

Techniques such as ANNs have gained importance to
overcome the problems experienced in traditional WQIs
[22]. WQ monitoring plays a vital role in protecting water
resources, environmental management and decision-making.
Artificial intelligence (AI), based on machine learning tech-
niques, has been widely used in recent years to evaluate and
classify WQ [25].

Regarding the simulation and prediction of WQ, adaptive
boosting (Adaboost) [26], gradient boosting (GBM) [27],
extreme gradient boosting (XGBoost) [28], decision tree
(DT) [29, 30], extra trees (ExT) [31], random forest (RF)
[26], multilayer perceptron (MLP) [32], radial basis func-
tion (RBF) [33], deep feed-forward neural network (DFNN)
[34] and convolutional neural network (CNN) [17] have been
reported. Among these techniques, the multilayer percep-
tron (MLP) model has mostly outperformed the others in
precision and accuracy [35] and is themostwidely used archi-
tecture [36]. MLP is a feed-forward ANN model that maps
input data sets to appropriate outputs. It uses a supervised
learning technique that includes the use of back propagation

algorithm [37]. Although there are many ML algorithms,
researchers still face problems such as which ML techniques
should be applied or which is the most suitable for a particu-
lar problem [38]. It is very important to minimize the impact
of basin-based variability and complexity and nonlinearity
in water quality determination. A robust and flexible model
is also needed to improve the accuracy of WQI estimation
[21].

As can be seen from the above appliedmodels, many tech-
niques can be applied for WQ estimation. The motivation of
our study is the use of single multiplicative neuron model
and pi-sigma artificial neural networks, which have not been
used before in the modeling of the WQI and allow effective
modeling. For this reason, it is necessary to first determine
the drinking WQ variables and calculate with a good WQI.
Then, it would be more useful and logical to use neural net-
work modeling to map the relationship between them. Due
to various problems such as time-consuming and low accu-
racy of current WQ calculation methods from the studies,
it has encouraged to carry out a study with an ANN-based
approach. In this research, theWQof surfacewater data from
southeastern Black Sea Basin was made with the help of arti-
ficial neural network (ANN) modeling. The contributions of
this study to the literature are as follows.

• The WQ of surface water bodies was monitoring, and
WQIs were calculated.

• Single multiplicative neuron model and pi-sigma artificial
neural networks are firstly used for modeling of WQ.

• Six different optimal artificial neural networks are pro-
posed for modeling and estimating the surface WQI.

• Pi-sigma artificial neural network was determined as the
best artificial neural network model for modeling the sur-
face WQI.

2 Material andMethods

2.1 Study Area

For this study, surface water samples collected from eight
different stations for 12 months from the rivers flowing into
the southeastern Black Sea were used as raw data to predict
WQ using ANN (Fig. 1).

2.2 Physicochemical Analysis

In this study, monthly samples were brought to the laboratory
and analyzed by applying standard methods. The samples
were taken in accordance with the “Water Pollution Control
Regulation Sampling and Analysis Methods Communiqué”
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Fig. 1 Study location (adapted from Google Earth)

and were transported to the laboratory environment by keep-
ing them in glass bottles at a temperature of + 4 °C, away from
light. After the sample containers were shaken, they were
immersed about 15 cm below the water surface and filled.
Water temperature (WT), pH, dissolved oxygen (DO), elec-
trical conductivity (EC), and total dissolved solids (TDS)
were measured with the YSI 556MPS. Turbidity (NTU) was
measured in the field with the help of WTW brand land-type
devices. The other variables for WQ, such as total ammo-
nium nitrogen (TAN), total phosphorus (TP), and biological
oxygen demand (BOD) were analyzed on the same day in
the laboratory.

2.3 Statistical Analysis

In this paper, statistical analyses were conducted using the
SPSS 17.0 for Windows software. The data set utilized in
the analyses was collected seasonally and consisted of 96
observations. Descriptive statistics (mean, standard devia-
tion, minimum, and maximum) of the data set were obtained
along with statistical calculations.

2.4 Calculation ofWater Quality Index (WQI)

WQI is defined as a rating reflecting the combined effect
of different WQ parameters. The WQI is an indicator of
the quality of any groundwater reservoir in the form of a
single number representing a combination of different WQ
parameters [39]. The drinkingWQI was calculated using the
method previously recommended by various research groups
[40, 41].

The first WQI calculation method represents the weight
attributed to each parameter and is assigned for each param-
eter from the PCA results based on the eigenvalues for each
major component and factor loading and represents the rela-
tive importance of eachWQ parameter for drinking purposes
[42]. Based on these mentioned techniques, WQI was inves-
tigated for the water samples. The concentration of each
measured parameter is Ci (mg/L) and the standard drinking
water values allowed by the surface Si. The whole equation
showing drinking WQ is shown below [43, 44].

WQI1 �
∑[

Wi x

(
Ci

Si

)]
× 100 (1)

In the secondWQI calculationmethod, the following steps
were followed. In the first step, each of the eight parameters
was assigned aweight (wi) between 1–5 (minimum to highest
impact on WQ) based on their impact on health and their
importance to the overall quality of drinking water (Table 1).
Second, the relative weight (W i) of the parameters (where n
is the number of parameters) is calculated using the following
equation [45]:

Wi � wi∑n
i�1 Wi

(2)

Third, the quality rating scale (qi) was calculated using
equality (3). Determined concentration of each used param-
eter (Ci) and standard safe limit values (Si) is as follows:

qi � Ci

Si
× 100 (3)
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Table 1 Relative weight of the parameters [44]

Parameters Weight (wi) Relative weight (Wi)

WT 4.0 0.11

EC 3.0 0.09

TDS 5.0 0.14

DO 5.0 0.14

Turbidity 5.0 0.14

TP 4.0 0.11

TAN 4.0 0.11

BOD 5.0 0.14
∑

35
∑

1

Finally, the WQI2 was calculated using Eq. (4).

n∑

i�1

Wi × qi (4)

WQI2 values calculated at the end of both applications
are classified into five categories as follows: WQ is excellent
when 0 ≤ WQI < 50; WQ is good when 50 ≤ WQI < 100;
when 100 ≤ WQI < 200, the WQ is poor; if 200 ≤ WQI <
300, the WQ is very bad; if WQI ≥ 300, the water is not
drinkable [46, 47].

2.5 Artificial Neural Networks (ANN)

ANN, a concept taken from the humanmind, is a widely used
forecasting method [48]. The neural networks main char-
acteristic is their learning capacity [49]. The concept of an
artificial neural network (ANN) is a computational process
that attempts to describe and generate a mapping from amul-
tivariate data set as layers of input neurons to one or more
hidden layers and an output layer containing one ormore out-
put neurons [50]. This makes long calculations and complex
conditions easier understandable.

Similarly, assessments of the WQI include complex com-
putations and transformation. In theWQI calculation for each
formula, the parameters are formulated with different values
or ranges of values for each formula. Therefore, alternatively,
an ANNhas been used tomodel theWQI of rivers [32]. Also,
WQI determination is also made easier and quicker [51].

The usefulness of ANNs spans many different fields of
study, including water resources engineering, hydrogeology,
and environmental geology. ANNs arewidely used inmodel-
ing groundwater and surface water resources [52]. Generally,
obtaining optimal ANN models for WQ prediction involves
simultaneous training of several networkswith awide variety
of neuron counts, input and output activation functions, and
training optimization algorithms; finally, the most suitable
ANN model is selected for interpretation [53].

Fig. 2 Architecture of the single multiplicative artificial neural network

Before implementing any data intelligence model, several
steps must be implemented to ensure the success of the fore-
cast. One of the most important steps is to determine the best
input combination of themodel [54]. In this study, singlemul-
tiplicative neuron model artificial neural network, pi-sigma
artificial neural network models and multilayer perceptron
were used to predict the result of WQI. In recent years, mul-
tilayer perceptron neural networks have been used in many
studies formodelingWQ. In this study,we focusedon theper-
formance of the multiplicative neuron model artificial neural
network and pi-sigma artificial neural network, which can
produce more successful prediction results than multilayer
perceptron.Multiplicative neuronmodel artificial neural net-
work and pi-sigma artificial neural network are firstly applied
for modeling WQ in the literature.

2.6 Single Multiplicative NeuronModel Artificial
Neural Network

The single multiplicative artificial neural network was firstly
proposed by [55]. Although the single multiplicative artifi-
cial neural network has a simple architectural structure, it is
an artificial neural network that can solve complex nonlin-
ear problems. Since it can work with a much less number
of neurons and therefore fewer parameters than a multilayer
perceptron, its generalization ability is stronger than a multi-
layer perceptron. The architecture of the singlemultiplicative
artificial neural network is given in Fig. 2.

In the single multiplicative artificial neural network, a
nonlinear transformation of the product of the linear transfor-
mations of the inputs is calculated as the output. Calculation
of the outputs of the singlemultiplicative artificial neural net-
workwith p inputs is carried out with the following formulas:

net �
∏p

i�1

(
wi × inputi + bi

)
(5)

output � 1

1 + exp(−net)
(6)

The ANN contains a total of 2p weights and biases val-
ues. Training this neural network is a problem of estimating
2p parameters. The objective function in the optimization
problem can be used as the sum of squares of error. The
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optimization problem is expressed as follows:

min{w1, ...,wp , b1, .., bp}
n∑

j�1

(
output j − target j

)2 (7)

In formula (7), n represents the number of learning exam-
ples. The solution to the optimization problem provides the
set of parameter values that will enable the network to pro-
duce outputs closest to the targets. The optimization problem
given by formula (7) can be solved by nonlinear least squares
methods as well as by artificial intelligence optimization
algorithms such as genetic algorithm and particle swarm
optimization. It is well-known that particle swarm optimiza-
tion can produce very successful results in the training of
ANNs. In this study, a particle swarm optimization train-
ing algorithm that imitates swarm intelligence developed for
numerical optimization problems is preferred. The training
algorithm based on PSO is given below in steps.

Algorithm 1.
The training algorithm based on PSO for a single multi-

plicative artificial neural network [56].
Step 1. The parameters of the training processes are deter-

mined.
pn : The swarm size or particle number
c1: Social coefficient
c2: Cognitive coefficient
w : Inertia weight
ε : The error tolerance for relative error difference
maxitr : The maximum number of iterations.
The counters are initialized. The restarting strategy

counter (rsc) and early stopping counter (esc) are initially
taken as zero.

Step 2. The initial positions and velocities are randomly
generated as follows:

X (0)
i , j ∼ Uniform(0,1) (8)

V (0)
i , j ∼ Uniform(−1,1) (9)

X (k)
i , j is jth position value of ith particle of the population

at kth iteration. The positions of an element in a population
correspond to the weights and biases values of the neural
network, and there are 2p.

Step 3. The fitness function values are calculated for each
swarm member. The fitness function is selected as the sum
of square errors.

SSE �
∑n

j�1
(output j − target j )

2 (10)

Step 4.According to the calculated fitness function values,
the best element (Xk

best) in the population is determined as
gbest and its fitness value (SSEk

best) is saved. Moreover, the

Pbest matrix is constituted as a memory for each particle in
the swarm.

Step 5.A new swarm is created by replacing the positions
of all elements in the swarm with the following equation:

(11)

V (k+1)
i , j � wV (k+1)

i , j + c1r1(Pbest
(k)
i , j − X (k)

i , j )

+ c2r2(Xbest
(k)
j − X (k)

i , j )

X (k+1)
i , j � X (k)

i , j + V (k+1)
i , j (12)

Step 6. The fitness function values are calculated for each
swarm member by using Eq. (11). According to the cal-
culated fitness function values, the best element (Xk

best) in
the population and its fitness value (SSEk

best) are obtained
and compared with SSEk−1

best . If SSE
k
best > SSEk−1

best , then
SSEk

best � SSEk−1
best .

Step 7. The restarting strategy counter (rsc � rsc + 1) is
increased, and its value is checked. If the rsc > limit1 , then
all positions are regenerated by using (8) and (9), and the rsc
is taken as zero.

Step 8.The early stopping rule is checked. The esc counter
is increased depending on the following condition:

esc �
{
esc + 1, if SSEbest

(k)−SSEbest(k−1)

SSEbest(k)
< ε

0, otherwise
(13)

If esc > limit2 is satisfied, the algorithm is stopped oth-
erwise go to Step 5.

2.7 Pi-Sigma Artificial Neural Network

Pi-sigma neural network was firstly proposed by [57]. Pi-
sigma artificial neural networks are a high-order type of
neural network that is effectively used in time series predic-
tion problems. This model is a sophisticated ANN approach
that successfully captures complex structures in time-varying
data [58]. Pi-sigma neural network is a high-order neural
network proposed as an alternative to multilayer perceptron.
Pi-sigma neural network is a type of neural network that uses
additive and multiplicative aggregation functions together
and performs well in solving prediction problems. Unlike
themultilayer perceptron in the pi-sigma artificial neural net-
work, the connection weights between the hidden layer and
the input layer are taken as constant and one. Therefore, the
number of parameters is less than the multilayer perceptron
in the pi-sigma artificial neural network. The architecture of
the pi-sigma neural network is given in Fig. 3.

The output of the pi-sigma neural network, which includes
p inputs and m hidden layer units, is calculated with the
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Fig. 3 Architecture of the pi-sigma artificial neural network

following equations in a few steps.

net j �
p∑

i�1

wi , j inputi + b j , j � 1,2, . . . , m (14)

output � f (
∏m

j�1
f (net j )) (15)

Here, f is the activation function, which is chosen as the
logistic function given below in this study.

f (net) � 1

1 + exp(−net)
(16)

The ANN contains a total of p×m+m weights and biases
values. Training this neural network is a problem of estimat-
ing (wi , j , b j ), i � 1,2, . . . , p, j � 1,2 . . . , m parameters.
The objective function in the optimization problem can be
used as the sum of squares of error. The optimization prob-
lem is expressed as follows.

min{wi , j , b j /i�1,2, ..., p, j�1,2...,m}
n∑

j�1

(
output j − target j

)2 (17)

Pi-sigma neural network can be trained with particle
swarmoptimization usingAlgorithm1. In the algorithm, (17)
is used instead of (3) as a fitness function. Also, the number
of positions of the particles will be p × m + m, not 2 × p.

2.8 Multilayer Perceptron Artificial Neural Network

The multilayer perceptron is the most commonly used type
of neural network. The multilayer perceptron consists of the
input layer, hidden layers and output layers. In the literature,
the multilayer perceptron containing a single hidden layer
has successfully solved many problems (Fig. 4).

Calculation of the outputs of a multilayer perceptron with
p-input and m hidden layer units is performed with the fol-
lowing formula. Here, f is the logistic activation function in
(16)

Fig. 4 Architecture of the multilayer perceptron artificial neural net-
work

net j �
p∑

i�1

wi , j inputi + b j , j � 1,2, . . . , m (18)

o j � f (
∏m

j�1
f (net j )), j � 1,2, . . . , m (19)

output � f (
n∑

j�1

v j o j + b) (20)

The ANN contains a total of p ×m + 2m + 1 weights and
biases values. Training this neural network is a problem of
estimating (wi , j , v j , b j , b), i � 1,2, . . . , p, j � 1,2 . . . ,
m parameters. The objective function in the optimization
problem can be used as the sum of squares of error. The
optimization problem is expressed as follows:

min{wi , j , b j , v j , b/i�1,2, ..., p, j�1,2...,m}
n∑

j�1

(
output j − target j

)2

(21)

Multilayer perceptron artificial neural network can be
trained with particle swarm optimization using Algorithm
1. In the algorithm, (21) is used instead of (3) as a fitness
function. Also, the number of positions of the particles will
be p × m + 2m + 1.

Furthermore, to obtain the bestmodel, the predicted values
of the models were compared with each other using the mean
square error (RMSE) and mean absolute percentage error
(MAPE) criteria. RMSE and MAPE were calculated using
the equations given in (22) and (23), respectively. Model
training, statistical analysis of parameters, calculation of cor-
relation coefficients, and error analysis mainly implemented
on MATLAB 2018b.

RMSE and MAPE values, whose formulas are given
below, are given as error criteria.

RMSE �
√√√√1

n

n∑

t�1

(
outputt − targett

)2 (22)

123



Arabian Journal for Science and Engineering

Fig. 5 A basic flowchart of the methodology for estimating WQI
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MAPE � 1

n

n∑

t�1

∣∣∣∣
outputt − targett

targett

∣∣∣∣ (23)

3 Results

In our study, ANN methods were used to predict the WQI
results calculated using WQ parameters. For this purpose,
the prediction performance results of single multiplicative
neuron model artificial neural network, pi-sigma artificial
neural network and multilayer perceptron artificial neural
network models, which are statistical tools, were compared
using MATLAB to predict the WQI value obtained in the
study. Coefficient of determination root-mean-square error
(RMSE) and mean absolute percentage error (MAPE) were
used to evaluate the quality of the models. By comparing the
validation values, it is aimed to select the application with
the best prediction performance for WQI.

The framework of the proposed methodology consists of
four stages: data collection from the study area, analysis of
physicochemical parameters, calculation of WQI, applica-
tion of ANN models and evaluation of model performances,
as shown in Fig. 5.

3.1 Analysis of the Data Set for Traditional
Evaluation

The physicochemical variables values obtained from the
surface water samples were determined. Average values of
physicochemical values are given in Table 2. The mean
physicochemical values obtained in our study were deter-
mined for WT: 14.05, pH: 7.51, EC: 230.51 μS cm−1, TDS:
0.1694 mg/L, DO: 10.07 mg/L, Turbidity: 27.75 NTU, TP:
0.061mg/L, TAN: 0.413mg/L, andBOD: 4.61mg/L (Fig. 6).
Also, Table 2 provides a detailed statistical overview of the
data set and factors affecting WQ.

The WQI1 value was between 45 and 199 (minimum
and maximum), according to the first calculation method we
applied, which was calculated based on the average concen-
trations for eight different water parameters (Table 3). The
averageWQI value was 72%, and goodWQwas determined.
However, unsuitable WQ was also found at different times
in the stations.

The WQI2, which we applied as the second method, was
evaluated to reveal the drinkingWQof Gelevera Stream. The
calculated WQI value was between 55 and 235 (minimum
and maximum), and the average value was 86%, and it was
determined that it was in the good water category [44]. How-
ever, bad water and unsuitable WQ were also encountered at
different time intervals on the basis of stations.

Although WQI2 model results require weight assignment
for calculation, your results are as accurate asWQI1. It there-
fore means that the weight assignment made by the authors
in this study is correct and justified.

3.2 ProposedModeling ofWater Quality Indices
by Using Artificial Neural Networks

For the surface WQ indices calculated with three different
methods were modeled with single multiplicative neuron
model artificial neural network, pi-sigma artificial neural
network models and multilayer perceptron. Single multi-
plicative neuronmodel artificial neural network and pi-sigma
artificial neural network models are firstly applied for mod-
elingWQ in this paper in the literature. In practice, the inputs
of the ANN are the variables used in the calculation of the
WQI.

The target value is the previously calculated WQI value.
Eight measurements of WQI values for all stations in the last
month were used as test data and other data as training data.
The data set is randomly divided to two sets as training and
test set. The learning algorithm is based on particle swarm
optimization. The all ANN applications were conducted in
MATLAB by using notebook with Intel(R) Core (TM) i5-
4210U CPU 2.40 GHz processor. Optimum neural network
architectures and estimations of weights and biases obtained
for both WQ indices are given in Figs. 7, 8, 9, 10, 11, 12.

In Table 4, the test set performance of the optimumANNs
used in the modeling of the WQI1 is given.

When Table 4 is examined, it is seen that the pi-sigma
artificial neural network given in Fig. 8 has the lowest RMSE
and MAPE values in the modeling of WQI1.

In Table 5, the test set performance of the optimum arti-
ficial neural networks used in the modeling of the WQI2 is
given.

When Table 5 is examined, it is seen that the pi-sigma arti-
ficial neural network given in Fig. 11 has the lowest RMSE
and MAPE values in the modeling of WQI2.

4 Discussion

4.1 Traditional Evaluation

The results of the analyses of the physicochemical param-
eters of the river water provide us with a comprehensive
understanding of the WQ [59]. The effect of temperature
on the rate of chemical reaction with respect to water is a
very important factor because of its effect on aquatic life and
beneficial use of water. In our study, the overall temperature
average was determined as 14.05 °C. According to the Sur-
face Water Quality Regulation (2015), the WQ of studied
samples is first class. The pH level generally obtained in the
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Fig. 6 Box plots of physicochemical variables of surface water samples
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Table 2 Result of physicochemical variables of surface water samples

Parameters Mean Median SE ± Min Max 95% Confidence
Interval

Skewness Kurtosis Coefficient of
variation

Lower Upper

WT (°C) 14.0547 12.365 0.52575 6.49 25.37 13.011 15.098 0.497 − 1.045 0.367

EC
(μScm−1)

230.510 229 5.55007 125.00 337.00 219.492 241.529 − 0.216 − 0.904 0.236

TDS
(mg/L)

0.1694 0.1495 0.01361 0.08 1.14 0.1424 0.1964 6.236 41.429 0.787

DO (mg/L) 10.0763 9.41 0.15064 7.26 13.27 9.7772 10.375 0.661 − 0.601 0.146

pH 7.5151 7.505 0.01779 6.78 7.81 7.4798 7.550 − 0.979 3.262 0.023

Turbidity
(NTU)

8.8486 3.75 1.35725 0.17 61.83 6.1542 11.543 2.396 5.288 1.503

TP (mg/L) 0.0616 0.039 0.00899 0.01 0.68 0.0438 0.0795 5.340 32.965 1.43

TAN
(mg/L)

0.4139 0.399 0.01097 0.29 1.23 0.3921 0.4357 5.090 35.202 0.26

BOD
(mg/L)

4.6167 4.4 0.27590 1.30 9.40 4.0689 5.1644 0.262 − 1.383 0.586

Table 3 Weights for different variables in surface water samples in this study

PC Eigenvalue Relative eigenvalue Variable Loading value Relative loading value on same PC Weight

1 3.02 0.552 WT 0.952 0.256 0.14

EC 0.541 0.145 0.08

DO 0.881 0.237 0.13

TAN 0.410 0.110 0.14

BOD 0.934 0.251 0.14

2 1.34 0.245 Turbidity 0.767 0.498 0.12

TP 0.772 0.502 0.06

3 1.11 0.203 TDS 0.918 1.000 0.20

Table 4 Test performance results for modeling of WQI1

Methods

Test Values SMN-ANN PS-ANN MLP

82.929600 79.728915 81.734372 81.150364

88.484900 81.524285 89.514999 85.193944

91.526200 82.980763 88.398163 89.639241

77.050600 77.189467 75.979367 80.115037

77.791600 75.362140 79.132977 79.823172

73.844500 71.875387 72.540313 77.695892

67.114000 71.772131 70.196756 74.539965

68.398000 72.385872 70.596851 75.487315

RMSE 4.731800 1.976800 4.349000

MAPE 0.051200 0.023200 0.051500

Table 5 Test performance results for modeling of WQI2

Methods

Test values SMN-ANN PS-ANN MLP

83.000000 85.047173 83.510551 83.332535

88.000000 86.829469 86.054130 90.427683

92.000000 85.966027 87.972548 91.426646

77.000000 79.544201 78.117690 78.913552

78.000000 78.040712 77.282178 81.154644

74.000000 75.742839 75.151115 76.307917

67.000000 73.086176 71.118659 74.490094

68.000000 73.308245 71.984981 74.550512

RMSE 3.819400 2.650500 3.941500

MAPE 0.039900 0.028300 0.042800
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Fig. 7 Optimum multilayer perceptron artificial neural network for WQI1

Fig. 8 Optimum pi-sigma artificial neural network for WQI1
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Fig. 9 Optimum single
multiplicative neuron model
artificial neural network for
WQI1

Fig. 10 Optimum multilayer perceptron artificial neural network for WQI2
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Fig. 11 Optimum pi-sigma artificial neural network for WQI2

Fig. 12 Optimum single
multiplicative neuron model
artificial neural network for
WQI2

study is 7.51, and it is accepted as the first class according
to the Surface Water Quality Regulation (2015). The normal
pH range of surface waters is between 6.5 and 8.5 [60]. In
the statistical analysis of the data, it was determined that the
pH changes did not differ between the stations. As a result of
the study, we can say that the water is basic. The overall EC
level obtained in the study was 230.51 μS cm−1, and it was
included in the first classWQaccording to the surface (2015).

It has been reported that the conductivity in river waters is
a maximum of 1000 μS cm−1 according to WHO standards
[61].

The average TDS value obtained overall in the study
was reported as 0.1694 (ppm). Since TDS values are below
1000 ppm in eight station sources that are the subject of this
study, they are in the freshwater class [62].

123



Arabian Journal for Science and Engineering

The average DO level obtained in the study is 10.07mg/L,
and it is first class WQ according to the SurfaceWQRegula-
tion (2015). The amount of dissolved oxygen (DO) necessary
for the life of aquatic living things should be ≥ 5 mg/L. Dis-
solved oxygen is one of the most important parameters of
water pollution [63]. In the study, the average value of tur-
bidity (NTU) measured from the stations was determined as
8.84.

The average TP level obtained in the study was deter-
mined as 0.061 mg/L, and it is included in the second class
WQ according to SurfaceWQRegulation (2015). Phosphate
can enter the aquatic environment naturally, as well as from
artificial fertilizers and industrial wastes. As a result of the
excessive presence of phosphate in aquatic ecosystems, algae
multiply and can cause odor and taste problems in the water
[64]. Phosphorus is the most important element of eutroph-
ication in the aquatic environment [65]. In the study, the
average level of TAN obtained in general was determined
as 0.413 mg/L. The sum of ammonium and ammonia (NH4

+

+ NH3) is defined as total ammonia (TAN). High ammonia
concentrations represent one of the most harmful among the
different aquatic environmental problems affecting the fit-
ness of aquatic organism in surface water ecosystems as well
as oxygen depletion [66]. The average BOD level obtained in
the studywas determined as 4.61mg/L. The BOD is themost
important measure of organic pollution. BOD is the amount
of oxygen required to stabilize decomposable organic mate-
rials by bacteria under aerobic conditions [67]. BOD values
in receiving environments close to the discharge point of
wastewater are more than 10 mg/L [68]. The main cause of
pollution inGelevera Streamwas determined as uncontrolled
domestic waste and waste from animal slaughterhouses [69,
70].

TheWQI is considered one of the main factors for assess-
ing drinking WQ. This index is the most commonly used
evaluation of WQ for drinking purposes [39, 44, 45, 71].
Therefore, in calculating the first method WQI to estimate
the suitability of the WQI of Türkiye region in Southeast-
ern Black Sea for drinking purposes, the weights of each
parameter (wi) obtained on the basis of the FA/PCA results
of eight physicochemical parameters were used for WQIs
(Table 3). Krishan et al., 2023 [72] reported that the value of
WQI during pre-monsoon (PRM) and post-monsoon (POM)
ranged between 72 and 3683 and 51 to 2451 at 50 sampling
groundwater stations, respectively. Furthermore, scientists
also classified two categories, “Very poor and poor water,”
representing 64% of the PRM and 58% of the POM of the
collected samples in India. A further drinking WQ assess-
ment study in southwest China used the WQI and reported
that the majority of groundwater samples (96%) had EWQI
values lower than the WHO drinking standard, which is suit-
able for drinking purposes [73]. Similarly, through the WQI,
Bomadi water was found to be unsuitable for drinking and

other domestic purposes and needs to be improved [74]. The
present study showed that in WQI1, the average value was
72 and the WQ was found to be “good”, and in WQI2 the
average value was 86, and in 82% “good water” 14% “bad
water” and 4% “very bad water” for all stations.

4.2 ProposedMethodology for Evaluation

Water pollution is one of the most important environmental
problems facing humanity. The main cause of this problem
is largely due to the lack of the necessary conditions for fore-
casting, early warning and solving the problem in emergency
situations.Therefore, the provisionof an effectivemonitoring
and early warning system to enable smart decision-making
and WQ management will be the most important scientific
and technological step to be taken [75].

Although the methods tested in this study have never been
tried before in WQ assessment, they are original methods.
Therefore, the literature is very limited and there is a lack of
WQ assessment. The single multiplicative neuron model is
a new automatic forecasting method based on a new input
significancy test [76]. The results of the single multiplica-
tive neuron (SMN) model, which was applied for the first
time in this study for the prediction of WQ, showed perfor-
mance with RMSE and MAPE values (Table 4; WQI1 for
RMSE: 4.731800 and MAPE: 0.051200, Table 5; WQI2 for
RMSE: 3.819400 and MAPE: 0.039900, accuracy). Simi-
larly, pi-sigma is another machine learning method that has
been found to be underutilized in the assessment of water
resources quality prediction. Pi-sigma was able to predict
WQI with good performance, showing less error than MLP
and SMN model. Based on the statistical parameters, the
pi-sigma algorithm showed the highest predictive power for
WQI prediction (Table 4; WQI1 for RMSE: 1.976800 and
MAPE: 0.023200, Table 5; WQI2 for RMSE: 2.650500 and
MAPE: 0.028300, accuracy).

Multilayer perceptron (MLP) model has been applied and
validated bymost researchers. MLPmethod was used to esti-
mate the WQI and to find the WQ classification [77, 78, 79].
In the study using machine learning models to predict the
WQI in La Buong River, it was found that the RMSE for
MLP had a value of 0.132 [38]. It was found that the pro-
posed MLP-ANN model (RMSE � 0.1984) for predicting
WQ parameters such as dissolved oxygen using limiting data
sets for Ganga River [80]. The results of applied MLPmodel
to estimate the WQI in this study are given in tables above
(Table 4; WQI1 for RMSE: 4.349000 and MAPE: 0.051500,
Table 5; WQI2 for RMSE: 3.941500 and MAPE: 0.042800,
accuracy).

As a result of this study, the comparison of the prediction
performance of the model (pi-sigma) that gives the best pre-
diction of WQI with other studies in the literature is given in
Table 6.
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From Table 6, it is seen that the pi-sigma model with
eight input parameters (WT, EC, TDS, DO, Turb., TP, TAN
and BOD) outperformed previously developed models such
as independent (e.g., GNN and MLP-ANN) and hybrid
(SMWOA-LSSVM, FNN and PSO-GA-BPNN). Therefore,
pi-sigma has a very different architecture from other ANNs
due to its use of both additive andmultiplicative structure [81,
89–92], and more accurate prediction results are compared
to other predictive models proposed in the literature.

5 Conclusion

The present study aimed on classifying WQ using machine
learning techniques and proposed an intelligent real-time
WQ assessment model. Modeling and predicting WQ using
AI algorithms is crucial for environmental protection. Arti-
ficial intelligence methods can significantly reduce the costs
of water supply and sanitation systems and help ensure
compliance with drinking and wastewater treatment quality.
Therefore, modeling and estimation of WQ to control water
pollution are topics that require extensive research.

This article presented surface water sources of the Türkiye
region in Southeastern Black Sea data to find out if machine
learning could be useful for determining WQ class instead
of WQI. The results of the three models were compared, and
the pi-sigma model results (RMSE for WQI1: 1.976800 and
MAPE: 0.023200, RMSE for WQI2: 2.650500 and MAPE:
0.028300, accuracy) showed a significant superiority over
the other two models. In this study, the optimal ANN mod-
els are proposed for WQ assessment. This approach aims to
avoid the disadvantages of traditional assessment methods
such as computational time and complexity. According to the
findings of the study, the proposedmethod provides high pre-
diction accuracy. The findings do not mean that systematic
modelling and optimization (SMN), multilayer perceptron
(MLP) or particle swarm (PS) models will always outper-
form other conventional methods. However, in this particular
case, the proposed PS-ANNmodel is suitable and highly effi-
cient for WQ prediction. Moreover, it is presented that the
models we have applied in the scope of the study are able
to reflect well the nonlinear relationships associated with
complex watershed processes. In this context, using machine
learning and related technologies to develop innovative solu-
tions to control water pollution, improve WQ and ensure
watershed ecosystem security can make significant contri-
butions.

The single multiplicative neuron (SMN) model, mul-
tilayer perceptron (MLP) and pi-sigma artificial neural
network (PS-ANNs) algorithms, which were specifically
selected and compared for water pollution control or WQ
improvement, were predicted to provide more effective solu-
tions for these issues. As a result of the comparison, the
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PS-ANNs algorithm can process more specific types of data
or predict certain WQ parameters more accurately. In addi-
tion, the difference of the algorithm we have implemented
from the othersmay be that it works faster ormore efficiently,
which may provide an advantage in the field of application.
The aim is to provide information forWQmanagement, such
as the determination of WQ levels, to enable management to
respond effectively and quickly in such situations.
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