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Abstract

Social media platforms have revolutionized traditional communication techniques by allowing people to connect instanta-
neously, openly, and frequently. As people use social media to share personal stories and express their opinions, negative
emotions such as thoughts of death, self-harm, and hardship are commonly expressed, particularly among younger genera-
tions. Accordingly, the use of social media to detect suicidality may help provide proper intervention that will ultimately deter
the spread of self-harm and suicidal ideation on social media. To investigate the automated detection of suicidal thoughts in
Arabic tweets, we developed a novel Arabic suicidal tweet dataset, examined several machine learning models trained on
word frequency and embedding features, and investigated the performance of pre-trained deep learning models in identifying
suicidal sentiment. The results indicate that the support vector machine trained on character n-gram features yields the best
performance among conventional machine learning models, with an accuracy of 86% and F1 score of 79%. In the subsequent
deep learning experiment, AraBert outperformed all other machine and deep learning models with an accuracy of 91% and
F1-score of 88%, significantly improving the detection of suicidal ideation in the dataset. To the best of our knowledge, this
study represents the first attempt to compile an Arabic suicidality detection dataset from Twitter and to use deep learning to
detect suicidal sentiment in Arabic posts.

Keywords Suicidality - Suicidal ideation - Suicidal thoughts - Natural language processing - Twitter - Social media - Machine
learning - Deep learning - AraBERT - Arabic tweets - Arabic text classification

1 Introduction

Approximately 3.96 billion people actively access the inter-
net worldwide [1], with millions using social media platforms
such as chat rooms, social networking sites, and blogs.
Social networks such as Facebook, Twitter, and Snapchat
allow users to exchange information and interact with oth-
ers. Among these, Twitter is a free broadcast site that allows
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registered users to communicate through 280-character mes-
sages called tweets, allowing users to express themselves
freely. As many users utilize social media to convey their
feelings, experiences, thoughts, difficulties, and concerns [2],
thoughts pertaining to self-harm, death, and suicidal ideation
have become among the most popular topics discussed on
these networks.

As the intentional attempt by a person to end their own
life, suicide is a phenomenon that arises from a complex
interaction of social, biological, cultural, psychological, and
spiritual variables [3]. Suicide is a manifestation of underly-
ing suffering that is brought on by a variety of events, such
as underlying mental illnesses that create psychological pain
[4]. Suicidality encompasses three behavioral patterns: suici-
dal behavior, suicidal planning, and suicidal ideation [3-5].
Suicidal ideation refers to the thought or imagined intent of
taking one’s own life, whereas a suicide attempt is an act of
self-harm with the intended purpose of dying. In contrast, a
suicide plan, is a specific method one may adopt to terminate
their life [3-5]. Suicide affects individuals, families, com-
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munities, and even countries [4]. It has become the second
leading cause of death among young people internationally,
causing more fatalities than diabetes, liver disease, stroke, or
infection [6]. Due to the stigma associated with mental dis-
orders, more than 40% of people who seek primary care are
unwilling or hesitant to discuss their depressive symptoms.
Although suicidal thoughts and actions require immediate
attention, there is no effective method for assessing, manag-
ing, and preventing suicide [6].

Traditional methods for suicidality risk assessment rely
on professional psychological expertise and self-report ques-
tionnaires [4]. The Patient Health Questionaire-9 (PHQ-9)
and Columbia Suicide Severity Rating Scale (C-SSRS) are
two examples of tools used for screening suicide and iden-
tifying depressive symptoms [6]. Although these methods
are quick and efficient, they are vulnerable to misleading
results stemming from participant concealment and challeng-
ing to carry out over an extended period of time or on a
massive scale [6]. Accordingly, the suicidality detection task
has attracted researchers from a variety of fields to investi-
gate linguistic and psychological indicators, as well as other
factors that may help diagnose and identify individuals with
suicidal thoughts [4].

Social media posts can offer valuable insights into an
individual’s emotional and psychological well-being of indi-
viduals [2]. Many individuals are unable to share their
personal experiences or express their emotions in person,
choosing instead to write about their feelings, including
possible suicidal intentions, through blogs or social media
posts. Unfortunately, these posts are often disregarded or
overlooked. However, this information can be useful in con-
ducting large-scale screenings for suicidal behaviors. Studies
in the field investigated suicidality content written in vari-
ous languages, including Chinese, Spanish [7], Russian [8],
Japanese [9], and Tagalog [1]. English was the most fre-
quently examined language [10-18], followed by Chinese
[19, 20] and Spanish. However, the sole Arabic language
study on this topic used a translated English dataset [21].

As millions of Twitter users are from Arab countries, with
15 million being from Arab countries. A total of 15 million
Twitter users are from Saudi Arabia alone [22], many tweets
are written in Arabic. The Arabic language is the predomi-
nant language of 422 million people in over 27 nations [23],
having a large lexicon and different varieties—including
Classical Arabic and Modern Standard Arabic (MSA)—as
well as dialects and colloquialisms [23, 24]. MSA is primar-
ily used in formal speech and writing, whereas dialects and
colloquialisms often vary between nations [23]. Although all
of these varieties have certain properties in common, each
has its own lexicon, grammar, and morphology [24]. The
morphology and orthography of Arabic language text are the
primary challenges associated with the language in the con-
text of natural language processing (NLP) [23, 25]. Most
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MSA texts lack orthographic representation for short vowel
letters, as these letters are generally represented by diacrit-
ical marks not used in MSA. Consequently, the meanings
of individual words may ambiguous [23, 24]. Morphology
plays an important role in Arabic because it is a derivational
and highly structured language [24], with many words differ-
ing according to morphological elements such as root, stem,
part-of-speech (POS), and affix [23]. Even Arabic letters may
have different shapes based on their positions in words [24].

A review of related works in the field revealed a lack of
research pertaining to suicidality on Arabic social media,
and especially the automatic detection and identification of
Arabic suicidal ideation using machine learning. The devel-
opment of machine learning techniques to extract Arabic
linguistic indicators of suicidality is expected to help develop
accurate and effective mechanisms to extensively screen
social media platforms with the objective of detecting sui-
cidal ideation and potentially preventing suicidal behaviors.
To the best of our knowledge, this study represents the first
attempt to construct a machine or deep learning model to
detect suicidal content in Arabic.

We propose an Arabic suicidal ideation detection frame-
work for the analysis tweets with various features to explore
the potential of monitoring suicidal behaviors. The contribu-
tions of this study are threefold. First, we have compiled
the first Arabic suicidality detection dataset, comprising
5,719 Arabic tweets collected between August 23, 2021
and April 21, 2022 from various countries using differ-
ent Arabic dialects; 1,429 were labeled as Suicidal tweets,
and 4,290 were labeled as Non-Suicidal. The labeling pro-
cess was conducted by two annotators, one of whom holds
a Ph.D. in psychology and has been working on several
cyberpsychology projects. Second, several machine learning
models were adopted to automatically detect suicidal senti-
ment with different types of feature representations including
word frequency (BOW, unigram TF-IDF, n-gram TF-IDF,
and character n-gram TF-IDF) and word-embedding (Ara-
bic word2vec and FastText) features. Third, we utilized
pre-trained deep learning models with transformer-based
architectures and attention mechanisms (AraBert, AraELEC-
TRA, and AraGPT?2) to predict suicidal ideation from Arabic
tweets.

The rest of this paper is organized as follows: Sect. 2
reviews prior studies pertaining to the detection of suicidality.
The methodology used for dataset, as well as feature extrac-
tion and the algorithms used in the classification process, are
discussed in detail in Sect. 3. The results of this study are
examined in Sect. 4. Section 5 concludes the study and looks
ahead toward future works.
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2 Related Works

The number active users on social media is continuously
growing, with many using these services to express their sen-
timents on a daily basis. This trend of using social media as a
modern-day diary can help reveal and analyze the personali-
ties and mental states of users. Researchers have investigated
various machine learning and deep learning techniques along
with various types of features to identify suicidal content and
determine suicidal risk severity based on content generated
by social media users. Classification approaches used in the
field include traditional machine learning models, such as
the support vector machine (SVM), naive Bayes (NB) clas-
sifier, random forest (RF), logistic regression (LR), decision
tree (DT), and artificial neural network (ANN); ensem-
bling techniques such as voting, stacking, boosting, bagging
XGBoost, and AdaBoost; and deep learning models such
as long short-term memory (LSTM), convolutional neural
networks (CNNs), recurrent neural networks (RNNs), gated
recurrent units (GRUs), and transformer networks including
Bidirectional Encoder Representations from Transformers
(BERT). The features used in the field can be categorized as
statistical (e.g., length of post, number of words and charac-
ters), temporal, linguistic (e.g., emotion and sentiment using
the Linguistic Inquiry and Word Count (LIWC) dictionary
[26]), syntactic (e.g., parts of speech tagging information),
word frequency (e.g., bag-of-words (BOW) models, Term
Frequency-Inverse Document Frequency (TF-IDF)), word
embedding (e.g., word2vec [27], Glove [28]), and topical
(e.g., Latent Dirichlet allocation (LDA) [29]). We examined
the latest research on suicidal detection with a primary focus
on text classification.

Several studies have employed supervised learning to
detect suicidal ideation O’Dea et al. [10] examined the pos-
sibility of determining levels of concern from Twitter post
content, developing two text classifiers based upon the LR
and SVM algorithms. The word frequency and weighting
word frequency (i.e., TF-IDF) with and without filtration of
the feature space were used to test these techniques. TF-
IDF may use a filter to eliminate terms that appear more
than a specified number of times in the document, whereas
conventional word frequency does not involve weighting.
The results indicate that the SVM with unfiltered TF-IDF
achieved the highest accuracy. Another study [30] used four
machine classifiers—namely DT, NB, RF, and SVM—on the
same dataset [11]. Data were divided into two subsets-one
for binary classification (suicide or flippant references to sui-
cide), and the other for multi-class classification (suicide,
flippant, and non-suicide)—and the part-of-speech (POS),
BOW, and IDF features were adopted for classification. The
results show that DT achieves the highest accuracy for multi-
class classification. A study by Chiroma et al. [17] on the
same dataset [11] using the same preprocessing techniques

was conducted to evaluate the performance of the Prism algo-
rithm compared to standard machine learning algorithms
(SVM, DT, NB, and RF) with BOW features. The results
demonstrate that the Prism algorithm outperformed the other
classifiers in all performance measures.

Huang et al. [31] developed a method to detect suicidal
content on the Sina Weibo microblogging platform with three
sets of linguistic features: an automated machine learning
dictionary, a Chinese suicide dictionary, and the Simplified
Chinese Micro-Blog Word Count (SCMBWC). These fea-
ture sets were separately employed with the SVM, DT, and
LR algorithms to classify content between six classes. The
results demonstrate that the SVM algorithm with the feature
set extracted using an automated machine learning dictio-
nary from real blog data with N-grams achieved the highest
accuracy. Moulahi et al. [13] proposed a probabilistic frame-
work based on conditional random fields (CRFs) to track
suicidal ideation. They used three sets of features: syntactic
features (i.e., POS), linguistic features (i.e., psychological
and emotional lexicon features), and contextual features (i.e.,
posts observed at previous and upcoming sessions). The CRF
model was observed to outperform the other machine learn-
ing methods, namely the SVM, NB, J48, RF, and ANN.
Rajesh Kumar et al. [14] utilized Vader sentiment analysis to
assign a sentiment score to each word in their study, employ-
ing various classifiers—including NB, RF, XGBoost, and
LR—to assign sentences into positive or neutral categories.
Several preprocessing techniques were employed, including
statistical features, tokenization stemming, BOW, and word
frequency, after cleaning the data. The highest accuracy was
achieved using the RF method when considering all sets of
features.

Ensemble machine learning models have also been employed
for suicidal ideation detection. Burnap et al. [11] incor-
porated SVM and NB in an ensemble approach known
as rotation forest, trained on lexical, structural, emotive,
and psychological features extracted from Twitter posts to
identify concerning content pertaining to suicide including
ideation, suicide reporting, memorials, campaigning, and
support. The rotation forest approach was compared to three
classifiers—namely SVM, NB, and J48—and achieved supe-
rior performance.

Sakib et al. [32] developed a machine learning model
to predict suicidal ideation within tweets. The dataset com-
passed 9119 tweets, with 5121 non-suicidal tweets and 3998
suicidal tweets. The algorithms used in this study included
machine learning models, including SVM, DT, LR, NB,
KNN, and ensemble models, namely AdaBoost, Gradient
Boost, Bagging, CatBoost, XGBoost, and the voting clas-
sifier (VC). The results indicate that VC achieves the best
accuracy. Accordingly, VC was used as an estimator in con-
junction with the three best-performing classifiers, namely
LR, SVM, and DT. A dataset of individuals who expressed
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suicidal thoughts on Twitter, compiled by [33], consists of
1897 tweets gathered using keywords extracted from a pre-
vious study [34] and various web forums. Labeling was
performed by a human annotator and a psychiatric expert.
Several machine learning techniques were used, including
SVM, LR, MNB, BNB, RF, and DT. Three ensemble learn-
ing techniques, including Voting Ensemble and AdaBoost,
were also used. The results indicate that LR outperforms all
other models.

Huang et al. [19] utilized a real-time system that employed
machine learning and a psychological lexicon dictionary to
detect suicidal ideation. They analyzed the social media plat-
form Weibo and identified 53 users who had posted suicidal
content before their deaths. They employed various clas-
sifiers including SVM, NB, LR, J48, rotation forest, and
sequential minimal optimization (SMO) with three N-gram
features and a psychological lexicon dictionary. Of these, the
SVM classifier achieved the best performance. Rezig [35]
aimed to improve the machine learning model that uses the
grey wolf optimizer (GWO) to identify users contemplating
suicide. Specifically, GWO was combined with a machine
learning algorithm to predict suicidality in Twitter users.
Tweets mentioning depression, self-harm, and anxiety were
gathered, and only those with indicators of suicidality were
subsequently selected. A total of 193,720 tweets were col-
lected and annotated. The machine learning models used in
the study included NB, LR, SVM, and DT. The results show
that LR-GWO trained on unigrams achieved the best accu-
racy among these models.

Supervised deep learning has also been previously used to
identify suicidal content. Ji et al. [16] used different classi-
fiers from both traditional machine learning models and deep
learning models to identify suicidality through the online
content of users. The specific algorithms used included SVM,
RF, gradient boost classification tree (GBDT), XGBoost,
multilayer feed-forward neural network (MLFFNN), and
LSTM. Several sets of features were used, including sta-
tistical, linguistic, syntactic, topical, and word-embedding
features. Furthermore, some of these features were combined
to increase model accuracy. Tadesse et al. [15] proposed a
model to detect suicidality on the Reddit platform, combin-
ing LSTM and CNN models to classify Reddit content into
multiple classes. TF-IDF, BOW, and statistical features were
used with four machine learning models (SVM, NB, RF, and
GXBoosting), whereas word2vec was used with the two deep
learning models. The proposed LSTM-CNN hybrid model
outperformed all other algorithms used in this study.

Metzler et al. [36] examined the relationship between
social media content consumption and suicidal behavior.
They created a dataset of 3202 English tweets and manually
classified them into 12 categories, such as personal stories of
suicidal ideation, coping and recovery, spreading awareness,
prevention information, and irrelevant tweets. They devel-
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oped several machine learning models to perform multi-class
and binary classification tasks. The majority of classifiers
used TF-IDF with a linear SVM, as well as two deep learn-
ing models, namely BERT and XLNet. The first task involved
categorizing posts into six key content categories related to
suicide prevention, whereas the second task used binary clas-
sification to distinguish between posts in the 12 categories
that referred to actual suicide and those in off-topic categories
that used terms related to suicide in a different context. Both
deep learning models performed similarly in both tasks, out-
performing the SVM with TF-IDF except for the suicidal
ideation and attempts category. The BERT model achieved
the highest overall scores in binary classification.

Approximately 50,000 tweets were collected by Haque
et al. [37] to detect suicidal ideation using machine learn-
ing and deep learning classifiers. Their results demonstrate
that although the RF model achieved the highest classifica-
tion score among conventional machine learning methods,
the deep learning models exhibited enhanced performance
owing to word-embedding training, with the BILSTM model
achieving higher precision and Fl-score. Chatterjee et al.
[38] developed a deep learning algorithm to analyze tweets
for characteristics of suicidal tendencies. To develop the
model, 188,704 tweets were extracted from 1169 users
and manually annotated into two classes: suicide and non-
suicidal posts. The extracted features included sentiment
analysis, emoticons, TF-IDF, statistics, topic-based features,
and temporal features. The results indicate that LDA with tri-
grams, TF-IDF, statistics, temporal features, emoticons, and
sentiment analysis features achieves the best performance in
detecting suicidal ideation.

As mentioned earlier, most studies pertaining to this task
were conducted on English datasets. Only one study, con-
ducted by Benlaaraj et al. [21], compiled an Arabic suicide
dataset translated from an English dataset called ASuiglish.
ASuiglish was constructed by combining several English
data sources, namely Twitter data provided by [39], Suicide
Notes from the Kaggle dataset [40], Victoria Suicide Data
[40], and Suicidal Phrases from the Kaggle dataset [41]. The
final dataset consists of 1960 posts with 980 passages per
class. The dataset was then pre-processed and cleaned, and
abbreviations from the dataset were deleted. Subsequently,
the data were first translated into Arabic using the Google and
Microsoft Translate APIs. Then, each entry was examined
manually to ensure accuracy and correctness. The dataset
was then vectorized using TF-IDF and subsequently fed into
the following algorithms: RE, MNB, SVM, and LR. Of these
algorithms, SVM achieved the highest accuracy.
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Fig.1 Architecture of suicide detection methodology

3 Methodology

The task of classifying suicide-related posts aims to iden-
tify individuals with suicidal tendencies. Accordingly, the
detection of suicidal ideation in social media content is often
formulated as a supervised learning classification problem.
Different machine learning and deep learning techniques
have been previously employed for this task. To identify Ara-
bic suicidal sentiment on social media, we initially collected
Twitter data using suicidality keywords extracted in previ-
ous studies. After removing duplicate tweets, we annotated
and labeled the data, applied feature extraction and prepro-
cessing, and deployed machine learning and deep learning
models trained on different feature representation sets to
identify suicidal content. Finally, we analyzed the perfor-
mance of the utilized approaches. Figure1 illustrates the
procedure used in this study, which follows that of most stud-
ies discussed in Sect.2, and in particular the studies [1, 10,
16].

3.1 Data Collection

The data collection process was performed using Tweepy, an
open-source Python library used to access the Twitter API
provided by the developers of Twitter. An Arabic tweet cor-
pus was developed from Arabic tweets written in different
dialects (e.g., Wse s el 3l cvgel le). Between
August 23,2021 and April 21, 2022, 47,292 tweets were gath-
ered using Arabic suicidal keywords translated from previous
English-language studies, as shown in Table 1. Following the
removal of duplicated tweets, our dataset encompassed 5,719
tweets.

3.2 Data Annotation

All collected tweets were labeled manually by two anno-
tators, one of whom is an expert in cyberpsychology. The
annotators were asked to read only the textual content of each

Table 1 Suicidal keywords

Reference Keywords

(9] I want to kill myself
I want to die
I want to disappear

[10] Suicidal; suicide
Kill myself;end my life
Never wake up; sleep forever
‘Want to die; be dead
Better off dead
Tired of living
Don’t want to be here
Die alone

[42] Just want to sleep forever
Kill myself
Life is so meaningless
Tired of being alone
Don’t want to exist
Life is worthless
Don’t want to live
My life is pointless
My life is this miserable
My life isn’t worth
Want to be dead
Hate my life
‘Want to disappear
Hate myself
Suicidal/suicide suicida
Isn’t worth living

[16] I want to end my life
I’'m feeling so bad

I’'m going to kill myself

tweet and rate the corresponding level of concern for suici-
dality. Two levels of concern were defined: suicidal tweets
were labeled with 1, and non-suicidal tweets were labeled
with 0 [10].

e Suicidal: tweet shows serious suicidal ideation; the per-
son expresses a deep and personal intention to commit
suicide, e.g., "I will kill myself," "I want to die," "I think

of commit suicide,” =31 Sl (&gl YIRS J,;\
In contrast, a suicide risk will not be considered if the
content is relevant to a conditional event; e.g., "I will
kill myself if my team doesn’t win today,” "I wish
to die once the doctor says quiz," "I'm thinking of
committing suicide if the third part doesn’t come out,"
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Fig.2 Average sentence lengths for suicidal and non-suicidal tweets

Table2 Labeled tweets and
their weights

Class %of Datasets

Suicidal 25%
Non-suicidal 75%

EJU s> lgd5le o), unless this event is a serious sui-
cidal risk factor such as abuse, drug use, or bullying,
e.g., "Her words are beyond my power, I want to die."
Ol ) 358 5ol K

e Non-Suicidal: no evidence to indicate a possibility of
suicide, e.g., "I lost my mind when I signed myself
up as a leader," "I thought of committing suicide."

After annotating each tweet, 1,426 tweets were labeled
as Suicidal, with the remaining 4,293 labeled Non-Suicidal.
Table 2 lists the dataset classes and their weights. We
observed most suicidal tweets to be short, ranging from 2
to 20 words, as shown in Fig. 2a, while non-suicidal tweets
varied from 2 to 80 words, as shown in Fig.2b. The most
frequent words used in each class are depicted as word cloud
representations in Fig.3a and b. As shown in Fig.4a and b,
the most frequent word used in suicidal tweets was & ro‘,

with more than 800 occurrences. As shown in Fig.5a and
b, suicidal tweets peak after ten o’clock at night and con-
tinue to increase, with a clear decrease at five o’clock in the
afternoon.

3.3 Annotators Agreements

After labeling the dataset, the inter-rater agreement was
assessed using Cohen’s kappa to measure the pairing agree-
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Tweets

Table 3 Quantified agreement A B Total
in terms of Cohen’s kappa
A 4258 8 4293
B 39 1387 1426

Total 4324 1395 5719

ment between annotators after accounting for the likelihood
of chance agreement. Cohen’s kappa is calculated using the
following formula:

P(A) — P(E) |
T 1= P(E) M
where P (A) is the number of times the annotators agreed, and
P(FE) is the number of times the annotators were expected
to agree, calculated in accordance with the aforementioned
intuitive argument [43]. Thus, K equals zero if there is no
agreement beyond the level expected by chance. Conversely,
K 1is one in cases of complete agreement. In this study, the
level of agreement between the annotators was 0.978, indi-
cating almost perfect reliability. Table 3 shows the quantified
agreement between the two annotators.

3.4 Feature Extraction

We elected not to use any data preparation methods on our
dataset, as our objective was to examine the unfiltered emo-
tions and subtleties conveyed by tweets, highlighting the
authenticity of data. Social media chats pertaining to sui-
cide frequently encompass a wide range of emotions, slang
terms, and unusual phrase structures that are essential for
interpreting the mental health of participants. Accordingly,
we avoided data preparation to retain the text’s validity and
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Fig.3 Word clouds for suicidal and non-suicidal tweets
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(b) Word cloud for Non-Suicidal tweets
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Fig.4 Common words found in suicidal and non-suicidal tweets (without stop words)

all crucial information. Although preprocessing is frequently
applied to enhance model performance and reduce noise, we
considered the preservation of unfiltered expressions to be
crucial in obtaining a profound understanding of emotions
in the context of mental health. Because we recognize that
preprocessing may provide advantages such as standardiza-
tion and noise reduction, we intend to investigate the impact
of preprocessing on classification performance in subsequent
studies. However, we omitted the preprocessing stage in the
present study to faithfully reflect the full spectrum of attitudes
conveyed in suicidal tweets.

Feature extraction is a critical task in machine learning and
NLP, transforming textual data to numerical representations.
The features used in this study include word frequency fea-
tures (i.e., BOW and TF-IDF), (Generic), word-embedding

features (i.e., word2vec, FastText), and contextualized word
embeddings for deep learning models (i.e., AraBert, Ara-
ELECTRA, and AraGPT?2).

e Bag-of-words: BOW is a standard word frequency model
that converts textual data into numerical representations
based on their occurrence in the document. The BOW
model represents each document in a dataset as a feature
vector of [V|, V is the unique vocabulary of the corpus and
each unit in the vector represents the occurrence of known
words. The BOW model is one of the most commonly
used text-modeling approaches in NLP and information
retrieval. However, this model has several limitations,
as it ignores grammatical structure and word order, and
represents textual data very sparsely [44].

@ Springer
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Fig.5 Trends of active hours for suicidal and non-suicidal

e TF-IDF: TF-IDF is a word frequency model that weights state-of-the-art performance on several text classifi-

word counts by the number of times each word appears in
the corpus. TF-IDF is used to enhance the performance
of the standard word frequency approach by assigning
lower weights to frequently occurring words using the
following formula:

TF — IDF = TF, ; % IDF; 2)

where TF; ; is the number of times word i appears in
document j divided by the total number of words in j
and IDF; is the logarithm of the total number of docu-
ments in the corpus divided by the number of documents
containing i.

All n-gram features are normalized by TF-IDF value to
determine their relative importance in the corpus.

— Unigram: The basic type of textual feature, consisting
of an individual word TF-IDF value.

— N-gram: a combination of bigrams and trigrams.

— Character n-gram: based on single characters, or
sequences of characters, rather than whole words or
sentences. To calculate the frequency of each charac-
ter in each document, each character is treated as a
"word." Consequently, a matrix is created where each
row corresponds to a document and each column cor-
responds to a character. The standard TF-IDF formula
is then applied to this matrix to obtain a weighted
representation of the character-level features. This
technique is particularly important for morphologi-
cally rich languages such as Arabic, as it can identify
the morphological components of words. It is also
useful for identifying misspellings and alternative
spellings that are common in online communications
[45]. The character n-gram has previously achieved

@ Springer

cation tasks [46]

Word-embedding features: Word embeddings have achieved
a significant advancement in numerous NLP applica-
tions, including sentiment analysis, topic segmentation,
text mining and, recommendation [47-49]. Most studies
in this field used one of two common word-embedding
models: word2vec and FastText. A study by Kaibi et al.
[50] demonstrated that Fasttext, followed by word2vec,
exhibits the best performance in Twitter sentiment anal-
ysis [50].

— Word2vec: One of the most popular word-embedding
models, created by Mikolov et al. [51], word2vec
is based on two neural network architectures: skip-
gram and continuous bag of words (CBOW). Upon
accepting the word as input, skip-gram predicts the
surrounding words as output, whereas CBOW uses
the context words to predict the word. The Ara-
bic word2vec (AraVec) model provides powerful
and free-to-use word embeddings for Arabic NLP
research. It is built on three different Arabic content
domains including Tweets, World Wide Web pages,
and Arabic Wikipedia articles, encompassing more
than 3.3 billion tokens [52]. AraVec has been proven
to be effective in capturing semantic and syntactic
relationships between Arabic words, achieving state-
of-the-art results in various language processing tasks
[53, 54].

— FastText: An extension of the Skip-gram model,
wherein each word is represented by a sum of n-gram
vectors [55]. FastText was adapted for the Arabic
language generate word embeddings for sentiment
analysis tasks. The model outperformed other Arabic
word embedding models on various NLP tasks, such
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as sentiment analysis and named entity recognition
[56].

3.5 Models and Hyperparameters

In this experiment, the performance of three deep learn-
ing models—AraBert, AraELECTRA, and AraGPT2—was
compared with that of five popular machine learning models—
Gaussian NB, SVM, KNN, RF, and XGBoost—trained on
different sets of textual feature representations to classify.
We applied hyperparameter smoothing to the Gaussian NB
model to address the zero probability issue. The smoothing
parameter ranged between 1E-11 and 1E-7 according to [57,
58].

The SVM model was implemented with an RBF kernel,
with C values ranging from 1 to 10 and gamma values ranging
from 0.1 to 1 to ensure optimal performance. These ranges
were selected based on previous Arabic sentiment analysis
studies, which included comprehensive comparative analy-
ses of hyperparameter tuning techniques [58]. For the KNN
algorithm, the Euclidean distance was used as a similarity
measure, with k-nearest values selected in the range between
1 and 31. The bestk values were 2 in the case of BOW, 3 in the
case of unigrams, and 30 in the cases of n-grams and character
n-grams. For the RF model, the parameters "max_features"
and "n_estimators" were set to log2 and 1000, respectively,
as they improve accuracy compared to the default values,
as also reported in [58]. We set "max_features" based on
the highest performance from ["auto,” ’sqrt,” ’log2’], whereas
"n_estimators" was chosen from [100,200,300,1000]. In the
case of XGBoost, "n_estimators" was set to 200 and 300, as
in [59]

AraBERT is a pre-trained Arabic language model trained
utilizing a masked language modeling objective on a large
corpus of Arabic textual data. AraBERT has previously
delivered state-of-the-art results on a variety of Arabic lan-
guage processing tasks [60]. Other recent pre-trained Arabic
language models include AraELECTRA and ARAGPT2.
AraELECTRA is a variant of the ELECTRA model, which
pre-trains a language model which is pre-trained using a
generator-discriminator architecture. It has been demon-
strated to achieve competitive performance on a number of
Arabic natural language processing tasks [61]. ARAGPT2 is
a variant of the transformer-based GPT-2 model pre-trained
on a large corpus of Arabic text data. Previously, ARAGPT2
has demonstrated state-of-the-art performance on several
Arabic language processing tasks, including text generation
and language modeling [62]. A batch size of 16, epoch size
of 5, adam_epsilon value of 1e-8, and learning rate of 2e-5
were set to fine-tune the models.

3.6 Performance Evaluation

To evaluate system performance and evaluate model capac-
ity, we considered the measurements of precision, recall, F1
score, and accuracy defined as follows:

.. TP
Precision = —— 3)
TP + FP
TP
Recall = —— (@)
TP 4+ FN
2 % (Precision * Recall)
Fl= — Q)
Precision + Recall
TP + TN
Accuracy = (6)
TP 4+ TN + FP + FN

where TP, TN, FP, and FN denote true positives, true
negatives, false positives, and false negatives, respectively.
Precision is the result of dividing the number of true posi-
tives by the total number of positive instances, reflecting the
model’s efficacy in identifying positive instances. Recall is
the result of dividing the number of true positive outcomes
by the total number of instances, representing the capture
of positive instances. The F1 score is the harmonic mean of
recall and precision. Accuracy, represented by the percent-
age of correctly classified results among all data instances,
reflects the overall correctness of model prediction.

In addition to using the aforementioned conventional eval-
uation metrics, our study represents the first attempt to utilize
Arabic textual data to classify suicidality sentiment using
machine learning. Our dataset represents a new and unex-
plored resource for the research community, having been
specially curated for the detection of suicidal tendencies
in Arabic social media content. We achieved satisfactory
performance by utilizing this dataset and putting forth a
comprehensive methodology that integrates deep learning.
In addition to providing a baseline for Arabic tweet cat-
egorization, our study sheds light on the recognition and
mitigation of risk factors associated with self-harm among
Arabic-speaking individuals.

4 Result Analysis

We adopted the BOW, TF-IDF with different levels, and
word-embedding features for representation. Five machine
learning models were deployed and compared against deep
learning models. We measured accuracy, precision, recall,
and F1 score as evaluation metrics. Table 4 presents a com-
parison of the classifiers. The results show that character
n-gram TF-IDF features were associated with the best per-
formance for all machine learning models. Specifically, the
SVM with character n-gram features achieved the highest
accuracy among the conventional machine learning models.

Springer
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Table 4 Performance analysis

of different algorithms in Classifier Feature Precision Recall F1-score Accuracy

classifying suicidal tweets NB Bag of word 73% 73% 73% 81%
Unigram 75% 72% 74% 82%

N-Gram 73% 75% 74% 80%

CharLevel* 81% 72% 75% 84%

Word2Vec 77% 54% 51% 76%

Fasttext 76% 62% 63% 78%

SVM Bag of word 82% 78 % 79 % 86 %
Unigram 84% 76% 79 % 86%

N-Gram 86% 72% 76% 85%

CharLevel* 85% 76% 79 % 86 %

word2vec 78% 66% 68% 80%

Fasttext 77% 72% 74% 81%

KNN Bag of word 63% 68% 60% 63%
Unigram 75% 76% 75% 81%

N-Gram 75% 69% 71% 81%

CharLevel* 78% 75% 76% 84%

Word2Vec 64% 71% 65% 77%

Fasttext 71% 77 % 73% 81%

RF Bag of word 77% 76% 77 % 83%
Unigram 83% 72% 75% 85%

N-Gram 77% 73% 75% 85%

CharLevel* 85% 74% 77 % 86%

Word2Vec 81% 65% 67% 81%

Fasttext 69% 81% 72% 82%

XGBoost Bag of word 79% 67% 69% 82%
Unigram 83% 69% 72% 84%

N-Gram 79% 60% 62% 80%

CharLevel* 82% 75% 78% 85%

Word2Vec 64% 78% 66% 79%

Fasttext 81% 68% 80% 70 %

AraBert - 88% 89% 88% 91%
AraELECTRA - 85% 84% 85% 88%
AraGPT2 - 87% 85% 86% 89%

*Indicates the best-performing feature extraction technique
Bold Indicates highest score for each algorithm in each metric

Figure 6 presents the receiver operating characteristic (ROC)
curve obtained for the five machine learning algorithms.
Furthermore, all deep learning models outperformed the
machine learning models in identifying suicidal ideation
from Arabic tweets. The AraBert model achieved the best
overall performance with 88% precision, 89% recall, 88%
Fl-score, and 91% accuracy. The confusion matrix of
AraBert is shown in Fig.7. Based on these results, it is
important to use advanced deep learning models to accurately
identify suicidal sentiment in Arabic tweets. With regard to
identifying and categorizing content associated with men-
tal health, the superior performance exhibited by AraBert

@ Springer

emphasizes the importance of contextual data obtained by
pre-trained transformers.

This study reveals important information for the develop-
ment of suicidality detection systems in Arabic social media,
demonstrating the superior performance of deep learning
models and SVM with character n-gram TF-IDF features.
It is important to note that by expanding the dataset and
investigating different machine learning and deep learning
strategies, the performance of the aforementioned models can
be further improved. Subsequent studies may be conducted
to enhance the resilience and generalizability of detection
systems. In conclusion, our findings highlight the accuracy
achieved by deep learning and character n-gram features in
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Fig.6 ROC curves depicting performance of machine learning algorithms

the detection of suicidal sentiment within Arabic textual data.
The results pave the way for proactive interventions within
the Arabic-speaking community and beyond by furthering
our understanding of machine learning techniques for the
early diagnosis and prevention of self-harm and suicide.

5 Conclusion

Our study demonstrates that deep learning models and
machine learning algorithms—especially pre-trained trans-
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data. We evaluated the performance of our proposed strategy
through comprehensive experiments, including the creation
and annotation of a fresh Arabic suicidality dataset. Pre-
trained transformer models were observed to outperform
conventional machine learning models trained on various
feature sets. In particular, AraBert detected suicidal intent
within textual data with exceptional accuracy, recall, preci-
sion, and F1 score.

These findings demonstrate the effectiveness of deep
learning methods, as well as the significance of using con-
textual data incorporated in pre-trained transformer models.

former models including AraBert, AraELECTRA, and AraGPT2-QWwing to its effectiveness, our strategy may offer opportu-

can be used to identify suicidal ideation in Arabic textual

nities for the early identification and treatment of self-harm

@ Springer
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Fig.7 Confusion matrix for best-performing model (AraBert)

concerns among Arabic-speaking individuals. Additionally,
our work adds to the expanding corpus of information on
the use of machine learning in social media to identify and
treat mental health issues. The development of the Arabic
suicide dataset and the use of machine learning offer impor-
tant insights into the challenges and linguistic subtleties
involved in detecting suicidal tendencies within Arabic tex-
tual data. Subsequent research endeavors may concentrate on
augmenting the dataset dimensions and investigating alter-
nate methodologies to account for disparate feature selection
strategies, further improving the robustness and general-
izability of our detection system. Ultimately, our research
advances the study of online mental health expression and
uses machine learning to achieve the greater goal of minimiz-
ing suicide and self-harm. We aim to make a positive impact
on individuals’ lives and advance mental health within the
Arabic-speaking community and beyond by providing proac-
tive treatments and support.

Future research can concentrate on a number of topics to
enhance the model’s identification capabilities. Expanding
the dataset to capture a wider range of linguistic patterns is
one such option, as is addressing class imbalance, looking
into additional features, adopting different model architec-
tures, using transfer learning, accounting for multimodal
approaches, looking into domain adaptation techniques,
using thorough evaluation metrics, and creating real-time
monitoring systems. Further improvements may be achieved
by addressing these elements to develop stronger and more
accurate models for early intervention and prevention of sui-
cide and self-harm in the Arabic-speaking community.
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