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Abstract
The ever-increasing number of space debris objects on the Earth’s orbit presents a danger to existing functional satellites
and human infrastructure. These objects need to be tracked to be documented and catalogued. The paper addresses the
development of an image processing and data reduction pipeline to process space debris tracking observations from an optical
passive sensor. The pipeline starts from the raw, un-calibrated camera frames and ends with the formation of “tracklets”, i.e.
consecutive series of celestial positions of the objects of interest and possibly an identification of these objects based on a
reference catalogue. The paper is, on one hand, improving existing software modules, and, on the other hand, adding a series
of new modules to the pipeline. The validation of the system’s results in both astrometry and photometry and proves that it
is one of the few capable of observing and processing low-Earth orbit objects.

Keywords Image processing · Correlation · Space debris · LEO

1 Introduction

Space debris presents risk to currently on-going missions
regardless of its size. For example, International Space Sta-
tion (ISS) needs to perform evasive manoeuvres to dodge
space debris few times a year. In order to know where and
when does the ISS need to dodge incoming fragments, they
need to be properly tracked and catalogued. One such cat-
alogue is the mentioned US Space Surveillance Network
(USSSN). A service, SPACETRACK [1], represents aworld-
wide network of sensors which contribute to the USSSN.
Similarly to USSSN, other entities around the globe have
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durikovic@fmph.uniba.sk

1 Department of Applied Informatics, Comenius University,
Mlynská dolina F1, 842 48 Bratislava, Slovakia

2 Department of Astronomy, Physics of the Earth and
Meteorology, Comenius University, Mlynská dolina F1, 842
48 Bratislava, Slovakia

their own programmes to track space debris and objects of
interest on the orbit such as the European Space Agency’s
(ESA’s) Space Situational Awareness Programme [2].

Of course, not only ISS is at risk. Every currently func-
tioning device, whether it is a weather station, GPS satellite
or something else, is susceptible to potential collision with a
space debris object, small or large.

It is undeniable that observing and tracking movements
and behaviour of space debris objects is essential. This work
focuses on data acquired by passive optical sensors which
generate star field images.

Astrometry is a set of procedures, algorithms, and tech-
niques involving measurements of positions and movements
of celestial bodies.

Photometry is similar to astrometry, but it involves mea-
surements of intensity of light reflected or radiated by
celestial bodies.

In order to track a celestial object potentially dangerous to
working satellites or ongoing missions, both astrometry and
photometry need to be employed. Astrometry is to determine
its orbit, and therefore its positions at any given time; pho-
tometry to determine its rotation period, or shape.
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1.1 Existing Solutions for Image Processing

There are many institutions concerning themselves with
space debris and related problems. This section lists mainly
software solutions and observational networks currently
active in the space debris field. The first three subsec-
tions: Source Extractor, WCSTools, and Astrometry.net, are
software tools for partial problems of astronomical image
processing. After that, OWL-net is an observational network
of satellites, and APEX II is an extensive software system for
the reduction of space debris images.

1.1.1 Source Extractor

Source Extractor (abbreviated by its authors as SExtractor
[3]) is software commonly used for astrometric purposes.
SExtractor allows a user to extract the backgroundof an astro-
nomical image.Most importantly, though, it is used to extract
light sources and their positions in frame-relative coordi-
nates. The software does not limit its use to space debris.
It also allows to segment stars and galaxies and distinguishes
between the two using a neural network. For decades, it has
been considered a standard in image segmentation of astro-
nomical images.

1.1.2 WCSTools

World Coordinate System (WCS) is a convention that allows
for transformation between frame-relative coordinates (pix-
els, on X - and Y -axes) and celestial coordinates (most
commonly in Equatorial Coordinate System, or EQS with
right ascension α, declination δ). WCSTools [4] is, there-
fore, a software used to relate frame-relative coordinates to
sky coordinates.

1.1.3 Astrometry.net

Astrometry.net (A.NET), as the name implies, is used for
astrometric reduction, i.e. translation between frame-relative
coordinates into celestial coordinates (in this case, EQS).
A.NET does not require a first guess to correctly identify the
portionof the skypresent in an astronomical image. Instead, it
uses a complex algorithmbased on quads-tuples of four stars.
A.NET uses index files containing quads of stars spanning
the whole sky to correlate between quads in user-provided
images. The complex explanation can be found in [5]. A.NET
is extensively used in the astronomical community partially
because it provides a command-line interface for ease of use.

1.1.4 OWL-net

OWL-net is a Korean network of satellites with the main pur-
pose of tracking Korean satellites on geosynchronous orbits

(GEO) and low-Earth orbits (LEO). After the acquisition of
images, the processing system starts with the removal of
additive and multiplicative errors with bias, dark, and flat-
field corrections. Then, SExtractor (see Sect. 1.1.1) is used to
segment light sources (either points or streaks) from the back-
ground in each image, andWCSTools (see Sect. 1.1.2) is used
to transform between frame-relative coordinates and celes-
tial coordinates by usingWCS. Finally, the end product—real
positions of satellites in time—is created by data reduction
algorithms described in the article [6].

1.1.5 APEX II

APEX II is a data reduction system focused on astronomical
images used mainly with telescopes in the International Sci-
entific Optical Network (ISON). The pipeline’s results are
presented in the context of GEO objects. There are several
steps before a result is produced: bias, dark, and flat-field
correction to clean input images. Sky background flattening,
image filtering, and enhancements belong to the second set of
corrections possible on anygiven astronomical image.Global
thresholding producing logical masks is used to reduce noise
for segmentation. A threshold is given to segment objects
with intensities above the pre-determined value. Deblend-
ing allows for the separation of overlapping objects and then
follows isophotal analysis, Point Spread Function (PSF) fit-
ting, astrometric cataloguematching, differential astrometry,
differential photometry, and report generation [7].

1.2 Image Processing and Data Reduction
Algorithms

This section describes the most important and commonly
used algorithms for processing astronomical images/frames
of space debris. Algorithms are introduced in the order in
which a processing pipeline could be designed.

1.2.1 Correction of Additive andMultiplicative Errors

Image cleaning can be achieved by using general, common,
astronomical algorithms. These are dark, bias, and flat-field
corrections, the same as used in pipelines in Sect. 1.1. In
addition, they correct additive and multiplicative errors.

Additive errors are caused by dark and bias currents in
the camera. Acquiring a bias and dark frame (or image) and
subtracting them from a frame corrects these errors. A bias
frame is taken at the shortest (usually zero) exposure time
to capture only the bias currents. A dark frame is taken at
a specific exposure time to capture dark currents, collected
on the pixels creating a dark current offset. The dark current
already contains the bias signal.

Multiplicative errors are caused by different quantum effi-
ciency of pixels, illumination differences, dust halos, or all
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at once. They are corrected by creating a flat field frame cap-
tured on an evenly illuminated field. For example, dusk or
dawn near the zenith.

To increase the robustness of bias, dark, and flat-field
images, it is also possible to create master frames, sum-
ming several bias frames, dark frames, and flat field frames
together, respectively. For example, for themaster bias frame
Mb:

Mb =
N∑

i=1

Bi , (1)

where N is the number of bias frames, Bi . The process is
identical for master dark and master flat-field frames.

1.2.2 Background Noise Estimation

Backgroundnoise estimation and extraction are beneficial for
several reasons, mainly because they improve segmentation
and photometric reduction accuracy.

Initial background estimation can be done by using the
median value of the image. Current software libraries pro-
viding commonoperations, includingmedian calculation, are
optimised and recommended. However, sorting 1024×1024
values (an example resolution of an image) and picking the
middle value is computationally expensive if not done cor-
rectly. Furthermore, this approach has major disadvantages
stemming from its simplicity—themedian is an integer value
and does not calculate the standard deviation. Improvement
of this approachmight be calculating amedian of sub-images
created from the image and using the lowest median of them
as the background value [8].

More commonly used method, also in other science
branches than astronomy, is sigma clipping. First, input
image is shrunk to about 10% of its size by a spline fil-
ter, to minimise aliasing effect. The scaled image is then
smoothed by a median filter and expanded to its original
size. Map produced by this process is then base for sigma
clipping algorithm:

�Bi+1(x, y) ={
�Bi (x, y) |�Bi (x, y) − �Bi | < 3σi ,

�Bi |�Bi (x, y) − �Bi | ≥ 3σi
(2)

where �Bi is mean deviation and σi is standard deviation
of the background map correction Bi (x, y) at i-th iteration
and �B(x, y) = I (x, y) − B0(x, y) where I (x, y) is the
intensity at a pixel given by (x, y). The final background
map is calculated as:

B(x, y) = B0(x, y) + �Bn(x, y) , (3)

where n is the number of iterations.
Themain disadvantage of thismethod is that it can remove

faint objects.

1.2.3 Segmentation of Light Sources

In order to segment the image and extract positions of celes-
tial objects represented as points or streaks, it is vitally
important to determine which pixels belong to the back-
ground and which to a light source.

Tree algorithm for light source recognition begins with an
initial pixel presumed to belong to a light source. Then, a
search for borders of the light source is performed along
a tree-like path, testing the 4- or 8-pixels connectivity
algorithm. A light source has been segmented if a 4- or
8-connected path from one pixel above a pre-determined
threshold connected to another pixel can be found.

Other methods include blob detection, which uses Lapla-
cian of Gaussian [9], Difference of Gaussian, and Determi-
nant of Hessian [10]. All of these methods can be found
implemented in common software libraries. The disadvan-
tages of these are that they do not detect streak-like light
sources, only point-like ones.

Similarly to blob detection, contour finding is a marching
squares algorithm used to find contours in images. Contours
can have any shape, which is very important for astronomical
images. An example of contour matching used for problems
related to astronomy is ASTRiDE [11].

Subsequently, each detected object needs to undergo cen-
troiding technique, i.e. a technique in which the centroid of
the object and its total intensity are calculated. Centroiding
is vastly different between point-like and streak-like sources.

For point-like sources, it is assumed shape of the light
source is either defined by a PSF function or the centre of the
light source is in centre of gravity defined by light source’s
pixels’ intensity values. PSF can be usually described by a
symmetric Gaussian distribution [12]:

g(i, j) = A

2πσxσy
exp

(
− (i − xm)2

2σ 2
x

− ( j − yn)2

2σ 2
y

)
(4)

where i and j are the integer coordinates of the pixel with
coordinates of (i, j), and g(i, j) is the intensity of the pixel
measured from the image. A is the height of the PSF, σx and
σy are the widths of the Gaussian PSF through which Full
Width Half Maximum (FWHM) is determined. Finally, xm
and yn define the position of the centre of the frame light
source in the frame coordinates in decimal numbers.

If the centroid of the light source is deviated by �x =
xm − m and �y = yn − n where (m, n) are coordinates of
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the centroid pixel, Eq. 4 changes accordingly:

g(i, j) = A

2πσxσy
×

× exp

(
− (i − m − �x)2

2σ 2
x

− ( j − n − �y)2

2σ 2
y

)
.

(5)

The centre of gravity (COG) can be calculated the following
way:

(xb, yb) =
(∑

i j Ii j xi j∑
i j Ii j

,

∑
i j Ii j yi j∑
i j Ii j

)
, (6)

where (xb, yb) are the coordinates of the centroid; Ii j is the
intensity of the i, j pixel with coordinates (xi j , yi j ). A dis-
advantage of this fast algorithm is that it is highly sensitive
to background noise.

For streak-like sources, it is assumed that the profile is
elongated. The width of the profile Y is defined by seeing
conditions at the observing site, while the length of the profile
X is defined by the angular velocity of the light source’s
object. Both of these parameters are usually known before
the processing.

Authors of [13] argue that moving 2D Gaussian method
[14] has stable and accurate results. PSF convolution trail
function is:

fT (x ′, y′) = b(x ′, y′) + �

L

1√
2πσ 2

×
∫ +L/2

−L/2
exp

[
− 1

2σ 2 {(x ′ − l)2 + (y′)2}
]
dl,

(7)

where (x ′, y′) are coordinates of a specific point in the sensor
reference frame, L is the length of the frame, � is the total
photometric flux in the trail, and b(x ′, y′) is the background
flux at a specific point.

Fitting of the trail is done by the following function:

fG(x, y) = b(x, y) + �

2πσxσy

× exp

[
−

(
(x − x0)2

2σ 2
x

+ (y − y0)2

2σ 2
y

)]
, (8)

where b(x, y) is the background flux at a specific point. Fit-
ting trail by the above function estimates centroid position,
second-order moments, background, and total flux.

Fig. 1 An example of a quad structure used in Astrometry.net. Points
A, B, C, and D are stars and they together create a unique shape

1.2.4 Astrometric Reduction

After segmenting the image and extracting light sources, the
next step is translating between frame-relative coordinates
and celestial coordinates.

Themost relevant algorithm is that ofAstrometry.netmen-
tioned in 1.1.3 and shortly described in this section.

A.NET firstly constructs a hypothesis about the possi-
ble location of the astronomical image. The hypothesis is
defined as a continuous four-dimensional space on the celes-
tial sphere defined by the camera pointing (two parameters),
orientation, and size of the field of view (FOV).

A geometric hash code is computed when given a set of
stars in the image. A quad consists of 4 stars. A quad can be
seen in Fig. 1.

Stars A and B are picked as the two most distant stars in
this quad, defining a local coordinate system. Stars C and D
must always be inside a circle defined by a diameter equal to
the distance between A and B.

As mentioned in Sect. 1.1.3, the whole sky is reduced into
index files that contain quads like the one in Fig. 1. For each
quad calculated in an unknown frame, A.NET produces a
hash code subsequently compared with quads inside indexed
files. The closest the match, the higher chance the algorithm
has identified the stars.

Due to the number of stars in the sky, each comparison cre-
ates many hypotheses. These are then filtered to remove false
matches by applying the Bayesian decision-making algo-
rithm, which is influenced by three factors:

1. The relative abilities of the models to explain the obser-
vations,

2. The relative proportions of true and false alignments it is
expected to see,
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3. and the relative costs of the outcomes resulting from the
decision.

Transformation between frame-relative two-dimensional
Cartesian coordinates (x, y) and equatorial coordinates
(α, δ) requires plate constants to be calculated. However,
there are three coordinate systems in total:

• the frame-relative two-dimensional coordinates (x, y),
• standard two-dimensional coordinates (X ,Y ),
• equatorial coordinates the right ascension and declination

(α, δ).

Transformation from (α, δ) to (X ,Y ) is defined by central
projection and spherical trigonometry. Required transforma-
tions for right ascension α are as follows:

α = α0 + tan−1
{ −X

cos δ0 − Y cos δ0

}
, (9)

and equation for δ is as follows:

δ = sin−1
{
sin δ0 + Y cos δ0√

1 + X2 + Y 2

}
. (10)

In both equations, (α0, δ0) are coordinates of the point in the
sky which the axis of the camera is pointing at.

Transforming frame-relative two-dimensional coordinates
into standard two-dimensional coordinates has well-known
equations as well:

X =
∑

p,q

Apq x
p yq ; p ≥ 0; q ≥ 0; p + q ≤ Aorder, (11)

Y =
∑

p,q

Bpq x
p yq ; p ≥ 0; q ≥ 0; p + q ≤ Border, (12)

where Apq and Bpq are polynomial coefficients for polyno-
mial terms x p yq and coefficients Aorder and Border define the
polynomial order. The number of plate constants depends on
polynomial order, so for first-order polynomial one needs six
plate coefficients (A10, A01, A00, B10, B01, B00) to solve:

X = A10x + A01y + A00, (13)

X = B10x + B01y + B00. (14)

In order to calculate plate coefficients of a reference star
for which its frame-relative two-dimensional coordinates
(x, y) and its celestial coordinates (α, δ) from a star cata-
logue are known, one needs to use Eqs. 11 and 12.

A minimum number of reference stars needed for least-
squares adjustment (required to solve Eqs. 11 and 12) is
defined by the total number of plate constants to be solved.
For linear polynomial, at least three stars are required, i.e. 6
plate coefficients, each star has two.

1.2.5 Star Removal: Masking

The main purpose of stars is to perform the astrometric
reduction. After the process (as detailed in Sect. 1.2.4), it
is recommended to remove the stars. There are two main
reasons for this: correlating space debris objects with each
other to produce complex structures describing space debris’
trajectory can be computationally expensive; therefore, the
fewer light sources there are in the image, the faster the cal-
culation is; stars can introduce false positives when a light
source of a space debris object is replaced by a star which
fits into its trajectory better.

Thus, creating a mask that would cover pixels belonging
to the stars (or even hot pixels, i.e. defective bright pixels)
removes the stars from consideration in further processing
steps, improving the pipeline’s performance and reliability.
A mask is generated by using an astrometric catalogue, the
image field’s centre position, its orientation and scale, and
used tracking velocity, direction, and exposure time. After
the stars are segmented by using algorithms in Sect. 1.2.3 and
identified by a catalogue, their pixels are either set to zero
or the previously calculated local background value. This
approach also requires second use of background estimation,
Sect. 1.2.2, to refine the background value or the background
map.

Another approach involves abandoning images at earlier
steps in the pipeline and only using extracted data in a text
format.

1.2.6 Tracklet Building

Tracklet is loosely defined as a data structure containing
observations of a celestial object in time. For example,
assume there are eight images in a tracking series of a ran-
dom space debris object. There is exactly one observation
of the said object in each image. The images also contain
timestamps of the exact time they were taken. If one were to
construct a tracklet, they would need to put all eight obser-
vations into one data structure.

Tracklet construction has three important assumptions:

1. Apparent motion of the frame object in the image series
is linear,

2. Apparent motion of the object of interest is performed on
a great circle during acquisition,

3. Object of interest is on geocentric (circular or elliptical)
orbit.

Apparent linear motion in the image series depends on the
telescope’s observational strategy. Even though space debris
objects have circular or elliptical geocentric orbits, relatively
short observations capture only a portion of their orbit, which
appears to be linear. It is possible to perform orbit determina-
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tion or orbit refining from data acquired this way, simplifying
the problem.

The apparent linear motion in the image frame can be
approximated by using a simple linear regression fit. If the
object’s position in an image is (xi , yi ), where i is the i-th
frame, and the motion is linear, it is true for each yi :

yi = γ + xiβ + εi , (15)

where γ is the intercept, β is the slope of the line, and εi
is a random error. The goal of the simple linear regression
fit is to determine these three parameters. Bearing in mind
errors introduced in observation (additional and multiplica-
tive errors described in Sect. 1.2.1), εi is used to evaluate the
quality of the fit and therefore of the tracklet itself.

Cartesian coordinates still might possess errors that can-
not be corrected by previously mentioned procedures in
Sect. 1.2.1. For example, slight, unexpected movements of
the camera might place the object in a different portion of the
next image in the series. Angular measurements, i.e. celestial
coordinates, do not have these errors. In order to be able to
use celestial coordinates instead of Cartesian coordinates in
a simple linear regression fit, the camera must have a small
FOV, or the series must be in a short span of time. If both of
these criteria are fulfilled, Eq. 15 might be used as follows:

αi = γ + δiβ + εi , (16)

where αi and δi are equatorial coordinates in the i-th frame.
Limitations of this approach reside in the large FOV of

a camera, long tracking time, when the object is close to its
culmination point or when the centre of the FOV is close to
the North or the South pole. Alternatives for simple linear
regression fit in these cases are least-square fitting of the
circle—geometric fit in parametric form and minimisation
of the algebraic and geometric distances [15].

1.2.7 Object Correlation/Identification

This step aims to correlate the obtained tracklet with
ephemerides of objects in available databases.

It is assumed that tracklet constructed in previous step con-
sists from N number of observations and each observation
point has at least three parameters:

• right ascension αi ,
• declination δi ,
• observation time ti ,

where i ∈ 〈1, 2, . . . N 〉 and ti < ti+1.
By using the first and the last observation in the series,

apparent angular velocity of the object in equatorial coordi-

nates can be calculated by using the following formula:

ω = 1

�t
cos−1(sin δ1 sin δN

+ cos δ1 cos δN cos(α1 − αN )), (17)

where �t = tN − t1.
Position angle, the angle between an object’s apparent

path and the North direction, can be calculated as:

PA = atan2
(
(αN − α1), (δN − δ1)

)
. (18)

In this context, atan2 is understood as a method in pro-
gramming languages dealing with quadrants of the tan−1

function.
Correlation itself consists of comparing tracklet parame-

ters for specific positions (αi , δi ), and ephemeris parameters
for specific positions (α

′
i , δ

′
i ). Specifically, angular distance

for the same reference epoch, for example for the first obser-
vation time t1:

� = cos−1(sin δ1 sin δ
′
1 + cos δ1 cos δ

′
1 cos(α1 −α

′
1)). (19)

Then, difference between position angles:

�PA = (PA − PA
′
), (20)

and finally, difference in apparent angular velocities:

�ω = ω − ω
′
. (21)

Apparent angular velocityω for a tracklet and apparent angu-
lar velocity for an ephemeris ω

′
are calculated according to

Eq. 17.
The smaller the values of these three parameters, the

higher the chance the object in the ephemeris is the object
definedby the tracklet. Increasing robustness of the algorithm
can be achieved by introducing thresholds for all of these
parameters. However, they change between object types—
apparent velocities of GEO objects are smaller by order of
two than apparent velocities of LEO objects.

1.3 Instrumentation

Comenius University in Bratislava acquired a 70-cm tele-
scope in 2016 [16]. The telescope is a Newtonian mount with
an equatorial fork and a cooled Finger Lakes Instruments
(FLI) charge-coupled device (CCD) camera. The camera’s
resolution is 1024× 1024 pixels, with a pixel size of 24μm.
Focal ratio of the camera is 28.5 × 28.5 arc-minutes; pixel
size is 1.67 arc-seconds/pixel. For more telescope properties
information, see [17].
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Fig. 2 AGO70 telescope seated in its cupola at AGO. Credit: Stanislav
Griguš

The telescope is seated in its cupola at the Astronomical
and Geophysical Observatory in Modra, Slovakia (AGO).
Because of the primary mirror’s diameter of 70 cm, it was
named AGO70. Its main purpose is to be used in scientific
research and academic applications (by astronomy students),
for observations of space debris and NEA [16] (Fig. 2).

AGO70’s hardware subsystems include:

1. CCD camera,
2. Colour filter wheel,
3. Mount motors and encoders,
4. Cupola motors and encoders.

All of the above is controlled by an observer using a Low-
Level Telescope Control (LLTC) software, which is also
responsible for creating frames and assigning them proper
meta-data headers.

The Low-Level Telescope Control unifies the subsystems’
interfaces and provides a concise summary of the system
parameters, such as motor encoders’ positions.

The camera interface connects to the FLI provided library,
which lists all the required functions to control the camera
itself. The filter wheel is of the same make, and the same
library controls it. On the other hand, the Comenius Univer-
sity custom-made mount and cupola motors and encoders
and their communication protocols follow packet structure.
The packets’ sizes range from 1 to 9 bytes, and each packet
sent from the control computer and received by the controller
chip of the motor and encoder structure prompts a properly
defined response. This way, it is easily verifiable whether a
packet had correctly been received or not.

Figure 3 shows an example of a frame/image created by
AGO70. The image contains light sources represented by
white point-like sources and streak-like sources. Depend-
ing on the observation strategy, space debris objects might
be both points or streaks, same for stars. The frames gener-
ally also contain additive and multiplicative noise on black
background. Additive errors are caused by the hardware,

Fig. 3 Example frame taken by AGO70. Space debris object is a COS-
MOS 2500 (GLONASS) satellite, a point in the middle of the frame.
Streaks in the background are stars. Image displayed by AstroImageJ
[18]

while imperfect observational conditions cause multiplica-
tive errors. The observed object, in this case, is a GLONASS
satellite, COSMOS 2500.

The produced images are in the format commonly used
in the astronomical community, Flexible Image Transport
System (FITS) [19]. In short, FITS files use the common
structure of a header and body—or more than one of each—
to store information. In the case of AGO70’s images, there is
one header containing meta-data about the frame itself and
one body with a two-dimensional 16-byte header containing
values ranging from 0 to 65,535, representing the intensity of
a given pixel. LLTC creates the frames themselves by reading
out data from the CCD camera and encapsulating them into
the FITS format with custom headers. CFITSIO library [20]
is used for this purpose.

Observational strategies at AGO70 usually create mul-
tiple frames per observation of one object, called a series.
Each series has the same number of frames. The latest obser-
vational strategy tailored for best data extraction typically
has 16 frames. Observational strategies are not only cru-
cial for image series’ properties but also for the character of
each frame. Additionally, the nature of the followed object is
essential as well. If it is a faint object, longer camera expo-
sure is required to properly capture it, making stars appear
as streaks. On the contrary, if the telescope is not currently
tracking any objects and is moving in a sidereal mode (i.e.
movement with the stars), a space debris object moving
through the frame with relatively high exposure would be
depicted as a streak, while the stars would be points.

In short, frames created by AGO70 might have tracked
objects take the form of both points and streaks, same for
stars, while the case of both the space debris objects and
stars being streaks is the rarest. It is imperative for a potential
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software pipeline that would process these images to handle
such cases.

2 Proposed Image Processing System

This section will describe the design and main functionali-
ties of elements that perform tasks for the Image Processing
System (IPS). New modules were designed, developed, and
implemented. The modules are related to the classical CCD
image reduction steps including bias, dark current, and
flat field calibrations, and to the also classical photometric
reduction of astronomical observations using photometric
reference star catalogues. The improvements of existing
modules described here concern technical issues mainly
related to performance and parallel processing. New mod-
ules for the discrimination of moving objects, the building of
tracklets, and the identification of objects in reference cata-
logues are presented.

2.1 Design

IPS most closely resembles the microservices architecture:
it is divided into several parts, each with its exclusive tasks.
Additionally, the tasks assigned to each part are as atomic as
possible so that the parts can be as lean as possible.

The main philosophy of the IPS is that each Image Pro-
cessing Element (IPE) is executable both in sequence with
other IPEs aswell as on its own. For example, the IPE respon-
sible for the segmentation of images should be able to accept
an image coming from a previous IPE (for example, one that
would remove noise) and a raw, IPS-unrelated image of space
debris.

In total, there exist 9 IPEs at the moment:

1. Image Reduction (IPE-IR),
2. Background Extraction (IPE-BE),
3. Objects Search and Centroiding (IPE-SC),
4. Astrometric Reduction (IPE-AR),
5. Masking (IPE-MR),
6. Tracklet Building (IPE-TB),
7. Post-processing (IPE-PC),
8. Objects Identification (IPE-OI),
9. Data Conversion (IPE-DC).

Figure 4 depicts the IPS and the flow of data. Dashed lines
mark optional IPEs, which can be skipped if their purpose is
unnecessary due to good data quality. Full lines markmanda-
tory IPEs. They need to be executed each time IPS runs, no
matter the data quality. Furthermore, each linemarks the flow
of data from one IPE to another.

In the beginning, raw astronomical images can enter either
IPE-IR, IPE-BE, or IPE-SC. They can also flow from IPE-

Fig. 4 Diagram of the latest IPS containing all the IPEs. Dashed lines
mark optional IPEs, while full lines mark mandatory subsystems

IR to IPE-BE to IPE-SC; IPE-IR can be skipped, or IPE-BE
can be skipped. IPE-SC is the first mandatory IPE, followed
by IPE-AR, IPE-MR, and IPE-TB, all mandatory as well.
Reasons as to why they are required will be duly explained
later. Both IPE-PC and IPE-OI are optional, while IPE-DC
is mandatory.

The philosophy of which IPE is required and which is
not follows the principles of modularity and fast processing
times. Obligatory IPEs transform or create completely new
data from existing, while optional IPEs change or correct
them.

Each subsystem will be explained in its own following
section.

2.2 Image Reduction

IPE-IR is the subsystem whose main goal is to correct addi-
tive and multiplicative errors, as described in Sect. 1.2.1.
It also uses algorithms used to correct these errors, also
described in the same section.

IPE-IR provides the user, or the pipeline, functionality
to create master dark images and master flat-field images.
There are several requirements for these images, which need
to be fulfilled beforehand. First, each image must have the
same exposure time; second, each must be taken at the same
CCD temperature. Finally, each image must have the same
dimensions. IPE-IR checks for these basic requirements, and
if they are fulfilled, it creates themaster frame.Master images
can be created either by using the mean or median of the
pixels. If the mean is chosen, IPE-IR takes a pixel at the
same position in all the calibration frames used to produce
a master frame, putting their average at that position in the
newly created master frame. The process is analogical to
the median. Master flat-field images need to be normalised
beforehand.

123



Arabian Journal for Science and Engineering (2023) 48:10589–10604 10597

Master frame by using mean is produced as:

Mavg =
⎛

⎜⎝
avg(

∑N
i=1 pixi,1,1) · · · avg(∑N

i=1 pixi,1,y)
...

. . .
...

avg(
∑N

i=1 pixi,x,1) · · · avg(∑N
i=1 pixi,x,y)

⎞

⎟⎠ , (22)

where N is the number of calibration frames.
And master frame produced by median:

Mmed =
⎛

⎜⎝
med(pixi,1,1) · · · med(pixi,1,y)

...
. . .

...

med(pixi,x,1) · · · med(pixi,x,y)

⎞

⎟⎠ , (23)

where i denotes an image in the calibration series.
Additionally, IPE-IR also contains the capability to sub-

tract, divide, and sum FITS frames. This is required not only
for master frame creation but also for cleaning raw astro-
nomical images of space debris (also called light frames, as
opposed to calibration frames). As mentioned in Sect. 1.2.1,
an image is cleaned from additive and multiplicative errors
by subtracting or dividing it by calibration/master frames.
IPE-IR has, therefore, twomodes—creation ofmaster frames
and cleaning of raw frames. The first case requires a directory
containing FITS calibration images as an input. The second
use requires a directory of FITS raw light frames, a path to
a master frame, and a parameter instructing IPE-IR which
correction needs to be done.

Figure 5 depicts examples of master dark and master flat-
field images created by IPE-IR. The calibration frames were
taken by AGO70. Note the prominent halo in the master flat-
field frame created by a dust particle.

Master bias frames are not created because dark currents
corrected by master dark frames also contain the bias signal.

The output of this IPE is either a master frame, or light
frames cleaned of additive, or multiplicative, or both types
of errors.

2.3 Background Extraction

The product of the previous IPE (a cleaned raw frame), or
a completely raw light frame, can be passed as the input of
IPE-BE. It is responsible for estimating and extracting the
background of an image.

Description of this problem along with some of the algo-
rithms which are used to solve it is listed in Sect. 1.2.2.

IPS implementation of IPE-BE uses a subsequent (itera-
tive) sigma clipping algorithm to create a background map.
An example of such a map can be seen in Fig. 6.

IPE-BE allows the user to select how many iterations of
sigma clipping are to be applied. Usually, the parameter is set
to 5 iterations. The kernel used to convolve the image before

Fig. 5 Example master dark frame and master flat-field frame gener-
ated by the IPE-IR. The calibration images from which the master was
created were taken by AGO70

Fig. 6 Example of an extracted background from a raw image

sigma clipping is 15 × 15 Gaussian. The size of the kernel
can also be changed.

“Pre-processing” of the frame before the sigma clipping
contains resizing the image to 10% of its size, returning it to
its original size, applying a median filter with 15×15 kernel
size, and finally, convolved by the Gaussian filter.

IPE-BE only creates the background map. It does not pro-
vide the functionality to subtract the map from the image.
Users can do that manually by using many tools, such as
AstroImageJ. IPS handles it by using the subtract function
of IPE-IR.

The backgroundmap is saved as a FITS frame on the disk.

2.4 Objects Search and Centroiding

Segmentation (as discussed in Sect. 1.2.3) in IPS is arguably
one of themost important IPEs. Similarly to algorithmsmen-
tioned in Sect. 1.2.3, IPE-SC’s main goal is to find and
“extract” light sources in frames. The focus of previous IPEs
was to clean the image as much as possible before it was seg-
mented. IPE-IR removed noise that could be falsely classified
as objects, and IPE-BE removed background to help identify
faint light sources. If both of these IPEs were skipped, the
results of IPE-SC would be objectively worse. During the
routine use of IPS, it was found that IPE-BE’s benefits out-
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Fig. 7 Example of contour matching. Algorithm is set to a sensitive
setting in order to find even faint contours. Each red point in the image
represents the centre of a contour

weigh its costs and its execution in IPS is recommended each
time.

Thefirst step in IPE-SC is tofind all contourswhich exceed
a set threshold. These are potential light sources. See Fig. 7
for visualisation.

Each red point in the image represents a potential object.
Note the long, bright streaks in the upper part of the image—
there are only a few red points on them, signalling that
the contour algorithm is sensitive enough to find multiple
contours even on such bright objects. The contour match-
ing algorithm is from the scikit-image package of the SciPy
library, and they are quantified using ASTRiDE library [11].
The most important property of the contours is their centre,
defined by pixel coordinates on both axes X and Y .

In order to properly extract valuable information about
each light source, IPE-SC needs to use apertures. In the
context of IPS, apertures are either squares or rectangles
(depending on the user’s setting). For example, in the context
of Fig. 7, apertures are rectangles because it needs to capture
streaks. Therefore, an aperture is defined by height h, weight
w, and angle θ .

The next step of IPE-SC is putting an aperture on each
possible object, i.e. now marked, just like the red points
in Fig. 7. In the case of a sensitive contour matching algo-
rithm, performance slightly suffers because the next step is
the touch-down part of the IPE-SC when every aperture is
iterativelymoved in the direction of themost intensive pixels.
It is almost guaranteed that after the end of this process, many
apertures overlap. IPE-SC keeps only one. The touch-down
algorithm is considered a centroiding algorithm. Finding the
COG of an object is discussed in Sect. 1.2.3 (Fig. 8).

Properties extracted by IPE-SC are as follows:

• cent.x—position of the object’s centroid on the X -axis,
• cent.y—position of the object’s centroid on the Y -axis,

Fig. 8 Apertures fitted to objects are red rectangles. Note that the same
aperture is also fitted to point light sources

• snr—SNR of the object,
• iter—number of iterations of the touch-down algorithm,
• sum—total intensity of the object,
• mean—mean,
• var—variance,
• std—standard deviation of the pixels representing the
object,

• skew—skewness of the object’s profile,
• kurt—kurtosis of the object’s profile,
• bckg—aperture’s background value.

IPE-SChas the option to put these properties into a TSVor
a JSON format. Each frame has its own text file. TSVs have
the properties described above in columns, while each row
represents one object from the frame. JSON is in a standard-
valid array with JSON objects for each segmented object and
properties as JSON properties.

There is no need to pass images further at this point in the
pipeline. From now until the last IPE, IPS passes data via
text files, either TSVs or JSONs, with some exceptions.

2.5 Astrometric Reduction

The problem of astrometric reduction is not a trivial one (see
Sect. 1.2.4). While it is completely possible to create custom
formulas to translate between frame-relative coordinates and
celestial coordinates, it is more time and cost-efficient to use
a robust, existing solution.

IPE-AR is nothing more than a thin wrapper on the CLI
version of the A.NET procedures, namely the solve-field file.
The wrapper accepts the output of IPE-SC as input, taking x
and y values of each segmented light source. A.NET authors
recommend sorting the light sources according to their mag-
nitude/intensity. Brighter objects are more easily identified
and should be at the top. IPE-AR sorts the entries, puts them
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into the recommended binary file, and passes that file into
the solve-field procedure. There is also possible to input
some additional information to the solve-field procedure to
improve processing time—such as pixel size or initial guess.
See [5] for all possible parameters.

After A.NET successfully finishes the reduction, it pro-
duces several files containing the sought information. The
most important for IPE-AR is the binary output.wcs, which
contains celestial coordinates in the same order as were
the frame-relative coordinates. The form of the file is two
columns of many rows. First column stands for right ascen-
sion (α, RA); second stands for declination (δ,DEC). IPE-AR
pairs the frame-relative coordinates with the celestial coor-
dinates and enriches the text file produced by IPE-SC.

If the text file was TSV format, the RA/DEC coordinates
are appended as two last columns. If the text file was JSON
format, they are added according to the JSON standard to
each object they belong to.

An additional output of IPE-AR is the astrometric error of
the reduction displayed as console output. Properties describ-
ing the astrometric error are:

• astrometric root-mean-square (RMS) [arc-seconds],
• astrometric RA RMS [arc-seconds],
• astrometric DEC RMS [arc-seconds].

2.6 Masking

IPE-MR does not produce masks as they are described in
Sect. 1.2.5. IPE-SC removes the need for images to flow
between each IPE, as it produces text files with all the
required information fromeach frame in the series. Neverthe-
less, IPE-MR does the same as masking solutions introduced
in Sect. 1.2.5.

IPE-MR algorithm needs to be appropriately changed to
reflect that it works with text files. At this point, frame-
relative coordinates in the text files are secondary, the
important ones being the celestial coordinates RA and DEC.

By nature of celestial coordinates, stars between frames
in series have the same celestial coordinates. If there is a star
A in frame 1 with coordinates of 240◦ RA and 30◦ DEC,
and a star B in frame 5 with coordinates of 240◦ RA and 30◦
DEC, it is with 100% certainty that both of these objects are
one star. However, the problem of correlating objects with
each other and finding the location of a star throughout the
series can be computationally expensive. Additionally,minor
deviations (for the AGO70 camera in arc-seconds) between
locations also do not mean that the considered objects belong
to separate stars. A threshold must be introduced (also to
mitigate decimal representation in computers).

The algorithm is as follows:

1. Low-intensity objects are removedfirst (withADUbelow
100).

2. Objects are sorted by RA, to effectively remove this axis
from consideration while iterating over the objects and
considering if they belong to the same celestial object or
not.

3. Then, an object at index i and object at index i + 1 are
compared.

4. If their angular distance (see Sect. 1.2.7) is less than the
pre-determined threshold (6 arc-seconds in the case of
AGO70), both objects are marked as the same object.

5. Then, the object at position i + 2 is considered. If its
position is also similar enough to the object at position i ,
it is considered to belong to the tuple constructed in the
previous step. If its position is too far, position i changes
to i + 2, and this object is compared to the next one.

6. Repeat steps 3–5 until there are no more objects left.

Objects found by the algorithm described above are
removed from the text file that is passed between the IPEs at
this point. This is because they are considered stars and are
redundant at this point. Moreover, they would increase com-
putation time and could introduce false positives in IPE-TB
in the next step.

The output of this IPE is the input file with fewer objects
than at the beginning.

Percentage of the stars removed and additional informa-
tion about IPE-MR can also be found in [21,22].

2.7 Tracklet Building

Tracklet building is the process of correlating objects from
separate frames in the series with each other. Discussion
about the problem of tracklets can be found in Sect. 1.2.6.

Due to the instrumentation of observations coming into the
IPS (discussed in Sect. 1.3—specifically the relatively small
FOV of the camera), IPE-TB needs to be able to handle only
objects which adhere to linear motion. While simplifying
the problem is welcome, IPE-TB can also handle objects on
curved trajectories.

The process of how objects are correlated and a tracklet of
the space debris observations beginswith pairing every object
from the first data file in the series with every object from
the second data file in the series. This process creates tuples:
(oi,1, oi,2), where i is the index number of the object in the
frame. IPE-TB correlates objects according to their position
and other parameters described later. If position is consid-
ered, the definition of objects in the tuples can be rewritten
as: (oi (α, δ, 1), o j (α, δ, 2)), where j is the index number of
the object in the data file, same as i . Every object’s pairing
ensures a guaranteed tuple that contains two observations of
the sought space debris object.
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The rest of the algorithm consists of finding the remain-
ing observations. The first parameter important in finding the
next observation of space debris is distance from an imagi-
nary line li,1, j,2 such that oi (α, δ, 1) ∧ o j (α, δ, 2) ∈ li,1, j,2.
Distance from the line can be flexible and is determined by
a threshold Dl which can be changed freely. If the object
fulfils the following equation, it is kept and considered to be,
possibly, valid:

Dl <
|aα0 + bδ0 + c|√

a2 + b2
, (24)

which is the standard Euclidean distance formula for a line
given by:

ax0 + by0 + c = 0. (25)

As discussed previously, celestial coordinates and frame-
relative coordinates are interchangeable in observations per-
formed by AGO70.

For objects which fulfil Eq. 24, there are few other condi-
tions to be met.

IPS calculates baseline values for each tuple (oi (α, δ, 1),
o j (α, δ, 2)): baseline apparent angular velocity ωo1,o2 and
baseline position angle PAo1,o2 . For observations belonging
to the same object, it is safe to assume that apparent angular
velocity and position angle do not change. Therefore, to find
the next observation that would belong to the tuple, its appar-
ent angular velocity ωon−1,on and position angle PAon−1,on ,
where n is the number of an image in the series, must be
below a pre-determined threshold. The threshold changes
according to the type of observed object.

Considering 30 light sources in the first and the second
data file in the series, the number of tuples is 900. Out of
those, only two contain observations of real objects. It is
with 100% certainty that some of the noise tuples will have
assigned more objects to them.

After processing the last data file from the series and
considering the previous example with 900 tuples, IPE-TB
contains 900 tracklets. The vast majority of them have a
length of 2. Some are longer than that, but the real object’s
tracklet should be the longest. However, if the parameters are
loose enough, there is also a possibility that more than one
object from a data file was considered valid. Sorting them
according to their difference from the baseline values seems
the best approach. Those closest to the baseline values are
on the top of the list. Figure9 displays this “two-dimensional
tracklet”.

Only the most probable objects in the tracklet are used to
produce a tracklet file which is the output of this IPE. The
rest of them are discarded.

Selecting these parameters during the design process of
IPE-TB proved to be useful even though the main goal

Fig. 9 An example of a tracklet. Objects in the first row are those which
were classified as having the highest probability to belong to the initial
tuple

was to segment straight lines. It is also possible to find
curvedobjects alonghundreds of observations by setting high
enough thresholds.

The output of this IPE is a text file with no standardised
format. It contains a head andabodypart.While thehead con-
tains metadata about the series and the tracklet, data contain
objects from the tracklet—their position in both coordinate
systems, timestamp, magnitude, and others. For more infor-
mation about IPE-TB, see [21,22].

2.8 Post-processing

Post-processing is responsible for correcting the data with
known coefficients if applicable. Within IPS, two different
corrections, epoch bias and annual aberration, were applied.
Epoch bias is the bias in the time tag determined by compar-
ing observed data with ground-truth positions obtained for
calibration objects (see Sect. 3.1). Epoch bias can be stable
over a longer period of time and is different for a given sensor
[23]. For example, for AGO70, it has been identified during
observation years 2018–2019 that the epoch bias had a value
of tb = 67.7 ms ± 6.8 ms. Once tb is identified, it can be
applied to the observations by applying the simple formula:

tc = tm + tb (26)

where tm is the measured time present in the FITS header
and tc is the corrected time reported in the final output data.

Annual aberration is an apparent displacement of the stars
(or non-Earth bounding space object) by the observer on
Earth due to the Earth’s motion around the Sun. The light
velocity vector from the star adds to the Earth’smotion veloc-
ity vector, resulting in an apparent change of star position up
to 20.5 arc-min. Annual aberration is usually automatically
applied within the astrometric reduction processes, such as
the one used in Astrometry.net. However, this effect should
not be applied to objects on geocentric orbits and therefore
needs to be removed from the solutions obtained from the
Astrometry.net engine. How to apply the annual aberration
to the astrometric measurements can be found in [24].
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2.9 Objects Identification

IPE-OI serves to confirm whether the observed object corre-
sponds to the planned observations. On the other hand, it can
also serve as accurate identification in the case of performing
surveys of the sky.

Object identification is a straightforward problem with
little room for innovation (see Sect. 1.2.7). The task consists
of calculating angular distance, apparent angular velocity,
and position angle for both a tracklet and a catalogue object
and evaluating if they are similar enough. IPE-OI uses SatEph
[25] for majority of calculations.

The algorithm is as follows:

1. Angular velocity of the tracklet is calculated by taking
the first and the last object from the tracklet. For example,
the angular velocity of the catalogue object is calculated
by using SatEph and TLE catalogue.

2. Position angle of the tracklet is calculated in a similar
manner to the angular velocity. Analogically for the TLE
catalogue.

3. Angular position between tracklet and the TLE catalogue
is calculated.

Equations for all three stepsmentioned above can be found
in Sect. 1.2.7. Obviously, the TLE catalogue contains many
objects. Iterating over them and calculating the three proper-
ties for each is a must.

IPE-OI threshold for considering if the object matches is
as follows:

• 5 arc-seconds for angular velocity,
• 10◦ for position angle,
• 360 arc-seconds for angular position.

2.10 Data Conversion

This IPE does not contain any algorithms or calculations.
The main goal is to reformat the tracklet produced by IPE-
TB into several standards accepted by international agencies
to contribute to the effort of tracking space debris.

Among these formats there are:

• IAU Minor Planet Center format (MPC) [26],
• CCSDS Tracking Data Message format (TDM) [27].

2.11 Interfaces andMaster Script

An overarching piece of software needs to exist that would
accept initial input data and pass output data from one IPE
to the next to ensure that IPS can be used as one applica-
tion/system. While it is still possible to execute each IPE
on its own and have the user maintain data validity within

the IPS’ each step, having a different solution that does it
saves time (by leaving out the human factor), provides more
flexibility concerning execution options, and also improves
the quality of life for users, who now have to only run one
script, instead of 10. Some IPEs also require numerous input
parameters that can change from one processing to another.

The solution to the listed problems is creating a script
that would call IPEs in the proper order, format outputs of
one IPE into the input of another, and catch any problems
that might unexpectedly happen during runtime. This would
ensure that the user would not have to call each IPE in a
console window with numerous input parameters, possibly
reformatting the data. Such script could also have a configu-
ration file that would store all values for the parameters and
read it itself during execution. The script’s performance is not
critical because the heavy algorithmic workload is delegated
to each IPE, optimised during its development. Furthermore,
the performance of copying andmoving of files (input/output
data of the IPEs) is most dependent on hardware; therefore,
potentially limiting factor of Python being used for the script
and an interpreted language is irrelevant.

The script in IPS is called Master Script (IPS-MS).
IPS-MS benefits are most visible when performing obser-

vations of LEO objects, for example, during an observation
campaign with Graz SLR. Selected LEO objects with high
apparent velocities and short observation windows were
observed by AGO70, processed by IPS-MS, and the results
were sent to the Graz SLR. They parsed the results provided
by AGO in real time and used them to target the space debris
object and track it.

IPS-MS is still a console application at its core but has
three modes:

1. Console mode,
2. User interface (UI) mode,
3. Fast mode.

The console mode is deprecated. A user had to provide
every required parameter as text input into a console window.
This means that every path to a file, for example, a master
dark image generated previously, had to be copied and pasted
into the console window.

The UI mode uses EasyGUI library [28] to provide the
user running IPS-MSwith pop-up dialogs containing options
at each step of the IPS, significantly reducing the labour
required by the console mode. Choosing a file from the
example in the previous paragraph is in this mode done by
displaying a file dialog, clicking on the file and confirming.
Instead of typing “y” or “n” to the question if an IPE should
run is done by a dialog asking the user the same question.
The possibility of using the keyboard is preserved, but mouse
control is possible in this mode too. Inputs needed from the
user are a subset of all the parameters in the configuration
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file. However, parameters provided by the user take priority
over those in the configuration file in this mode.

Lastly, the fast mode is entirely autonomous. It only uses
the configurationfile—therefore, every possible input param-
etermust be listed inside it. Thismodewas done for real-time
LEO object observations processing. Moreover, it does not
perform IPE-IR, and it times its execution.

Referring to Fig. 4, IPS-MS in fast mode performs IPEs
in this order: IPE-BE, IPE-SC, IPE-AR, IPE-TB, IPE-PC,
IPE-OI, IPE-DC.

IPS-MSmakes heavy use of the subprocess Python library
for spawning applicable IPEs as subprocesses and overseeing
their execution. For IPEs such as IPE-SC and IPE-TB, if
the mode supports it (typically UI mode), it allows the user
repeated execution of the IPE—in the case that the results
(which are also displayed by IPS-MS) are unsatisfactory.

Every partial result of the IPS—the result of each IPE—
is saved into an appropriately named folder. This simplifies
the debugging process and allows users to determine if the
processing was of high enough quality.

The older version of IPS-MS used TSV file format after
IPE-SC. The newer version uses JSON files, even though
TSV files are still supported.

3 Validation

Two different types of data, astrometric positions, and pho-
tometric measurements are of focus to validate the IPS. For
astrometry purposes, the object’s relative positions on the
sky are extracted. Those data are used for orbit determina-
tion (OD) and orbit improvement (OI) [29] and should help
to maintain the catalogue of space objects for the close con-
junction analysis [30]. Astrometric positions can be validated
by observing objects with high accuracy predictions, which
ephemerides—calculated positions on the celestial sphere for
a specific time—are accurate below arc-seconds. Such data
can be considered the ground truth.

For photometry purposes, acquired are photometric data
to be used for space object’s characterization [31] and atti-
tude state estimation [32]. As a baseline to assess the quality
of the photometry data provided by IPS the established astro-
nomical tool AstroImageJ [18] was used.

3.1 Astrometry Validation

For astrometry validation, there are applicable two types of
object groups: the so-called Global Navigation Satellite Sys-
tems (GNSS) and geodetic satellites situated on LEO/MEO,
used for scientific purposes [33]. GNSS satellites are on high
orbits with a mean altitude of around 23,000km above the
earth’s surface. Their angular velocities are in order of tens of
arc-sec/sec. Observations of GNSS with AGO70 are created

Fig. 10 GNSSobject isGALILEO6 (262) (object ID14050B) acquired
with C filter and exposure = 0.2 s. LEO object is SL-8 R/B (object ID
78053B) acquired with C filter and exposure = 0.1 s

FITS frames containing slightly elongated stars. For geodetic
satellites, the apparent angular velocities are higher, order of
a few tenths of degree/sec. This results in frames with stars
being strongly elongated and with a relatively low number of
stars with sufficient signal-to-noise ratio (SNR) to be used for
further processing. Examples of frames acquired for GNSS
and LEO objects are plotted in Fig. 10, objects are marked
by the red square, while other objects on the frames are stars.

IPS performance can be validated by comparing mea-
surements of calibration targets, GNSS and LEO geodetic
satellites to the data published for these objects in Consoli-
dated Prediction Format (CPF) provided by the International
Laser Ranging Service (ILRS) [33]. This is done by our inter-
nal Data Validation System (DVS) software [34]. The basic
principle of DVS is to calculate the ephemerides by using
available CPF predictions; these are the ground truth posi-
tions (C-calculated), which are then compared to the angular
measurements acquiredbyAGO70 (O-observed).Byvarying
observation time, e.g.within an interval of -100ms to 100ms,
we search for the smallest observed-minus-calculated (O–
C) residuals represented by the root-mean-square (RMS).
Once the minimum RMS is found, DVS estimates the total
astrometric accuracy of themeasurements. For theSSTappli-
cation, the aim is to reach RMS around 1–2 arc-sec [23].
Additionally, the minimum RMS also provides information
about the system’s epoch bias, independent of the IPS.

As seen in Fig. 10, astrometry of LEO objects is much
more challenging than astrometry of objects on higher orbits
such as GNSS. This is because the stars are more elongated,
which leads to a more significant centroid estimation error,
as well the number of stars is much smaller, which means
fewer stars are available for the astrometric reduction. There-
fore, we will demonstrate the IPS astrometric accuracy only
on the LEO series in the next example. The result of the
epoch bias analysis using LEO satellite Starlette (object ID
75010A,mean altitude of 956km)observedduringnight 30th
ofMarch2021with theAGO70 telescope is plotted inFig. 11.
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Fig. 11 Results of the internal Data Validation Suite (DVS) for object
Starlette (object ID 75010A) observed by AGO70 during night 30th of
March 2021

The object was used to identify the epoch bias, which was—
according to DVS—around 62.0 ms and for this value, the
RMS error was 1.8 arc-sec. The obtained epoch bias and
astrometric accuracy values are fully consistent with the val-
ues obtained in the past by the AGO70 telescope but using
a different tool applied only to GNSS orbits [16]. The astro-
metric data were further validated during orbit determination
analysis performed in [34].

3.2 Photometry Validation

The IPS should be used for the automated processing of light
curves acquired by the AGO70 system. To validate its quality
performance, several different photometric series with IPS,
as well with the reference tool AIJ [33], were processed. An
example of the photometric series processedby the IPScanbe
seen in Fig. 12. It shows a light curve of Ariane 5 upper stage
(object ID 19034C) observed by AGO70 on the night of 10th
of March 2022. There are three types of information plot-
ted in Fig. 12: instrumental magnitudes extracted by using
AIJ [mag]; instrumental magnitudes extracted by using IPS
[mag]; and their difference Res[mag]. One can see a small
discrepancy between results obtained by IPS and AIJ. This is
caused by the different types of apertures used during pixel
intensity extraction.While AIJ uses a circular aperture with a
diameter of 8 pixels, IPS uses a square aperture with a length
of 8 pixels. This leads to a slightly different total area covered
by the aperture, namely 201 square pixels compared to 256
square pixels, respectively, and covering different areas of
the object’s pixels compared to background pixels. The total
RMS betweenAIJ and IPSwas 0.02mag for the instrumental
brightness, an acceptable value for an object with brightness
variation two orders larger than the RMS.

Fig. 12 Top: Light curve of object Ariane 5 upper stage (object ID
19034C) observed by AGO70 during the night 10th of March 2022 by
using 1.0-s exposure and clear photometric filter. Data processed by
AstroImageJ (black squares) and by IPS (red crosses)

4 Conclusions

This work presents novel solution—the Image Processing
System, which is used for the reduction of data acquired for
space debris objects situated on low-Earth orbits. This soft-
ware is deployed at Comenius University’s telescope and is
the first system in Slovakia capable of observing and pro-
cessing any type of space debris with mean altitudes above
the Earth’s surface higher than 550km.

Our proposed and implemented solution considers every
step required for gaining scientific output from raw data by
using state-of-the-art and own experimental algorithms. The
proposed the solution efficiently connects each processing
step securing that relevant outputs from one step are used as
input for the successive step. This makes the system user-
friendly and capable of processing observations in real time.

The system was validated using real observations and
common calibration objects from the astronomical com-
munity. Additionally, external experts validated the system
during orbital determination analysis.

Funding Funding was provided by ESA Contract No. 4000136672/21/
NL/SC “Validation of re-entry models by using real optical measure-
ments obtained by AMOS global network (Amos-Reentry)”. (Grant
Number 4000136672/21/NL/SC).
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21. Krajčovič, S.; Durikovič, R.; Šilha, J.: Selected modules from the
Slovak Image Processing Pipeline for space debris and near earth
objects observations and research. In: 2019 23rd International Con-
ference Information Visualisation (IV), pp. 112–117. IEEE (2019)
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