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Abstract
Due to the high performance of machine learning (ML) methods in different disciplines, these methods have been used
frequently in various sports fields, especially in the last decade. Researchers have used ML algorithms in football on various
subjects such as match result prediction, estimation of factors affecting match results, prediction of league standings, and
analysis of the performances of football players. However, there has not been enough work on determining the position
of the football player, which is one of the leading problems for coaches in football. Therefore, this study aims to classify
footballer positions employing a stacked ensemble ML model using the FIFA’19 game dataset. To achieve this aim, a two-
stage application is followed. In the first stage, 10 features are selected using four different feature selection algorithms. In
the second stage, Deep Neural Networks, Random Forest, and Gradient Boosting were used as single-based algorithms, and
Logistic Regression was employed as a meta-learner in the stacked model. The results show that the combination of the
Chi-square feature selection technique and the stacked-based ensemble learning model yielded the best accuracy (83.9%).
The findings emphasize the validity and robustness of our stacked ensemble learning model to determine the positions of
footballers.

Keywords Footballer position classification · Meta-learner · Ensemble learning · Feature selection · Chi-square

1 Introduction

The use of artificial intelligence (AI) has significantly
increased in sports science, especially in football, volleyball,
basketball, etc. EmployingAI algorithms in sport science has
become important for managers in terms of analyzing data
about players and many more features. Moreover, the suc-
cess of machine learning (ML) algorithms in sports science
has caused to an increase in its interest for use in different
sports fields. Thus, many sports clubs have focused on using
ML algorithms to obtain robust and reliable statistical infor-
mation about the players, tactical struggles, predictions, and
more.

Today, analysis and evaluation studies are carried out with
AI and ML in almost all types of sports. There are various
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types of studies in sports science that have been proposed
for different purposes. Tümer and Koçer [1] use Artificial
Neural Networks (ANNs) to predict team rankings in a vol-
leyball league. A different study proposed by [2] employed
k-nearest neighbor (kNN), Logistic Regression (LR), Multi-
layer Perceptron (MP), Naive Bayes (NB), j48, and Voting
ML algorithms to predict basketball league match results.
The Decision Tree (DT) algorithm is also employed to pre-
dict passing and attacking games in American football in the
National Football League [3]. However, it should be noted
that football is one of the most popular sports in the world.
Therefore, this study aims to analyze the data relating to foot-
ball.

To illustrate the theoretical framework of our study, the
rest of this section provides information about the research
problem, aim & objectives. It also gives criticism on the
theories developed by other researchers. Footballers mostly
play in certain positions on the football pitch based on their
abilities, but their positions can be changed by the coach
if necessary. Moreover, many people start playing football
as amateur players. If the coaches determine the positions
of the amateur players appropriately based on their talents,
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these players can be professionals in their positions. How-
ever, determining the appropriate position of a football player
is not an easy task in football. In general, coaches determine
football players’ positions using their observations and expe-
riences [4]. However, it cannot be considered as an effective
way to determine football players’ positions which is the
research problem of our study. Instead, ML algorithms can
be effectively employed in the determination of footballers’
positions. Thus, the study aims to classify footballers based
onML algorithms. In the literature, limited studies have been
proposed in the determination of footballers’ positions using
ML algorithms.

In a study focusing on player position estimation, case-
based reasoning (CBR) was used together with the kNN, and
an accuracy rate of 97% was obtained using 36 case data [5].
In another study, a framework that performs position estima-
tion on 100 football players’ data was created by grouping
the physical, mental, and technical abilities of the football
players. Results from the classification experiments using
Bayesian Networks, DT, and kNN have shown an average of
98% accuracy [4]. Apart from these, different football player
position estimation study apart from these could not be found
in the literature, to the best of the authors’ knowledge. These
studies have some limitations. The first limitation observed
is that these studies are conducted on a limited amount of
data. For this reason, we aim to classify football players’
positions using The Federation Internationale de Football
Association (FIFA) dataset. It is not an easy task to obtain
actual data that will be used to categorize their positions on
a football pitch, and so the FIFA’19 video game dataset is
used in this study. FIFA is one of the most important football
games in the world and constantly updates football player
data. Additionally, the use of the FIFA dataset is important
in terms of showing the potentials of ML in the classification
of footballer positions. The second limitation is that the stud-
ies presented above employed uncommon ML algorithms in
the classification process. In this sense, a case study could
be carried out to determine the appropriate ML algorithms
to be used in the studies. In our study, the employed ML
algorithms are determined as a result of a case study, and
the background of these algorithms is presented in Sect. 2.3
in detail. The final limitation of these studies is that feature
selection techniques could be used with ML algorithms to
obtain a better statistical performance in the classification
problem. The objectives of this study are presented below
with bullet points based on the limitations of the previous
studies [4,5] and the aim of our study.

1. To determine the optimal subsets obtained through the
employed different feature selection methods.

2. To predict player positions using single-based models
including Deep Neural Network (DNN), Random Forest

(RF), Gradient Boosting (GB) (the obtained subsets are
used separately).

3. To predict player positions using a heterogeneous stacked
ensemble model (SEM) (the obtained subsets are used
separately).

4. To compare the performance of the base models and the
proposedheterogeneousSEMin termsof accuracy, confu-
sion matrix, and receiver operating characteristic (ROC).

As can be understood from the objectives presented above,
the main aim of this study is to determine footballers’
positions, creating a new hybrid stacked ensemble learn-
ing model. The combination of feature selection and stacked
model creates the hybridmodel. Feature selection techniques
reduce overfitting, improve the model accuracy, and reduce
analysis time in the classification/prediction problems. Four
different statistical feature selection techniques (Informa-
tion Gain, Gain Ratio, RelifF, Chi-square) have been used
to determine the most appropriate technique. Detailed infor-
mation on the used feature selection approach is presented
in Sect. 2.2. On the other hand, a SEM combines the pre-
dictions from more than one single-based machine learning
algorithm on the same dataset. The combination makes it
stronger compared to single-based algorithms. Thus, in our
study, the stacked approachwas preferred in the classification
of footballers’ positions. Random Forest, Gradient Boost-
ing, and Deep Neural Networks algorithms were employed
in this stacked model as single-based algorithms. The cre-
ation of a new stacked model is the main contribution to this
study. A detailed description of the SEM and the employed
single-based algorithms in the creation of the proposed
stacked model is given in Sect. 2.3. Additionally, the perfor-
mance comparisonof the employedRandomForest,Gradient
Boosting, and Deep Neural Networks in the footballer posi-
tioning based on statistical metrics is another contribution of
this study. Moreover, determining the optimal feature selec-
tion technique to improve the performance of the employed
algorithms in the positioning footballer is the final contribu-
tion in this study.

The structure of this paper is organized as follows. In
Sect. 2, the proposed models are explained. In Sect. 3, the
results obtained from these models are explained and dis-
cussed. In Sect. 4, the contribution of the study and future
studies are presented.

2 Proposed Stacked Ensemble Machine
LearningModel

In recent years, the increasing complexity and difficulty
of real-world problems have led to the need for more
reliable models, algorithms, optimization techniques, and
meta-heuristic optimization algorithms [6]. Thus, various
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meta-heuristic optimization algorithms [7–10], meta-learner
models (ensemble), transfer learning studies [11], feature
selection studies [12–14], and fine-tuning studies [15] have
been carried out to produce reliable models. Addition-
ally, a new meta-learner model (stacked ensemble learning
model) is created for positioning footballers in this study.
SEMs have been used in different fields, especially in recent
years, and have achieved high performance. The analysis of
football data with these models also offers various opportu-
nities to both researchers, sports managers, and sports fans.
Researchers can achieve higher performance by researching
ensemble models, which may or may not have been carried
out before. Football managers can achieve successful results
in different lanes with the results of these models. For exam-
ple, the football player position estimation performed in this
study can predict the possible different positions of a foot-
ball player and allow the setup in the game to be changed
dynamically. Similarly, higher-performance predictions can
bemade by applying thesemodels to predict league rankings.
Managers can build their transfer policies on this. Betting
companies can set the betting rateswith the high performance
of these models, or game companies can make the characters
in the games learn with these models. As huge amounts of
data flow in football, it has become a necessity to test the
performances of ensemble models on these data. The model
proposed in this study is presented as an answer to one of
these needs. Therefore, as highlighted in Sect. 1, this study
proposed a new hybrid stacked ensemble learning approach
for the classification of footballers’ positions.

The general methodology of our study is illustrated in
Fig. 1 including three main stages. The first stage is data pre-
processing which includes two parts. They are data cleaning
(see Sect. 2.1) and feature selection (see Sect. 2.2). Data
are split as the training (80%) and test set (20%) after the
data cleaning and feature selection parts are completed. The
second stage is related to the creation of the employed mod-
els. The single-based algorithms and the SEM are created
for positioning footballers (see Sect. 2.3). 10-fold cross-
validation is used for the evaluation of the proposed models.
Finally, in the third stage, scoring metrics are presented to
evaluate the performances of the employed algorithms (see
Sect. 2.3.5). A detailed presentation about these three stages
is given in the rest of this section.

2.1 Dataset and Data Pre-processing

The FIFA 2019 data1 was used in the study. This dataset
consists of 89 columns and 18,207 rows. In the data
pre-processing process, initially, redundant features were
removed from the dataset such as “id,”“name,”“photo,”
“flag,”“club logo,” etc. Secondly, the Goalkeeper (GK) fea-

1 https://www.kaggle.com/karangadiya/fifa19.

Table 1 Position-class transformation

Position Class Position Class Position Class

ST 3 CAM 2 R2 2

CF 3 RM 2 RB 1

LW 3 CM 2 CB 1

RW 3 LM 2 LB 1

RS 3 CDM 2 LWB 1

LS 3 LAM 2 RWB 1

RF 3 LDM 2 L1 1

LF 3 RDM 2 R1 1

L2 2 RAM 2 3B 1

ture was also removed from the dataset. The reason behind
not using of GK feature is that this study aims to classify the
defender, midfielder, and forward player features. Another
reason for removing the GKs from the data set is to increase
the reliability of the study. In otherwords, theGKcharacteris-
tics are considerably different from the characteristics of the
defender,midfielder, and striker features. Thismakes it easier
for the model to learn this position and affects the reliability
of the model. Thirdly, rows related to GKs were removed
from the dataset. Fourthly, rows that include missing/blank
values were also excluded from the dataset. The last step of
the data pre-processing is normalization. In this step, the posi-
tion data (which is the output data) were reduced to 3 classes
according to the in-field layout as defender, midfielder, and
striker. Figure 2 illustrates the sample on-site layout and posi-
tions. The meanings of the positions are presented in Fig. 2
are available at https://fifauteam.com/fifa-21-positions/. In
this figure, there are 3 main positions except GK. These
positions are “B” for “back,” “M” for “midfielder,” and “F”
for forward. Also, there is another information inside the
acronym of the word “R,” for “right,” “L” for “left,” and “C”
for “center.”

There are differences in the data set for all three positions,
including right, left, middle, and more different positions.
The positions and class conversion in the FIFA’19 dataset
are also presented in Table 1. After data normalization, the
dataset consists of 60 columns and 16,097 rows.

2.2 Feature Selection

Feature selection methods are embedded, wrapper, and
filter based. Filter-based selection methods are less time-
consuming compared to the others which is one of its impor-
tant advantages. Thus, the following filter-based feature
selection methods are used in this study, namely Information
Gain (IG), Gain Ratio, RelifF, and Chi-square. Information
Gain can be named as mutual information. It is used to
measure which feature in the dataset provides maximum
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Fig. 1 Proposed footballer position classification approach

Fig. 2 Sample on-site layout and positions
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information according to entropy [16]. Entropy plays an
important role in the calculation of Information Gain. For
each attribute in the data set, the Information Gain is calcu-
lated separately. However, it may not be an effective method
for features having a large number of distinct values. Thus,
the Gain Ratio is the modified version of the Information
Gain [16]. The Gain Ratio is measured for class to evaluate
a feature value. Also, it aims to reduce the bias of Infor-
mation Gain [17]. ReliefF is the modified version of Relief.
It finds one or more neighboring samples relating to each
class [18]. Chi-square is one of the well-known filter-based
feature selection methods for categorical features. The Chi-
square value is measured between the target and each feature
in terms of obtaining the top features [17]. It works on the sta-
tistical significance of the difference between the root node
and the child nodes. It is calculated by summing the squares
of the standardized differences between the observed and
expected frequencies of the target variable.

2.3 EmployedMachine Learning Algorithms

In this section, the algorithms used in the study are presented.
The parameters used in the implementation of the algorithms
and the structures of the models are explained. In addition,
explanations regarding the performance indicators used are
also given in this section. Python Programming Language in
Jupyter Platform is used in this study.

2.3.1 Deep Neural Network

In this study, the structure of the proposedDNNconsists of an
input, three hidden layers, and an output layer. According to
[19], a neural network can be accepted as aDNN if it includes
more than one hidden layer. Thus, more extensive relation-
ships are established from simple to complex data in DNN.
Each layer tries to establish a relationship between itself and
the previous layer. Thus, a more detailed examination of the
inputs ismade andmore accurate decisions aremade [20,21].
Different activation functions can be used when forming the
structure of DNN. These functions may vary according to the
type, structure, size, and model of the data. The activation
function determines the output that the cell will produce in
response to the input itself. A nonlinear function is usually
selected [22]. Thus, the proposed approach can be consid-
ered as a DNN because of the used number of hidden layers.
Figure 3 illustrates the structure of the proposed DNN. The
number of neurons for the hidden layer is 40, 20, and 10,
respectively. Also, the Sigmoid activation function has been
used in these hidden layers. Different numbers of epochs and
batch sizes have been tried to evaluate the DNN model for
the classification of footballer positions. The batch size is
determined as five in this model, and since the best accuracy

value without overfitting was obtained with 100 epochs, the
number of epochs was set as 100.

2.3.2 Random Forest

RF is a tree structure that is created using a large number of
DT and has branches according to randomly selected param-
eters [23]. It is also an effective bagging ensemble learning
algorithm. In the RF algorithm, each DT makes a class pre-
diction, and the results are aggregated by voting to determine
the class taking the most votes. The results of these unrelated
DTs can produce a prediction that is more accurate than any
of the individual predictions. In the employed RF algorithm,
the number of trees is set to 100, and the subsets are not split
when they are less than five.

2.3.3 Gradient Boosting

One of the effective boosting ensemble learning algorithms is
GB, and it can be applicable for regression and classification
problems [24]. The GB ensemble algorithm is constructed
using DTs. Ensemble GB algorithm consisting of sequen-
tially added DTs. Then, it trains weak learners by aiming to
minimize the loss function. In the employed GB ensemble
algorithm, the number of estimators is set to 100 while the
learning rate of the model is 0.1.

2.3.4 Stacked Ensemble Algorithm

Stacking is an ensemble learning approach created using
more than one ML algorithm. Two levels (level 0 and 1) are
used in any SEM. Single-based models are used in Level-
0. On the other hand, the meta-model is used in Level-1. In
level 1, predictions of based models obtained from Level-0
are combined through the meta-model. In other words, the
outputs of the based models are used as an input value for
the meta-model (Level-1). Then, the final classification or
regression score is obtained through the stacked ensemble
learning algorithm [25].

Stacking is based on the idea that instead of using trivial
functions (such as hard voting) to aggregate the predictions
of all predictors in an ensemble, it uses training a model to
perform this aggregation [26]. Figure 4 shows an example of
an ensemble performing a regression task on a new instance.
Eachof the (level-0) three predictors predicts a different value
(8.6, 8.2, and 8.0), and then, the final predictor (called ameta-
learner) takes these predictions as inputs and makes the final
prediction (8.4).

To train the stacking, a common approach is to use a hold-
out set. In this approach, first, the training set is split into
two subsets. The first subset is used to train the predictors
in the first layer. Next, the first layer’s predictors are used to
make predictions on the second (held-out) set. This ensures
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Fig. 3 Structure of the proposed DNN
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Fig. 4 Generation of predictions using a stacking predictor

that the predictions are “clean,” since the predictors never
saw these instances during training. For each instance in the
hold-out set, there are three predicted values. Then, a new
training set using these predicted values can be created as
input features (which makes this new training set 3D) while
keeping the target values. The model is trained on this new
training set, so it learns to predict the target value, given the
first layer’s predictions. It is possible to train several different
meta-learner this way (e.g., one using Linear Regression,
another using Random Forest Regression), to get a whole
layer of staking [26].

In this study, DNN, RF, and GB algorithms are used as
based models in Level-0. Then, the LR algorithm is used as
a meta-model in Level-1. It should be noted that a variety
of ML algorithms (AdaBoost, DNN) were initially used in
Level-1 to improve the performance of the stacked model as
much as possible. However, the best accuracy performance

was obtained through the LR, and so it is used in Level-1.
Moreover, Table 2 shows the mathematical notations of the
employed ML models.

2.3.5 Scoring Metrics

Accuracy, Precision, Sensitivity, F1-Score scoring metrics
are used in the evaluation of the employed algorithms. For-
mulas of the used scoring parameters are presented below
[27].

Accuracy = TP + TN

TP + TN + FP + FN
(1)

Precision = TN

TN + FP
(2)

Sensitivity(Recall) = TP

TP + FN
(3)
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Table 2 Mathematical notations
of the employed DNN, RF, GB,
and Stacked Learner

Model name Parameters

Deep Neural Network (DNN) Hidden layer number: 3

Activation function in hidden layers: Sigmoid

Batch size: 5

Number of epochs: 100

Random Forest (RF) Number of trees: 100

The subsets were not split when they are less than 5

Gradient Boosting (GB) The number of estimators: 100

The learning rate of the model: 0.1

Stacked Learner Level 0 The parameters used in DNN,

(DNN, RF, GB) RF and GB are used in level 0.

Level 1 Penalty: L2 (ridge regression)

(Logistic regression) Random state: 0

Maximum number of iterations: 100

F1 − Score = 2 ∗ precision ∗ recall

precision + recall
(4)

where TN: True Negative, TP: True Positive, FN: False Neg-
ative, FP: False Positive.

Accuracy measure refers to the ratio of the number of cor-
rect predictions to the number of input samples. Precision is
a measure of how accurately all classes are predicted. It is
also known as positive predictive value. Sensitivity (Recall)
can be defined as the ratio of the total number of correctly
classified positive examples divided by the total number of
positive examples. F1-score is the harmonic mean of Preci-
sion and Recall. It is a measure of how well the classifier
performs and is often used to compare classifiers [22,28].

3 Results and Discussion

In this section, firstly, the feature selection results based on
the same dataset are presented in Sect. 3.1. Then, the statis-
tical performances of the employed models are compared in
Sect. 3.2. In addition to these, the ROC curve results of the
models are given in Sect. 3.3. Summary of findings is pre-
sented to reveal the efficiency of the proposed hybrid stacked
ensemble approach in Sect. 3.4. Later, in Sect. 3.5, previ-
ous studies and the proposed stacked model are compared in
terms of the structure of the studies. Finally, the limitations
of the study are stated in Sect. 3.6.

3.1 Feature Selection Results

As presented in Sect. 2.3, four different feature selection
methods (InformationGain,GainRatio, ReliefF, Chi-square)
were used to measure their efficiency in the footballer posi-
tion classification. Table 3 presents the selected top ten

features based on the used feature selection methods. The
meaning of the selected features is available at https://www.
kaggle.com/karangadiya/fifa19. Optimal subsets are deter-
mined based on these four-feature selection methods, thus
fulling objective 1 of this study presented in Introduction of
this study.

3.2 Comparison of Model Performances

Table 4 shows the model performances based on the feature
selection approaches. The stacked-based ensemble learning
model provides better accuracy performance in the footballer
position classifier using ReliefF and Chi-square features
selection techniques than the others. On the other hand, the
GB algorithm yields the best accuracy classification perfor-
mance as a result of using the Information Gain and Gain
Ratio feature selection techniques. Overall, the best classi-
fication accuracy performance (83.9%) is obtained through
the combination of theChi-square feature selection technique
and the stacked-based ensemble learningmodel. Itmeans that
the Chi-square feature selection technique can be considered
a more effective feature selection technique compared to the
others in the classification of footballer position. Moreover,
the second-best accuracy performance (82.9%) is obtained
with the combination of the ReliefF feature selection tech-
nique and the stacked-based ensemble learning model. On
the other hand, the worst accuracy performance (82.2%) of
the stacked ensemble learning model is obtained using the
features selected based on the Gain Ratio.

Many researchers highlight that DNN generally provides
more beneficial statistical performances in classification and
regression problems than bagging and boosting algorithms
[29,30]. The use of neurons and the number of iterations in
the neural network make it more effective than the others.
However, the proposed DNN did not provide a convincing
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Table 3 Selected top ten
features based on Information
Gain, Gain Ratio, ReliefF,
Chi-square

Feature No Chi_Square ReliefF Information Gain Gain Ratio

1 LB RB SlidingTackle Skill Moves

2 RB LB StandingTackle SlidingTackle

3 LDM SlidingTackle Finishing StandingTackle

4 CDM StandingTackle Marking Finishing

5 RDM Interceptions Interceptions Marking

6 LWB RWB Skill Moves Interceptions

7 RWB LWB Positioning Positioning

8 LS Marking RB Dribbling

9 ST RDM LB Volleys

10 RS CDM Dribbling LongShots

Table 4 Model performances
based on the feature selection
approaches

Feature selection methods Algorithm Accuracy Precision Recall F1-Score

Information Gain DNN 74.2 74.2 74.2 73.7

RF 73.9 73.9 73.9 73.9

Gradient Boosting 82.8 82.8 82.8 82.8

Stacked Learner 82.6 83.6 83.1 81.8

Gain Ratio DNN 75.2 75.3 75.2 75.1

RF 74.1 74.2 74.1 74.1

Gradient Boosting 82.6 82.5 82.6 82.5

Stacked Learner 82.2 83.1 82.8 82.7

RelifF DNN 76.1 76.6 76.1 75.7

RF 74.8 74.8 74.8 74.8

Gradient Boosting 82.5 82.5 82.5 82.5

Stacked Learner 82.9 83 82.4 81.2

Chi-square DNN 73 74.6 73 72.9

RF 77 77 77 77

Gradient Boosting 82 82.1 82 82

Stacked Learner 83.9 84.3 83.2 83.4

accuracy performance in the footballer position classifica-
tion. For example, the best accuracy performance of DNN
was obtained with the combination of the RelifF feature
selection technique (76.1%). Also, this accuracy classifica-
tion score of the DNN is 7.8% less than the classification
score of the employed stacked ensemble learning model.
From this result, it can be inferred that feature selection
techniques play an important role in classification problems.
Additionally, a stacked-based ensemble algorithm cannot
always provide better accuracy performance compared to
the others even if the best accuracy performance is obtained
through the proposed heterogeneous stacked ensemble learn-
ing model. As shown in Table 4, footballer positions are
predicted applying single-basedmodels includingDeepNeu-
ral Network, Random Forest, Gradient Boosting, and a
heterogeneous SEM, thus fulling objectives 2 and 3 of this
study. The third objective refers to the main contribution to
this study.

Generally, stacked ensemble learning algorithms do not
provide the best performance in the positioning footballer
based on the results given in Table 4. However, in the cre-
ation of the stacked ensemble learning model, we carried out
a case study to determine the algorithms used in level 0 of the
stacked model. In this case, Decision Trees, Random Forest,
Support Vector Machines, Deep Neural Networks, Gradient
Boosting, and Random Forest Algorithms are used indi-
vidually for positioning footballers. Then, the Deep Neural
Network,GradientBoosting, andRandomForestAlgorithms
are selected based on the adjusted R2 value. In other words,
the adjusted R2 value is used to select appropriate algorithms
used in level 0 of the stacked model. The use of the appro-
priate models with the feature selection methods made the
proposed new stacked model superior to the others used in
this study.

We fit four different models with different features
obtained through the feature selection methods. The accu-
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racies of the stacked model fit are between 82.2% and 83.9%
as shown in Table 4. Therefore, this proposed new stacked
model is considerably robust. On the other hand, the other
employed algorithms (DNN, RF, GB) can be also considered
robust because of the small differences among evaluation
scores as given in Table 4.

The rest of this section gives information about the
strengths andweaknesses of the proposednewSEM.Thepro-
posed SEM is created using the single-based DNN, RF, and
GB algorithms which have well-adjusted R2 performance.
These single-based algorithms provided convincing classi-
fication performance for positioning footballers. However,
the proposed new SEM has better classification performance
than any single-based model used in the stacked model with
theChi-square andRelifF feature selection techniques,which
is its strength. On the other hand, the training time of the
proposed stackedmodel is longer than the single-basedmod-
els and requires more memory than the others, which is
the weakness of the proposed SEM. For instance, the train-
ing time of GB, RF, DNN, and the new SEM in the use
of Chi-square feature selection is 8, 10, 10, and 188 sec-
onds, respectively. In other words, the training time of the
proposed stacked model is approximately 19 times more
than the single-based algorithms. Moreover, it should be
highlighted that the Orange Data Mining platform (https://
orangedatamining.com) is used in the feature selection pro-
cess. Thus, this process took the same time for all feature
selection methods used in this study (1 second).

3.3 ROC Curve Results

Figure 5 presents the ROC results of the proposed SEM and
the single-based learners based on the used feature selection
approaches. It should be noted that the use of the ROC value
for the evaluation of any model is useful because it does not
depend on the class distribution. The stacked ensemble learn-
ing approaches yielded better ROC results compared to the
others based on each feature selection approach separately.
Also, the stacked ensemble learning approach was achieved
to provide the best ROC result using the features selected
through the Chi-square (95.1%). In Table 4 and Fig. 5, per-
formance scores of the employed algorithms are presented in
terms of accuracy, confusionmatrix, and ROC, thus fulfilling
the fourth objective of this study.

As shown in Fig. 5, theGB algorithm obtained the second-
best result after the SEM. Although the DNN algorithm
has achieved convincing performances in different studies,
especially in the last decades, it could not achieve the same
success in this research. Another interesting result is that the
RF algorithm has the lowest performing algorithm in this
study when used as a single-based algorithm.

3.4 Summary of Findings

Chi-square can be considered the most effective statistical
feature selection technique when it is used with the proposed
new stacked ensemble learningmodel. On the other hand, the
GB ensemble learning algorithm achieved better classifica-
tion performance compared to the employed Stacked Learner
in the use features obtained through the Gain Ratio and Infor-
mation Gain. This finding emphasizes the efficiency of the
features selection techniques in the classification problems.
The stacked ensemble learning model has the best perfor-
mance as specified in Sect. 3.2 based on the results given
in Table 4. On the other hand, GB ensemble learning is the
second most effective and robust model. This finding shows
that boosting ensemble learning is better than the bagging
and DNN algorithms in the positioning of footballers.

3.5 Comparison of Previous Studies and Current
Models

As highlighted in Sect. 1, studies on the footballer position
prediction are limited (see Table 5) and most of the studies in
the literature have focused ondifferent aims including predic-
tion of match results, prediction of league ranking, creation
of game setup, analysis of player performances (see Table 6).

As shown in Table 5, even if the study (proposed by [4])
succeeded to obtain 99% accuracy for predicting player posi-
tion using the Bayesian Networks, the sample size is small
(100). Also, the test size is accepted as 1% while the rest of
this data is accepted as a training set (99%). In this sense, the
obtained accuracy result can be considered as bias.Moreover,
the performance of the employed models in this study could
be examined using different test sizes to justify the efficiency
of the models for predicting player position. In a different
study [5], case-based reasoning and nearest-neighbor algo-
rithms are used to predict footballer positions. According to
this study, the similarity rate between the new problem and
the problems saved in the database should not be less than
80% in the reuse process of case-based reasoning. Thismeans
that if the similarity rate is more than 80% between the new
problem and any problem in the database, the solution of the
saved problem in the database is used to provide a solution
to the new problem. In this sense, the proposed approach
obtained 97.22% accuracy in the classification of footballer
position. However, this study has two limitations. The first
one is that the sample size of the data is small (36). The sec-
ond limitation is that the used threshold value (80%) may be
a reason to assign the footballer positions incorrectly. [31]
carried out a case study to determine the optimal threshold
value to be used in studies related to the CBR. The case study
revealed that the optimal threshold value can be accepted as
90% to obtain convincing, reliable, and consistent classifi-
cation results. In this sense, the threshold value could be
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Fig. 5 ROC results of the
proposed approach and the
single-based learners

increased at least 90%, or a case study could be carried out
to obtain the optimum threshold value. Thus, prediction of
the footballer position can be more consistent and reliable.

As specified in the above-mentioned studies, small sam-
ples are a limitation in theMLmodels. Due to this limitation,
FIFA game data are used in this study because it has 16,097
samples. On the other hand, the above-mentioned studies
used single-based algorithms. However, the efficiencies of
the ensemble learning algorithms (bagging, boosting, and
stacked) have never been measured in the prediction of foot-
baller positions, to the best of the authors’ knowledge. Thus,
a new heterogeneous stacked ensemble learning model is
proposed to predict footballer positions which is the main
contribution of this study.

Even if the proposed studies by [4] and [5] succeed to
obtain better accuracy results compared to the proposed
SEM, the accuracy results of these studies can be biased due
to the limitations presented above. Moreover, the study pro-
posed by [5] used the threshold value of 80%.However, if the
similarity value is less than the threshold, the manager has
to manually assign the footballer positions which is an extra
workload for the manager. Also, a point that should not be
forgotten is that the manager (human classifier) may perform
less efficiently thanMLmodels. Overall, we believe that this
study solved the limitations of these studies and proposed a
novel approach for this field using stacked-based ensemble
learning.

Apart from the studies on positioning footballers shown
in Table 5, ML methods have been employed for different
purposes. As given in Table 6, these studies can be examined
under topics such as match result prediction, estimation of
factors affecting match results, prediction of league stand-
ings, and analysis of the performances of football players.

As provided in Table 6, different machine learning algo-
rithms have been proposed for different purposes. For
instance, a Lasso penalized regression algorithm provided

the best statistical performance (75%) compared to the other
employed algorithms (Ridge, Elastic, Neural Network, Ran-
dom Forest, etc.) in the football match result prediction [32].
In a different study, an Extreme Gradient Boosting (EGB)
learning algorithm is employed for the estimation of factors
affectingmatch results, and it achieved 89.6% accuracy score
[33].While the algorithmused in league ranking prediction is
ANN, the highest performance in this algorithmwas obtained
with 99% accuracy [34–36]. With the ML algorithms used
in the analysis of the performances of the football players,
the accuracy rate was 80% by [37], 82% by [38], and 94%
by [39].

As shown in Table 6, the stacked ensemble learning
approach has not yet been employed for any topic. The
proposed stacked model in this study could be used to
improve the performances of the currently employed ML
algorithms for different purposes. Ensemble learning mod-
els have become frequently used in recent years. The most
important reasonbehind this is that ensemble learningmodels
are more likely to achieve higher performance than single-
based machine learning algorithms. Also, ensemble learning
models combinemore thanone single-based algorithmwhich
makes themmore effective compared to the single-basedML
algorithms in classification and regression problems. Thus,
they can show higher success rates. The use of ensemble
learning models on football data can bring higher success to
the ML studies made for different purposes in Table 6.

3.6 Limitations of this Study

• The first limitation is the use of FIFAgame data instead of
real data. Generally, footballer data consist of parameters
such as training status, match frequency, injury, etc. Also,
these data are recorded by technical teams with various
technological equipment. However, important informa-
tion about the players is not shared by the technical teams
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Table 5 Previous studies and
the proposed approach for
prediction player position

Author(s) Method Result

Razali et al. [4] Bayesian networks decision tree
nearest neighbor

Accuracy:
Bayesian
networks: 99%
Decision tree:
98% Nearest
Neighbor: 97%

Maulany et al. [5] Case base reasoning, nearest
neighbor

Accuracy:
97.22%

The proposed stacked model Hybrid: two steps step 1:
Chi-square feature selection step
2: stacked ensemble level 0:
DNN, RF, Gradient Boosting
level 1: logistic regression

Accuracy: 83.9%

Table 6 Studies for different purposes using ML methods

Author(s) Method Result

Match result prediction

South and Egros [32] Ridge Regression, Lasso, Elastic
Network, NN, RF, kNN,
Stochastic Gradient Boosting
(SGB), Bayesian Regression

Lasso: 75% BR: 72.2 % SGB: 71.7% RF: 78.9%

Hubáček et al. [40] Gradient Asst. Tree Ranked Prob. Score (RPS): 0.2063

Baboota and Kaur[41] GB RPS: 0.2012

Estimation of factors affecting match results

Baboota and Kaur [41] GB RPS: 0.2156

Karabıyık and Zaim [42] Discriminant analysis (DA),
Mathematics models (MM)

DA: 65.4%, MM: 71%, 74%, 77%, 79%

Geurkink et al. [33] Extreme Gradient Boosting (EGB) Accuracy: 89.6%

Bilek and Ulas [43] One-way ANOVA, Tukey HSD,
k-Means, DT

DT (Best): 64.8%

Prediction of league standings

Kılıçet al. [36] ANN Accuracy: 94%

Hasan et al. [34] ANN Accuracy: 99%

Hasan et al. [35] ANN Accuracy: 99%

Analysis of the performances of football players

Almulla and Alam [37] LR Accuracy: 80%

Ćwiklinski [38] RF, NB, AdaBoost Accuracy: 82%

Ćwiklinski et al. [39] Adaptive back propagation NN Accuracy: 94%

with people outside the club. Thus, publicly available
football players’ data through platforms such as the game
industry (FIFA game dataset) or transfer exchange are
used in this study.

• The second limitation is that the GK position was not
included in the data. The reason is that GK features
(parameters) are distinguishable from the other positions
because GK can easily affect the reliability of the models
compared to the other positions.

• The third limitation is that a case study has not been car-
ried out to determine the optimalmachine learningmodel

as a meta-model yet. In this study, Logistic Regression is
used as a meta-model in the employed SEM. Due to the
use of Logistic regression in most of the classification
problems, Logistic Regression was applied as a meta-
model.

4 Conclusion and Future Directions

Determining the football players’ position is a challenge for
coaches, and they mostly decide the footballer positions as
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a result of their observations. However, the determination of
footballer positions based on coaches’ observation is not an
effective way. In this sense, ML algorithms can be used to
help the coaches in the determination of the footballer posi-
tions. Thus, this study proposes a stacked ensemble learning
model to predict footballer positions using FIFA’19 game
data. Initially, we used four filter-based feature selection
techniques (Information Gain, Gain Ratio, RelifF, and Chi-
square) to select optimal feature subsets and also measure
the efficiency of these techniques. Then, a stacked ensemble
learning model is used in this study. Deep Neural Network,
Random Forest, and Gradient Boosting algorithms are used
as based models in Level-0. Then, the Logistic Regression
algorithm is used as a meta-model in Level-1. The proposed
stacked model achieved 83.9% accuracy using feature subset
obtained through the Chi-square feature selection technique.
Also, the proposed model can be considered as a hybrid
approach due to the combination of the feature selection tech-
nique and the SEM, which is the main contribution of this
study. Also, the classification performance of bagging (Ran-
dom Forest), boosting (Gradient Boosting), and DNNs is
compared in the determination of footballer positions, which
is another contribution of our study. Four different statistical
feature selection methods are used to improve the perfor-
mance of the proposed SEM. Then, Chi-square is determined
as an optimal feature selectionmethod,which is the final con-
tribution of our study.

LogisticRegression is used as ameta-model in the creation
of the SEM due to the use of most classification problems.
However, a case study could be carried out to determine an
optimal algorithm to be used as a meta-model which is the
limitation of this study. The findings reflect the importance
of the Chi-square feature selection technique and the stacked
ensemble learning model in the prediction of footballer posi-
tions. As a further study, different stacked ensemble learning
modelswith a variety ofmeta-models can be proposed to pre-
dict football players’ marketing value and league rankings of
football teams.Moreover, DeepBeliefNetworks (DBNs) can
be used in level 1 of the SEMs as a future study.
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38. Ćwiklinski, B.; Giełczyk, A.; Choraś, M.: Who will score? A
machine learning approach to supporting football team building
and transfers. Entropy 23(1), 90 (2021)

39. Khan,M.A.; Habib,M.; Saqib, S.; Alyas, T.; Khan, K.M.; Ghamdi,
M.A.A.; Almotiri, S.H.: Analysis of the smart player’s impact on
the success of a team empowered with machine learning. Comput.
Mater. Continua 66(1), 691–706 (2021). https://doi.org/10.32604/
cmc.2020.012542. ISSN 1546-2226.
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