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Abstract
The change in data distribution over time (known as concept drift) makes the classification process complex because of the
discrepancy between current and incoming data distribution. A plethora of drift detection methods often focus on the early
identification of concept drift. Along with the drift, other deformities like noise and blips are also present in the data stream.
These deformities may be damaged the underlying learning system by forcing adaptation to false drift. Thereby unnecessary
update performs in the learning model that leads to decrease in learner’s accuracy. The existing drift detection methods are
not capable of differentiating between actual and false drift. The paper proposes DBDDM, a disposition-based drift detection
method, to overcome the issue of false drift. In this paper, we utilize the approximate randomization test to find the frequency
of consecutive drift and compare the obtained frequency with the threshold to determine the actual drift. DBDDM compares
with the several state-of-the-art methods using synthetic and real-time datasets. It exhibits a maximum increase in accuracy
of 24% and 28% with a rise of 2.50 and 1.91 average ranks using Naive Bayes and the Hoeffding tree classifier, respectively.

Keywords Concept drift · Data-stream mining · Disposition based drift detection method (DBDDM) · Learning model

1 Introduction

In the growing era of technologies, a tremendous amount
of streaming data generates from various applications. The
streaming data may have unstable distributions [1]. The
change in distribution with respect to time is known as con-
cept drift. The data distribution change needs to be analyzed
because it adds a concept drift problem in the data stream of
infinite length. The concept (or context) refers to target val-
ues or classes. The data stream instances are continuous; thus,
we have a short period (or single-pass) to look into the data.
Sometimes, it is difficult to analyze these instances because
of their characteristics like varying speed, timely ordered,
and rapidly changing distribution [2].

The drift detection method is associated with the learning
model [3]. The detector is used to find the significant change
in the concept, whereas the learning model (or classification
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model) is used to forecast the outcomes of data instances
(or examples). An increase in false alarm rate, decrease in
accuracy of learning model, increase in classification error
rate, etc., commonly identify the concept change in the data
stream. Sometimes the accuracy of the classifier or predictor
is degraded even the concept is stable for a long time [3]. So,
it is necessary to examine such conditions in the data stream.

Concept drift detection requires in various applications
such as fraud detection, cyber-security, gas sensor analysis,
medical information, churn prediction, weather forecasting,
etc. The applications generally use the learning model to
predict the incoming data patterns. Due to concept drift, the
learningmodel eventually becomes obsolete because it trains
using old data instances. The distribution of incoming data
instances changes over time.Hence, the learningmodel needs
to be retrained using the current data distribution tominimize
adverse situations likemalicious activities, disasters,medical
emergencies, etc.

The drift is classified as a sudden (or abrupt), gradual,
incremental, recurring, blip, noise, etc., in terms of speed of
change (see Fig. 1). The speed of change denotes the transi-
tion period between consecutive concepts [4]. Sudden drift
occurs when an incoming data instance suddenly originates
a new concept, i.e., the point of change from an old class to
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Fig. 1 Different drift types

a new class is considered sudden drift. In the case of gradual
drift, a context change occurs gradually in the data instances.
Therefore, the occurrence time of gradual drift is more than
the sudden drift. The incremental drift is seen when the data
instances slowly change their values concerning time. Recur-
rent drift happens if the same concept is seen after some time
interval like cyclic phenomena. Blip represents quick and
sudden change (or rare event) in concept. It can refer as an
outlier in a stationary distribution. Noise signifies an unex-
pected change in the distribution of data instances, and it
should be filtered out proficiently.

In the streaming environment, a wide range of methods
evolves to address the concept drift problems. Generally, the
concept drift detection methods are categorized according
to their working behavior. Some researchers consider the
distribution-based drift detection methods as the most accu-
rate drift detectors because it is capable of representing the
corresponding confidence intervals anddirectly addresses the
root causes of concept drift [5–7]. Although these kinds of
drift detection methods have made noticeable achievements,
it still encounters some restrictions.

– Delusionof false drift: Several drift detectors are designed
to identify different types of drifts. While detecting the
drift, other deformities are also present in the data stream,
such as blips and noise. Blips stand for rare random
changes in the data stream. It should be neglected and not
mistaken for a drift. Noise stands for significant corrup-
tion in the target values or attributes values, and it should
be filtered out to avoid the classifier’s feeding adversarial
or inaccurate information. These deformities can cause
delusion of drift [8]. Such drift is considered as false drift.
Thereby unnecessary update is performed in the learning
model. In this scenario, the detection of false drift remains
an issue in the data stream. Hence, it is required to find
the actual drift as per the change in data distribution to
improve the learning model’s performance.

– Classification problem: The binary-class and multi-class
classification problems may exist in a real-time environ-
ment. These problems are independent of the presence
or absence of concept drift. In multi-class classifica-
tion problems, the existing methods may not be able
to admeasure the differences between the prediction of

learning models when they do not correctly predict the
same example via different target values. As a result,
the performance of a learning model is degraded. In
this way, the classification problem with concept drift
becomes more challenging in data streams. Many drift
detection methods are built to handle binary-class clas-
sification problems [9–11], still some methods do not
address multi-class classification problems [12].

– Drift handling: There are various drift detection meth-
ods built to detect different types of drifts present in the
data stream (see Fig. 1). The performance of most of the
existing drift detectors is better either for sudden drift or
gradual drift, but not for both [13].

The proposed work aims to develop a concept drift detec-
tionmethod that efficiently analyzes the change in the context
of data and finds actual drift. Most of the existing drift detec-
tors monitor some characteristics of currently incoming data
instances. They generally define some threshold to find the
drift, if new incoming instances are significantly different.
But the change in concept may occur due to deformities of
data, and a single concept change is not sufficient to decide
actual concept drift. Thus, the variables are introduced to
determine the continuous change in context in the streaming
environment.

In order to dealwith adversarial drift in the data stream, the
paper proposes a Disposition-Based concept Drift Detection
and adaptation Method, DBDDM. The distribution-based
drift detector method performs an approximate random test
to find considerable change in two-windows data instances
using the absolute mean difference as a statistical measure.
The proposed method performs the statistical significance
analysis based on hypothesis testing to determine the drift.
There are two significant levels defined: warning level and
drift level. Both the levels are based on two variables, namely
drift_count and Flag. As per the defined threshold for signif-
icance levels, the window size varies to reduce the events
of misclassification error. The principal contributions of the
paper are:

– We develop the drift detection method DBDDM, which
is based on two-window analysis. The method detects
the changes using a random test as a statistical test. The
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hypothesis test is used to detect whether the concept
change occurs or not. It performs incremental concept
drift detection and adaptation in a non-stationary envi-
ronment.

– The proposedmethod introduces a variable Flag to design
robust machine learning methods for adversarial concept
drift detection. The Flag identifies the consecutive drifts
to overcome the problem of noise and blip, which creates
a delusion of concept drift.

– To verify the statistical significance of the performance
ofDBDDMand the comparedmethods usingNB andHT
classifier, we utilize the Friedman test with Nemenyi-
post-hoc analysis. It shows that DBDDM is signifi-
cantly better than DDM, ECDD with NB classifier, and
ADWIN, ECDD, SEED, and SEQDRIFT2with HT clas-
sifier.

– We experimentally evaluate the proposed method using
various synthetic datasets which contains sudden and
gradual drifts. The results show that DBDDM detects
sudden and gradual drift efficiently.

– DBDDM is a distribution-independent and model-
independent window-based approach. In addition to this,
it also deals with binary-class and multi-class classifica-
tion problems.

– We have conducted an ablation study on hyperparameters
to understand the impact of the change in current window
size and the number of possible shuffling of concatenated
window data instances in the proposed model. We exper-
imentally show how the varying size of hyperparameters
impacts the accuracy of the learning model.

The rest of the paper is organized as follows: the catego-
rization of drift detection and adaptation methods (Sect. 2.1),
and discussion of related researchwork (Sect. 2.2) alongwith
analysis (Sect. 2.2.1) is present in related work (Sect. 2).
Preliminaries are defined in Sect. 3. Section 4 presents a dis-
cussion on the proposed method, DBDDM, with workflow,
algorithms, and phases (Sect. 4.2). Section 5 illustrates exper-
imental analysis, which contains the description of datasets
(Sect. 5.1), experimental experiment, and parameter setting
(Sect. 5.2). Result evaluation is given in Sect. 6, where
Sect. 6.1 contains experimental results and analysis, and sta-
tistical comparison of methods presents in Sect. 6.2. Finally,
the conclusion is in the last section.

2 RelatedWork

This section focuses on categorization of existing drift detec-
tion and adaptation methods (Sect. 2.1), followed by some
recent work and research related to the proposed work
(Sect. 2.2). Further, research analysis related to concept drift
presents in Sect. 2.2.1.

2.1 Categorization of Drift Detection and
AdaptationMethods

Drift detection and adaptation methods distinguish into two
parts based on literature: passive and active approaches. Pas-
sive approaches do not depend on drift occurrence in the data
examples. It updates the learning model whenever new data
instances come into existence.Whereas the active approaches
[14] of drift detectors categorize as (1) statistical analysis-
based methods generally deal with statistical computations
like mean, median, skewness, kurtosis, etc., to detect drift.
(2) In sequential analysis-based methods, the data instances
are analyzed one by one to find the drift. It requires more
data instances of a new concept. (3) Window analysis-based
methods usually use two windows, i.e., fixed and adaptive
windows, to identify the drift. The fixed window uses a spe-
cific length of the window for drift detection. At the same
time, the adaptive window refers to the dynamic adjustment
of the window. The adaptive window size depends on drift
occurrences, i.e., the window size gets shrink whenever the
drift is detected; otherwise, it expands. The further cate-
gorization of drift detection methods [15] is discussed in
Table 1.

2.2 Research Related to Concept Drift

In this section, we discuss various existing drift detectors.
One of the recent works Mahdi et al. [36] focuses on concept
drift detection in the presence of multiple classes. Due to
multi-class in the data stream, there are high costs in memory
consumption and run time. It develops a hybrid block-based
ensemble (HBBE), an approach that combine online drift
detection methods. In addition to this an online drift detector
for K-class problem (ODDK) is built, that contains a pair of
base learners to detect drifts. This method is constructed for
K-class problems with block-based weighting to deal with
various types of drifts. It calculates diversity using a new
technique for the K-class problem and is able to find sudden,
gradual, and recurring drifts.

Mahdi et al. [37] proposes a drift detector KAPPA, which
is designed to detect sudden drift. KAPPA measures quickly
drop in incorrect predictions. So, it is more useful than using
error rate or accuracy that only introduces small changes.
The competence of a classifier is evaluated by measuring the
inter-rater agreement between correct predictions. PH test
is considered and compared with a threshold to detect drift.
On the other hand, Mehmood et al. [38] focuses on concept
drift detection in the field of smart city applications. Change
or shifting in ground truth generally rebuilds the predictive
model in the analytical tasks. It uses PHT, DDM, EDDM,
and ADWIN methods for concept drift handling.

Heusinger and Schleif [39] proposes a concept drift detec-
tion method based on Minimum Enclosing Ball (MEB),
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Table 1 Categorization of drift
detection methods

Categories Keypoints Methods

Error rate-based methods They are based on the
classification error of learning
model to detect drift

DDM [16], LLDD [17], STEPD
[18], FW-DDM [19,20], HDDM
[4], EDDM [21], DELM,
EWMA [22], ADWIN [23,24],
ECDD [22], SEED [25],
SEQDRIFT2 [26]

Significance analysis-based
methods

They consider some prior
assumptions (or hypothesis), i.e.,
null hypothesis and alternative
hypothesis. These assumptions
are used to detect drift

TSMSD-EWMA [27], HCDTs
[28], HLFR [29], DBSCAN [30]

Data distribution-based
methods

They determine the considerable
change in the data samples
distribution to identify the
concept drift

LDD-DSDA [19,20], EDE [31],
CM [2,6], SCD [32],
LSDD-CDT [33,34], LSDD-INC
[33,34], STEPD [35],
Wilcoxon-rank-sum test [3]

which can process the higher-dimensional data very fast. It is
a window-based method that keeps all the data points of the
current window. When new data points come into existence,
it removes old data points. The method checks that if there
are any data points outside the ball, these data points belong
to another concept. The method works for binary-class clas-
sification problem.

Misra et al. [40] presents Fourier Inspired Windows for
Concept Drift detection (FIWCD), a Fourier analysis-based
mechanism to determine the window length. It has a buffer
window in which it contains large and small overlapping
recent window data instances. If themodel values of the adja-
cent buffer window diverge beyond a threshold, the concept
change is detected.

Mahdi et al. [41] proposes diversity measure as a new drift
detection method (DMDDM). The method reacts quickly to
concept change in less time and it consumes less memory.
It combines diversity measures, and disagreement measures
with the Page-Hinkley test to detect drift. It analyzes the
diversity of a classifier’s pair using the fading factor.

The learning under adversarial concept drift is focused by
Korycki and Krawczyk [8]. It finds the valid drifts and adver-
sarial drifts. A novel approach, Robust Restricted Boltzmann
Machine Drift Detector, is introduced to handle adversarial
instances. It uses an improved gradient method which makes
the method more robust to adversarial concept drift. Further,
a novel measure, Relative Loss of Robustness, is used to
evaluate the performance of the drift detector.

One of the baseline methods for concept drift detection is
DDM [16]. The method considers the binomial distribution
of the data stream to detect the drift. It measures the error
rate of available data. Themethod detects sudden and gradual
drift. DDM considers two levels for drift detection, namely
warning level (i.e., concept drifts may have happened) and

drift level (i.e., drift is confirmed). The condition for warning
level and drift level define as (pi +si ≥ pmin+(2∗smin)) and
(pi +si ≥ pmin+(3∗smin)), respectively. Here, pi and si are
the probability of error rate (denotes that data instances are
not classified correctly) and standard deviation, respectively.

An adaptive sliding window mechanism considers in
ADWIN [24]. A successive method, i.e., ADWIN2, is also
proposed by the author. The drift is detected when the aver-
age distribution difference of the two consecutive windows is
more considerable than the predefined threshold. ADWIN2
[23] overcomes the limitation of ADWIN by detecting the
slow-gradual drift and consuming less memory and time.

An exponentially weighted moving average chart-based
method is ECDD [22]. It performs the classification of data
samples to detect drift. It uses a feedback mechanism and
examines the false-positive rates in a controlled way. The
paper claims that it has only O(1) overhead for the classifier.

The rate of change in concept is a focused area in SEED
[25]. The method performs drift detection in the first phase
and volatility detection (i.e., rate of change in concept) in
the next phase. A windowmechanism is used by the method.
SEED is based on block compression and finds the actual cut
point in the first phase. The next phase utilizes the cut points
and their relative location to infer whether there is a change
in the rate at which cut points happened. The method checks
consecutive blocks and merges them if they are homoge-
neous. For drift detection, two samples mean values evaluate
with a specific allowable false-positive rate.

SEQDRIFT2 [26] is based on SEQDRIFT1 [42] which
can be seen as an improved variant of ADWIN. It is a sliding
window-based method and provides memory management
using reservoir sampling. Bernstein Bound is used to find
the change between population and sample mean. Further,
hypothesis testing performs to analyze the concept drift.
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A statistical analysis-based method is STEPD [35], which
uses two classifiers to analyze the predictive accuracy of
the learning model. It considers two accuracies, i.e., current
accuracy and overall accuracy. These accuracies compare
with equal proportions for statistical analysis. The method
contains two significance levels for warning and drift condi-
tions. WSTD uses Wilcoxon-rank-sum test [3] and is based
on STEPD. It modifies the statistical test, which is used to
signal the warnings and drifts. Compared to STEPD, it limits
the size of the older window. The method works better for
abrupt drift as compare to gradual drift.

The literature extensively uses all the above-discussed
methods. They are a well-balanced selection of both older
and newer drift detectors. Thesemethods use different strate-
gies to detect drift and are based on the windowing of data
instances to some extend.

2.2.1 Analysis of RelatedWork

HBBE and ODDK address the multi-class classification
problems. The detectors consume less memory. HBBE can
be fast to detect single drift, whereas ODDK detects mul-
tiple drifts in less time. On the other hand, KAPPA drift
detector is limited to detecting the sudden concept change.
Mehmood et al. [38] defines the limitation of the approach
as that its evaluation is based on a few existing detectors and
real-time predictive models. As a result, it is not easy to pro-
vide well-established directions on the particular settings or
application domains. Heusinger and Schleif propose a drift
detection method that is capable of quickly processing the
higher-dimensional data. But it is limited to detecting the
binary-class classification problems only. Another method,
DMDDM, detects the sudden drift andworks for binary-class
classification problems.

DDM cannot detect the slow-gradual drift and considers
the binomial distribution of the data stream to detect drift.
The performance of DDM is usually deteriorated when the
concepts are stable for a longer time or a very large concept
is present. It does not aid the noisy data, whereas ADWIN2
overcomes the constraint of ADWIN concerning time and
memory. Still, it works only for single-dimensional data.
ECDD is based on EWMA and work only for two-class
classification problems. The SEED method works on user-
defined thresholds and is limited to specific drift detection.
Here,Hoeffding inequality is used alongwithBonferroni cor-
rection as present in ADWIN. SEQDRIFT2 is an improved
variant of ADWIN and has a better false-positive rate than
ADWIN and EWMA. Still, it requires to define a false pos-
itive rate. Instead of the test of equal proportions used in
STEPD, WSTD utilizes the Wilcoxon rank-sum statistical
test. It constraints the size of the older window.

3 Preliminaries

3.1 Data Stream

The data stream is a continuous flow of varying volumes
and velocities of data. The incoming data distribution may
change concerning time. It causes a drift in the data stream.
The data stream Ds can be defined as sequences of samples
{S1, S2, . . . , Sp, . . .}, and these samples contain a collection
of data instances or examples. The labeled examples repre-
sent as {(X1, y1), (X2, y2), . . . , (Xn, yn)}, where X is input
attribute vector, y is target or class values, and n is the number
of examples.

3.2 Concept Drift

Suppose at time stamp tu and tv , the data distribution of i th
and j th instance is P(Xi , yi )tu and P(X j , y j )tv , respectively,
where P(Xi , yi ) is the joint probability distribution of i th
instance of data sample. Thus, P(Xi )tu ! = P(X j )tv (or
P(Xi , yi )tu != P(X j , y j )tv ) defines the condition of concept
drift. It shows that the distribution of input attribute vector
itself (or the distribution of target class value with respect to
input attribute vector ) changes over time.

4 ProposedWork

This section presents a discussion on the proposed method,
DBDDM,withworkflow(Fig. 2), algorithms (Algorithms1, 2,
and 3), and phases (Sect. 4.2).

4.1 Overview of ProposedMethod

The proposed drift detectionmethod is based on the window-
ing of data instances to check the concept change (or drift)
in the data stream. In this method, we use two windows,
namely the anchored and current windows. The anchored
and currentwindows contain initial and recent data instances,
respectively. The specified size of data instances is grouped
and stored in these windows. This process is the same for
each new incoming window. For concept drift detection, the
method learns from the change in P(X ) and uses the exact
test to analyze whether the data distribution is stable with
time. The exact test is a statistical test and performs a ran-
dom test to compare the distribution corresponding to the
two independent samples. The significance of the exact test
is determined by hypothesis testing, which is based on null
and alternate hypotheses. Further, this paper uses two sig-
nificance levels, namely warning level and drift level. These
levels are determined by two thresholds, i.e., drift_count and
Flag.
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4.2 Disposition-Based Concept Drift Detection and
AdaptationMethod (DBDDM)

The working of the proposed method discusses in three dif-
ferent phases: Initial Phase,DriftDetectionPhase, andModel
Update Phase. The pseudocode describes in Algorithms 1, 2,
and 3, and the workflow of a block diagram depicts in Fig. 2.
The algorithmic parameters and their mnemonics are present
in Table 2. The meaning of these parameters explains when-
ever used first time in the paper.

4.2.1 Initial Phase

In the real-time scenario, the instances of data stream arrive
one by one with uniform or non-uniform velocity. These
instances are stored in the window. The stored data is read
in sequence for processing. Here, the window behaves as a
FIFO queue, which is dynamic. The initial window acts as
anchored windowWa and the new incomingwindow denotes
as current windowWc. The data examples ofWa use to build
the base learning model, and the learning model predicts the
target values of incoming data examples. As per the predicted
target values, the performancemeasure of the learningmodel
is evaluated prequentially (interleaved-test-then-train). Here,
we consider the mean accuracy as a performance measure.
The prediction results compare with the actual target values.
If they are similar, ‘1’ is set as True Positive; otherwise, ‘0’ is
considered as True Negative. The mean accuracy is defined
in Eq. 1:

Mean Accuracyi = TPi + TNi

TPi + TNi + FPi + FNi
(1)

here i, TP, TN, FP, and FN denote i th window of the
data stream, True Positives (correct positive prediction),
True Negatives (correct negative prediction), False Positives
(incorrect positive prediction), andFalseNegatives (incorrect
negative prediction), respectively. Whenever a new current
window comes into existence, the mean accuracy is calcu-
lated. By evaluating the mean accuracy, the method analyzes
the behavior of incoming data instances with the existing
learning model. It shows how the learner predicts correctly,
and our method detects the change in context efficiently.

4.2.2 Drift Detection Phase

In order to perform drift detection, the proposed method ana-
lyzes the distribution change between two window instances
by the drift_check() and drift_detector() methods consecu-
tively. The primary criteria for drift detection are that the size
of the anchored window (Wa) should be equal to the incom-
ing currentwindow size (Wc). InDBDDM, the drift detection
(see Algorithms 2 and 3) and the prediction of outcome by

Algorithm 1: DBDDM
Input: Data Stream Ds ; Anchored Window Wa ; Current

Window Wc; Base Classifier CB ; Warning level constant
α; Drift level constant β; Flag; drift_count.

Output: Classification Accuracy; No. of Drift Detected; Time to
Detect Drift.

1 Initialize Wc, Flag, CB , α = 0.50, β = 0.75;
2 while Stream_has_more_data do
3 if sizeof(Wc) != FULL then
4 Add current data instance of Ds into window;
5 Compute mean accuracy;
6 else
7 if Drift_Check(Wa ,Wc, drift_count) then
8 drift_count = drift_count + 1;
9 if (drift_count < θ) and (Flag < θ) then
//Warning Level

10 Set Wc = α * Wc;
11 Set Flag = Flag + 1;
12 Evaluate the model using incoming data instances;
13 else

//Drift Level
14 Set Wc = β * Wc;
15 Evaluate and retrain the model using current

distribution of data instances;
16 Reset();
17 end if
18 else
19 Set Flag = Flag - 1;
20 Evaluate the model using incoming data instances;
21 end if
22 end if
23 Compute classification accuracy;
24 function Reset()
25 Set Flag = 0;
26 Set drift_count = 0;
27 Forget the old information from the buffer space;
28 end function
29 end while

Algorithm 2: Drift_Check(Wa , Wc, drift_count )
Input: Anchored Window Wa ; Current Window Wc; drift_count,

Array p[ ].
1 if (SizeOf(Wa)==SizeOf(Wc))
2 if (len(p) == 0) or (drift_count < θ) then
3 Set p value = drift_detector(Wa ,Wc);
4 Append p value in p;
5 return True;
6 end if
7 if drift_count >= θ then
8 Set p value = drift_detector(Wa ,Wc);
9 Append p value in p;

10 return True;
11 else
12 return False;
13 end if
14 end if
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Fig. 2 Workflow diagram of
DBDDM Data Stream
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Table 2 Parameters and their
Mnemonics

Parameters Symbols

Data stream Ds

Base Classifier CB

Anchored Window Wa

Current Window Wc

Concatenated Window Wcon

Warning level window size α ∗ Wc

Drift level window size β ∗ Wc

Absolute mean difference of two subsequent window Di

Algorithm 3: drift_detector(Wa , Wc)
Input: Anchored Window Wa ; Current Window Wc;

Concatenated Window Wcon ; alpha level; Array Da .
Output: Hypothesis accepted; Hypothesis rejected.

1 Initialize alpha level is 0.05;
2 Perform exact test using absolute mean difference of Wa and Wc;
3 Compute absolute mean difference of [0 to len(Wcon)/2] and
[len(Wcon)/2 + 1 to len(Wcon)];

4 for calculate p value until range(len(Wcon) * 2) do
5 Add value in Da when absolute mean difference of Wa and
Wc <= absolute mean difference of multiple shuffle windows of
[1 to len(Wcon)/2] and [len(Wcon)/2 + 1 to len(Wcon)];

6 Set p value =
∑Da

i=1(Da)i / len(Da);
7 end for
8 if p value < alpha level then
9 return p value;

10 else
11 return False;
12 end if

the learning model (see Algorithm 1) perform simultane-
ously. Here, the prequential analysis of the learning model
follows supervised learning, whereas the concept drift detec-
tion phase is based on unsupervised learning.

For drift detection, we use the absolute mean difference as
a statistical measure to perform statistical analysis. The anal-
ysis determines whether the distribution of two windows’
data instances is the same. Here, the anchored window (Wa)
and current window (Wc) at time stamp tu and tv are repre-
sented as: Wa = {X1,tu , X2,tu , . . . , Xn,tu } and Wc = {X1,tv ,

X2,tv , . . . , Xn,tv }, where n denotes number of instances
in a particular window and X contains m attributes, i.e.,
X = {ai , ai+1, . . . , am}. The change in distribution between
the data examples of both windows is evaluated in follow-
ing steps. In the first step, the absolute mean difference (Di )
is calculated to determine the divergence between the data
examples of two windows (see Eq. 2) and it becomes a base
measure for further randomized calculations.

Di ←− |μ(Wa) − μ(Wc)| (2)

In the second step,webuild a concatenatedwindow (Wcon)
by concatenating the data examples ofWa andWc (see Eq. 3)
to perform the random test.

Wcon←−{X1,t , X2,t ,. . ., Xn,t , X1,t+1, X2,t+1, . . . , Xn,t+1}
(3)

In third step, the data instances of Wcon are shuffled
and then divided into two-part, i.e., [1 to len(Wcon)/2] and
[len(Wcon)/2 + 1 to len(Wcon)]. The absolute mean differ-
ence of shuffled windows is calculated. Further, the random
test is performed len(Wcon)∗2 times based on disposition (or
shuffling) of the data instances ofWcon. This random sample
uses tomake a statistical inference. The absolutemean differ-
ence of shuffled windows compares with the base difference
(Di ). The result stores in the array Da (see Eq. 4).

Da=

⎧
⎪⎪⎨

⎪⎪⎩

1, if Di≤
∣
∣
∣μ

([
1 : len(Wcon)

2

])
−μ

([
len(Wcon)

2 +1 : len(Wcon)
])∣

∣
∣

0, otherwise

(4)

In obtained result, the values ‘1’ and ‘0’ denote non-
favorable and favorable conditions, respectively. The favor-
able condition shows that the absolute mean difference of
original data instances of Wa and Wc is similar to shuffled
data instances ([1 to len(Wcon)/2] and [len(Wcon)/2 + 1 to
len(Wcon)]). The non-favorable conditions show that original
data samples’ absolute mean difference is dissimilar to shuf-
fle data samples. The above procedure performs the random
test and compares the considerable change in the distribution
of two independent windows. This procedure is simple, and
there is no requirement of the mathematical assumption.

In addition to this, the significance of the random test
is analyzed by hypothesis testing. The hypothesis testing is
based on the null hypothesis H0 and alternate hypothesis Ha .
The hypothesis testing uses to check the distribution of test
statistics, which is performed by calculating all possible ran-
dom shuffling of data examples. For experimental purpose,
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Fig. 3 Depiction of windows during concept evolution

the null hypothesis (Ho) and alternate hypothesis (Ha) is
defined as below:

Ho: Wa = Wc

Ha : Wa != Wc

Here,Wa andWc contain two independent window’s data
instances. If the data instances distribution ofWa is similar to
Wc, the null hypothesis (Ho) is accepted. At the same time,
the dissimilarity exists between two windows’ data instances
distribution in the case of the alternate hypothesis (Ha).

When a statistical test is performed, the p value is used
to determine the significance of outcomes in relation to the
null hypothesis. The p value is the frequency, which is based
on random data samples with favorable conditions or non-
favorable conditions. It defines that the test statistic would
be at least as extreme as we observed if Ho is true. The p
value helps to find the firmness of evidence to support the
null hypothesis. The p value is calculated in Eq. 5.

p value = (
∑len(Da)

i=1 Dai )

len(Da)
(5)

The alpha level is set to 0.05 for evaluation purposes,
which shows 95% of the confidence interval. If the p value
is less than the alpha level, the null hypothesis is rejected;
otherwise, the null hypothesis is accepted. The rejection of
the null hypothesis considers as a drift in the data stream.

Further, the method discards the current window Wc to
accommodate new incoming current window data instances.
It compares the distribution change between the anchored
window Wa and the new incoming current window Wc (see
Fig. 3). The anchoredwindow is considered a true concept for
the subsequent drift detection because the successive current
windows may have some distorted information. As a result,
the false drift is encountered by the detector. So, we com-

pare each new incoming current window with the anchored
window to find a better change in concept until it reaches the
drift level, i.e., the actual drift is detected. After that, the old
concept’s anchored window data information removes from
the buffer space, and the new concept window considers as
a new anchored window. In this way, new incoming current
windows Wc compare with new anchored window Wa. This
process repeats until the stream gets exhausted.

4.2.3 Model Update Phase

In a streaming environment, the change in data distribu-
tion over time may result in the inaccurate prediction of the
learning model. Sometimes, the other deformities like noise
(additional meaningless information) and blips (sudden and
short change in concept) are also present in the data stream.
Due to these deformities, the concept drift detection methods
misinterpret an adversarial change in data as a drift. Such a
type of drift is considered false drift. In this case, an increase
in false drift decreases the learner’s accuracy and other per-
formance measures. Hence, it is essential to find the actual
drift in incoming data patterns and incorporate it with the
classification model. The model adaptation and forgetting
mechanism are performed as defined in Algorithm 1. The
process of updating the learning model as per the change
in the distribution of current data instances is considered a
model adaptation, whereas removing unuseful old informa-
tion to accommodate new data information is known as a
forgetting mechanism.

In order to find actual drift and update the learning model
accordingly, the proposed method considers two parameters,
namely drift_count and Flag. These parameters use to set
the warning level, drift level, and dynamic window size. The
introduced parameter Flag is used to restrict the event like
noise and blips, i.e., it neglects the small changes in the
data stream. The drift_count is used to count the number
of drift. Here, the warning level is signaled when the value of
drift_count and Flag is less than the threshold; otherwise, the
drift level is indicated. The warning level signifies that the
drift may occur or false drift is detected. At the same time,
the actual drift is detected in the drift level. The condition for
both levels is defined in Eqs. 6 and 7, respectively.

Condition for warning level : (drift_count < θ)&&(Flag < θ) (6)

Condition for drift level : (drift_count ≥ θ)&&(Flag ≥ θ)

(7)

In the case of warning level (see Eq. 8), the window size
is set to three-by-fourth (or α = 3/4) of the current window
size, and in drift level (see Eq. 9), the window size is half (or
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β = 1/2) of the current window size.

Warning level window size : Wc = α ∗ Wc (8)

Drift level window size : Wc = β ∗ Wc (9)

As per the above conditions, Table 3 exhibits a scenario
of actual drift detection by DBDDM. In this scenario, the
parameters initialize at time-stamp t. In the case of drift, the
drift_count and Flag increment by one, and the window size
is set to warning level (see Eq. 8).Whereas there is no change
in drift_count and window size, a decrement occurs in Flag
(till Flag > 0; otherwise, Flag remains set to 0) in case of
no drift condition. Each time drift_count and Flag compare
with the threshold (θ ) to define the significance levels.

The warning level shows a lower confidence level and
considers drift may have happened. Warning level verifies
the actual drift or false drift. In this way, the actual drift
is detected whenever the drift level is reached (see Eq. 7),
and then the resetting of the parameter’s value is performed.
Finally, themethod retrains the learningmodel as per the new
concept in the data stream.

5 Experimental Analysis

This section illustrates datasets description (Sect. 5.1), and
experimental environment and parameter setting (Sect. 5.2).
Further, ablation studies are discussed in Sect. 5.2.1.

5.1 Datasets

For experimental analysis purposes, the methods are eval-
uated using four synthetic and four real-time datasets (see
Table 4). The datasets contain binary as well as multi-class
target values. For analysis purposes, all attribute values are
taking into consideration.

5.1.1 Synthetic Datasets

– LED dataset: It uses to predict digits that are shown in
the LED display of the seven-segment. This multivari-
ate dataset has 10% noise. It has 24 attributes, which are
categorical data. The LED display contains the represen-
tation of the attributes in the form of 0 or 1. It shows
whether the reciprocal light is on. The 10% noise rep-
resents that there is a 10% probability of inverted value
for each attribute vector. The change in attributes value
denotes a drift.

– SINE dataset: There are two contexts in the dataset, i.e.,
Sine1, where yi = sin(xi ) and Sine2, where yi = 0.5 +
0.3∗sin(3πxi ). The concept drift is detected by reversing
the condition of above context.

– Agrawal dataset: The dataset contains information about
peoplewhowant to take the loan. They classify into group
A and group B. The dataset has attributes like age, salary,
education level, house value, zip code, etc. It has ten func-
tions, but only five functions use to generate the dataset.
The attribute value is numeric as well as nominal. Here,
the concept drift occurs abruptly and gradually.

5.1.2 Real Time Datasets

– Airlines dataset: The dataset has two target values. It
determines whether there is a flight delay. The analysis is
based on attributes like flight, airport to and from, time,
days of the week, and length.

– Spam Assassin dataset: The dataset has 500 attributes
based on e-mail messages. All attributes values are
binary. It indicates whether a word is present in the e-
mail. It depicts that does a gradual change occurs in spam
messages with time?

– Forest cover dataset: The dataset covers 30 ∗ 30 m cells
in the area of US Forest Service (USFS), Region 2. It has
54 attributes, where 44 attributes are binary values, and
10 attributes are numerical values. It illustrates various
features like elevation, vegetation appearances, disap-
pearances, etc. It is a normalized dataset.

– Usenets dataset: Dataset combines usenet1 and usenet2
to build new dataset, i.e., Usenets. It is a collection of
twentynewsgroups.Theuser sequentially labels themes-
sages according to their interest. There are 99 attributes
in both datasets.

5.2 Experimental Environment and Parameter
Setting

DBDDM build with the Scikit-multiflow framework, a
machine learning package for streaming data in Python. For
experimental purposes, the window size is taken as 1000, and
the alpha level is set to 0.05. Here, alpha level is a signifi-
cance level, and represented as α. It shows the probability
of rejecting the Ho, when it is true. The proposed method
uses a significance level of 0.05, which specifies a 5% risk of
deducing that a difference exists when no actual difference
is present. The Naive Bayes (NB) and Hoeffding Tree (HT)
are used as base classifiers for evaluation. NB is a proba-
bilistic classifier, which is based on Bayes’ theorem. It is a
simple and most effective classifier. At the same time, HT
is an incremental decision tree and learns from massive data
streams. The experimental parameter settings, i.e., window
size, alpha level, and classifiers, are the same for all the com-
pared methods.
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Table 3 Scenario of actual drift
detection in DBDDM

Time-stamps Parameters Drift No drift

Drift_count Flag Current window size (Wc)

t 0 0 No change – Y

t + 1 1 1 Warning level Y –

t + 2 2 2 Warning level Y –

t + 3 2 1 No change – Y

t + 4 2 0 No change – Y

t + 5 2 0 No change – Y

t + 6 3 1 Warning level Y –

t + 7 4 2 Warning level Y –

t + 8 5 3 Warning level Y –

t + 9 6 4 Warning level Y –

t + 10 7 5 Drift level Y –

Resetting of parameters

t+11 0 0 No change – Y

Table 4 Datasets description Datasets Number of attributes Number of examples Target classes

LED 24 20,000 10

Sine 2 20,000 2

Agrawal (Abr) 9 20,000, 50,000, 100,000 2

Agrawal (Grad) 9 20,000, 50,000, 100,000 2

Airlines 7 539,383 2

Forest cover 54 581,012 2

Spam Assassin 500 9324 2

Usenets 99 3000 2

5.2.1 Ablation Studies

The ablation studies on the hyperparameters are introduced
with the proposed approach specifically in the current win-
dow size Wc and number of shuffling performed in the
concatenated window data instances Wcon. The various win-
dow size Wc is taken into consideration, where Wc = {100,
250, 500, 750, 1000} and the different values of len(Wcon) are
taken as len(Wcon)/2, len(Wcon), len(Wcon)∗2, len(Wcon)∗3,
len(Wcon)∗4.As a result, the high performing values are con-
sidered for the experimental analysis.

The len(Wcon) is related to random test for concept drift
detection. A random test is performed for concept drift
detection. In this test, the considerable distribution changes
between two windows are determined by shuffling the win-
dows data instances. When we shuffle the data instances
during the test, we see all possible behavior of windows data
instances (which can become quite large, i.e., len(Wcon)!
times). Still, it creates an additional burden for computa-
tion and requires high memory. Hence, while a random
test requires that we see all possible shuffled instances, we
perform ‘approximate shuffled tests’ by conducting many

resamples. Thus, the parameter setting is requisite to obtain
the highest performance of the proposed method with low-
ering the computational complexity. In Tables 5 and 6, we
demonstrate the behavior of the proposed method with NB
and HT Classifier for different values of len(Wcon) by con-
sidering two parameters the accuracy and number of drift
detected. Tables 5 and 6 show that the less permutation (or
test case) gives lowperformance in terms of accuracy because
fewer combinations of samples are available for the analysis.
In comparison, more number of permutations requires more
memory and computation time. In addition to this, it shows
the decline in performance in terms of accuracy. When we
perform shuffling len(Wcon ∗ 2) times, it offers the best per-
formance and comparatively requires less memory and time
with both the classifiers. In addition to this, Tables 7 and 8
show that the increment in window size is directly propor-
tional to the learning model’s performance, and window size
Wc =1000 gives better performance with most datasets. For
brevity, beyond 1000, window size is not shown in the table.
Thus, the performance of DBDDM is superior with Wc =
1000 and len(Wcon ∗ 2) times shuffling of concatenated win-

123



10616 Arabian Journal for Science and Engineering (2022) 47:10605–10621

dow data instance for almost all the datasets. So, it is taken
into consideration for evaluation purposes.

In addition to this, we consider two parameters, i.e., Flag
and drift_count, for drift detection. The threshold (θ ) for both
parameters is limited to five. The current window size is set
according to two significant levels, i.e., three-by-forth and a
half for warning level and drift level, respectively. The size of
window data instances is restricted for improvement in drift
detection. The forgetting mechanism also uses to remove the
old information from buffer space.

6 Result Evaluation

This section discusses experimental results and analyses
(Sect. 6.1), and statistical comparison of methods (Sect. 6.2).

6.1 Experimental Results and Analyses

The experiment performs with synthetic and real-time
datasets. In synthetic datasets, there are variations in the
size of the dataset and induced drift types. The proposed
method DBDDM compares with state-of-the-art methods
using Naive Bayes and Hoeffding Tree classifier. The mean
accuracy (see Eq. 1) of each window is used to find classifi-
cation accuracy (or average mean accuracy) at the end of the
data stream as defines in Eq. 10.

Classification accuracy =
∑n

i=1 (Mean accuracy)i
No. of Data chunks

(10)

Here, No. of Data Chunks describe the number of parti-
tions of the overall data stream. For experimentation, each
dataset is divided into thirty chunks to calculate classification
accuracy.

The performance results of the proposed method using
the Naive Bayes classifier in terms of the classification accu-
racy on datasets are demonstrated in Table 9 and discussed
as follows. In the case of the LED gradual drift dataset, the
classification accuracy of the proposed method is around 2%
more compared to the highest performing detector. For find-
ing the gradual drift in the Sine dataset, it shows a decline
in accuracy around 1.5%. At the same time, three Agrawal
datasets for gradual drift encompass 20 K, 50 K, 100 K data
instances and exhibit approx 24%, 24%, and 22% increase
in accuracy, respectively. The other three Agrawal datasets
for abrupt drift enclose 20 K, 50 K, 100 K data examples
and manifest near 9%, 19%, and 18% increase in accu-
racy, respectively. For Airlines and Usenets datasets, it has a
marginal decrease in accuracy from the compared methods.
It has around a 12% increase in accuracy for the Forest cover
dataset, and there is a marginally increase in classification
accuracy for the Spam Assassin dataset.

The behavior of the proposed method using the Hoeffd-
ing base classifier in terms of classification accuracy (see
Table 10) is as follows. For finding the gradual drift in
LED and Sine datasets, it exhibits a significant increase in
accuracy. Around 28%, 22%, and 20% increase in accuracy
demonstrated in the Agrawal dataset for gradual drift using
20K, 50K, and 100K data examples, respectively. The other
threeAgrawal datasets for abrupt drift enclose 20K, 50K, and
100Kdata examples and reveal 7%, 15%, and10%increase in
accuracy, respectively. The marginally decrease in accuracy
is seen for Airlines, Spam Assassin, and Usenets datasets.
The Forest cover dataset exhibits around a 20% increase in
accuracy. The above observations show that the performance
of the proposed method is better with synthetic and real-time
datasets using both classifiers.

6.2 Statistical Comparison of Methods

To verify the statistical significance of the performance of
DBDDM and the compared methods using NB and HT clas-
sifier, we utilize Friedman test with Nemenyi-post-hoc
analysis ([43]). Friedman test is based on the null hypoth-
esis H0, which defines that the equivalent methods share the
same rank. In this test, we compare eight methods using
twelve datasets. The methods are arranged in order best to
worst as per their classification accuracy and assigned a rank
(from 1 to k). If the classification accuracy of methods is
similar, the average of their ranks assigns to them. The aver-
age rank of methods demonstrates in Fig. 4. As a result, the
top rank method is the best performing method with overall
datasets.

In case of rejection of H0, Nemenyi-post-hoc analysis is
conducted. It defines that the performance of the two meth-
ods is considerably different if the corresponding average
ranks differ by at least critical difference (CD). The follow-
ing equation computes CD:

CD = qα

√
k(k + 1)

6N
(11)

Here, qα , k, and N denote critical value, no. of methods,
and no. of datasets, respectively. The value of critical differ-
ence is obtained as 3.031 by equation 11. This test suggests
that DBDDM is a top-rankedmethod. It is significantly supe-
rior to DDM, ECDD with NB classifier (see Fig. 5), and
ADWIN, ECDD, SEED, and SEQDRIFT2 with HT classi-
fier (see Fig. 6).

7 Conclusion

The paper proposes DBDDM, an adaptive disposition-based
concept drift detection method. Here, we utilize the approx-
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Table 5 Classification accuracy and number of drift detected as per different values of len(Wcon) based on NB classifier

Dataset Parameters len(Wcon)/2 len(Wcon) len(Wcon ∗ 2) len(Wcon ∗ 3) len(Wcon ∗ 4)

LED (Grad-20K) Accuracy 73.33 73.24 73.58 73.33 73.33

No. of drift detected 1 1 2 1 1

Sine (Grad-20K) Accuracy 83.33 83.26 83.36 83.13 83.04

No. of drift detected 70 46 64 76 72

Agrawal (Abr-20K)) Accuracy 72.81 73.37 74.94 72.05 72.87

No. of drift detected 19 70 19 73 11

Agrawal (Abr-50K) Accuracy 80.90 83.47 85.96 83.12 84.76

No. of drift detected 96 92 74 114 77

Agrawal (Abr-100K) Accuracy 79.84 80.21 84.81 85.61 82.8

No. of drift detected 49 76 56 81 62

Agrawal (Grad-20K) Accuracy 84.92 84.53 88.38 85.90 79.71

No. of drift detected 25 28 24 21 89

Agrawal (Grad-50K) Accuracy 82.39 83.59 86.61 78.72 79.36

No. of drift detected 78 96 88 79 69

Agrawal (Grad-100K) Accuracy 85.56 82.16 88.09 83.74 87.90

No. of drift detected 72 83 51 89 94

Airlines Accuracy 61.77 61.78 61.88 61.64 61.80

No. of drift detected 19 17 18 28 18

Forest cover Accuracy 77.98 78.38 80.21 78.86 77.86

No. of drift detected 19 17 28 18 15

Spam Assassin Accuracy 91.64 90.57 91.64 91.64 91.63

No. of drift detected 0 1 1 0 0

Usenets Accuracy 70.82 68.74 71.59 69.01 69.38

No. of drift detected 20 18 13 11 16

Bold signifies the highest accuracy of the proposedmethod DBDDMwith a particular dataset using NB classifier by observing the different shuffling
of concatenated window data instances

(a) (b)

Fig. 4 Average rank of different methods based on Friedman test using a NB and b HT classifiers
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Table 6 Classification accuracy and number of drift detected as per different values of len(Wcon) based on HT Classifier

Dataset Parameters len(Wcon)/2 len(Wcon) len(Wcon ∗ 2) len(Wcon ∗ 3) len(Wcon ∗ 4)

LED (Grad-20K) Accuracy 73.12 73.33 73.67 73.04 73.37

No. of drift detected 1 1 1 3 1

Sine (Grad-20K) Accuracy 86.41 89.51 92.27 88.85 85.07

No. of drift detected 39 43 72 88 63

Agrawal (Abr-20K)) Accuracy 70.36 70.89 72.66 72.75 71.82

No. of drift detected 21 27 32 57 16

Agrawal (Abr-50K) Accuracy 82.26 83.74 85.75 84.50 84.41

No. of drift detected 105 77 74 70 69

Agrawal (Abr-100K) Accuracy 78.07 82.62 83.37 83.26 84.16

No. of drift detected 78 85 83 60 50

Agrawal (Grad-20K) Accuracy 87.38 90.50 93.68 89.38 87.04

No. of drift detected 63 24 27 57 17

Agrawal (Grad-50K) Accuracy 79.28 87.03 91.34 82.87 84.84

No. of drift detected 72 88 67 57 64

Agrawal (Grad-100K) Accuracy 86.13 89.99 93.61 91.69 84.06

No. of drift detected 57 75 92 80 74

Airlines Accuracy 62.92 63.07 63.12 63.08 63.06

No. of drift detected 15 19 19 20 21

Forest cover Accuracy 87.51 87.53 88.88 86.63 87.64

No. of drift detected 19 19 18 20 21

Spam Assassin Accuracy 90.31 90.32 91.34 90.10 90.10

No. of drift detected 0 1 1 0 0

Usenets Accuracy 67.44 69.58 72.16 72.05 70.15

No. of drift detected 12 12 13 13 16

Bold signifies the highest accuracy of the proposedmethod DBDDMwith a particular dataset using HT classifier by observing the different shuffling
of concatenated window data instances

Table 7 Classification accuracy as per different values of current window (Wc) based on NB classifier

Dataset Parameters Wc = 100 Wc = 250 Wc = 500 Wc = 750 Wc = 1000

LED (Grad-20K) Accuracy 69.49 71.23 73.35 73.24 73.58

Sine (Grad-20K) Accuracy 83.46 83.49 83.51 82.99 83.36

Agrawal (Abr-20K) Accuracy 74.64 70.48 67.79 66.16 74.94

Agrawal (Abr-50K) Accuracy 84.63 87.32 88.58 88.32 85.96

Agrawal (Abr-100K) Accuracy 86.94 87.62 87.88 87.77 88.11

Agrawal (Grad-20K) Accuracy 87.13 87.25 87.97 88.34 88.38

Agrawal (Grad-50K) Accuracy 85.58 88.02 87.88 88.54 88.38

Agrawal (Grad-100K) Accuracy 85.68 88.20 87.32 88.04 88.09

Airlines Accuracy 61.54 62.09 62.15 61.97 61.88

Forest cover Accuracy 82.68 81.13 79.62 79.09 80.21

Spam Assassin Accuracy 90.38 91.48 91.38 91.17 91.64

Usenets Accuracy 68.81 68.42 66.21 69.47 71.59

Bold signifies the highest accuracy of the proposed method DBDDM with a particular dataset using NB classifier by observing the different values
of the current window
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Table 8 Classification accuracy as per different values of current window (Wc) based on HT Classifier

Dataset Parameters Wc = 100 Wc = 250 Wc = 500 Wc = 750 Wc = 1000

LED (Grad-20K) Accuracy 71.23 72.08 72.65 73.20 73.67

Sine (Grad-20K) Accuracy 89.43 87.89 89.90 91.19 92.27

Agrawal (Abr-20K) Accuracy 73.45 75.20 72.75 73.05 72.66

Agrawal (Abr-50K) Accuracy 90.18 91.18 92.69 92.26 94.14

Agrawal (Abr-100K) Accuracy 87.01 92.47 90.28 92.16 93.34

Agrawal (Grad-20K) Accuracy 89.39 91.73 91.93 92.12 93.68

Agrawal (Grad-50K) Accuracy 84.92 89.76 92.39 92.27 92.34

Agrawal (Grad-100K) Accuracy 89.53 90.92 90.98 94.00 93.61

Airlines Accuracy 62.00 62.31 62.59 62.88 63.12

Forest cover Accuracy 84.87 85.71 86.38 86.47 88.88

Spam Assassin Accuracy 89.43 90.55 90.28 90.38 91.34

Usenets Accuracy 65.42 67.86 68.56 70.47 72.16

Bold signifies the highest accuracy of the proposed method DBDDM with a particular dataset using HT classifier by observing the different values
of the current window

Table 9 Comparison of classification accuracy between proposed method and existing methods using NB classifier

Dataset ADWIN DDM ECDD SEED SEQDRIFT2 STEPD WSTD1W DBDDM

LED (Grad-20K) 63.99 71.57 68.57 56.97 61.99 67.42 71.45 73.58

Sine (Grad-20K) 84.18 84.84 84.32 84.12 84.57 84.55 84.76 83.36

Agrawal (Abr-20K)) 64.26 63.67 62.42 64.25 64.04 64.56 64.73 74.94

Agrawal (Abr-50K)) 65.64 64.27 62.93 65.48 65.65 65.27 65.71 85.96

Agrawal (Abr-100K) 66.08 64.85 62.97 66.02 66.14 65.48 65.79 84.81

Agrawal (Grad-20K) 63.25 63.13 61.98 63.64 62.63 63.54 63.56 88.38

Agrawal (Grad-50K) 65.34 64.49 62.64 65.19 65.41 64.91 65.31 86.61

Agrawal (Grad-100K) 65.93 64.69 62.85 65.86 65.96 65.25 65.57 88.09

Airlines 66.70 65.35 63.66 66.71 66.60 65.73 66.71 61.88

Forest cover 67.73 67.14 67.39 67.32 67.68 67.62 68.18 80.21

Spam Assassin 91.87 89.34 88.39 90.90 89.70 91.42 91.80 91.64

Usenets 68.41 71.01 72.75 68.65 66.31 71.95 71.58 71.59

Average rank 4.00 5.83 6.58 4.95 4.50 4.66 2.95 2.50

Bold signifies the highest accuracy of a method with a particular dataset using NB classifier

Table 10 Comparison of classification accuracy between proposed method and existing methods using HT classifier

Dataset ADWIN DDM ECDD SEED SEQDRIFT2 STEPD WSTD1W DBDDM

LED (Grad-20K) 63.09 70.73 67.59 55.60 60.97 65.64 69.06 73.67

Sine (Grad-20K) 85.54 86.82 85.22 85.49 86.69 86.01 86.79 92.27

Agrawal (Abr-20K)) 64.50 65.21 64.27 64.64 64.63 65.27 65.76 72.66

Agrawal (Abr-50K) 65.88 70.01 65.40 65.39 67.29 66.47 69.89 85.75

Agrawal (Abr-100K) 66.63 73.09 66.96 65.71 68.70 67.06 70.52 83.37

Agrawal (Grad-20K) 63.62 65.27 63.26 63.84 63.37 64.26 64.98 93.68

Agrawal (Grad-50K) 65.48 69.20 65.69 65.04 66.83 66.02 68.58 91.34

Agrawal (Grad-100K) 66.35 73.48 66.43 65.47 68.49 66.89 70.22 93.61

Airlines 66.70 65.35 63.66 66.71 66.60 65.73 66.71 63.12

Forest cover 67.73 67.14 67.39 67.32 67.68 67.62 68.18 88.88

Spam Assassin 91.87 89.34 88.39 90.90 89.70 91.42 91.80 91.34

Usenets 68.41 71.01 72.75 68.65 66.31 71.95 71.58 72.16

Average rank 5.50 3.66 6.25 6.37 5.16 4.41 2.70 1.91

Bold signifies the highest accuracy of a method with a particular dataset using HT classifier
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Fig. 5 Critical distance (CD) diagram based on classification accuracy of methods with NB classifier (see Table 9)

Fig. 6 Critical distance (CD) diagram based on classification accuracy of methods with HT classifier (see Table 10)

imate randomization test to determine the frequency of
consecutive drift and compare the obtained frequency with
the threshold to determine the actual drift. The approximate
random test is performed to find a significant difference
between window data instances. Due to deformities in the
stream, the learning model may encounter false drifts, which
is a delusion of drift, not an actual drift. The parameter Flag is
introduced to count the frequency of consecutive drift. The
frequency restricts the false drift situations and efficiently
detects the actual drift. The proposed work detects sudden
and gradual drift incrementally as per the reported experi-
ments. In the real-time environment, the DBDDM also deals
with multi-dimensionality of data as well as binary-class and
multi-class classification problems.

The proposed method is compared with seven state-of-
the-art concept drift detection methods using synthetic and
real-time datasets. DBDDM is the top-ranked method in
terms of classification accuracy with Naive Bayes (NB)
and Hoeffding Tree (HT) base classifier in the reported
experiments. A statistical significance test, Friedman test
with Nemenyi-post-hoc analysis, is performed with pro-
posed and existing methods. It shows that the DBDDM
is significantly better than DDM, ECDD with NB classi-
fier, and ADWIN, ECDD, SEED, and SEQDRIFT2 with
HT classifier. We have conducted ablation studies to under-
stand the impact of the change in current window size and
the number of possible shuffling of concatenated window
data instances. Interestingly, the smaller window size, less
shuffling, and more shuffling of concatenated window data
instances degrade the learning model’s accuracy.

In future work, DBDDM can be utilized in different
domains of applications. Further, the adaptive window size
and threshold identification can be achieved for automatic
parameter settings instead of a fixed value of parameters. The
other future direction is that the handling of concept drifts
under missing values, which depicts the incompleteness of

features. On the other hand, the incremental regularization or
dimensionality reduction techniques can be applied with the
concept drift detection method to minimize the computation
resources in terms of memory and time.
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