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Abstract
Forecasting the spread of COVID-19 infection is an important aspect of public health management. In this paper, we propose
an approach to forecasting the spread of the pandemic based on the vector autoregressive model. Concretely, we combine
the time series for the number of new cases and the number of new deaths to obtain a joint forecasting model. We apply the
proposed model to forecast the number of new cases and deaths in the UAE, Saudi Arabia, and Kuwait. Test results based
on out-of-sample forecast show that the proposed model achieves a high level of accuracy that is superior to many existing
methods. Concretely, our model achieves mean absolute percentage error (MAPE) of 0.35%, 2.03%, and 3.75% in predicting
the number of daily new cases for the three countries, respectively. Furthermore, interpolating our predictions to forecast the
cumulative number of cases, we obtain MAPE of 0.0017%, 0.002%, and 0.024%, respectively. The strong performance of
the proposed approach indicates that it could be a valuable tool in managing the pandemic.

Keywords COVID-19 · Forecasting · VAR · ARIMA · Autoregression

1 Introduction

The COVID-19 pandemic has brought tremendous chal-
lenges to the governments and public health authorities
around the globe.One of the key aspects tomanaging the gov-
ernments’ response to the pandemic is forecasting the spread
of the infection. Accurate forecast of the expected number of
new cases can help the authorities better plan their policies
and actions to achieve the optimal outcome. In this paper, we
propose a vector autoregressive (VAR) model to forecast the
daily number of new cases and deaths. The proposed algo-
rithm produces accurate results and outperforms the existing
state-of-the-art forecasting models.
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The ability to accurately forecast the spread of the
infection allows governments to make smart and informed
decisions. If the number of infections is expected to rise
sharply, the government may consider imposing a lockdown
in order to stop the spread of the virus. On the other hand, if
the number of new cases is expected to decline the govern-
ment may consider easing some of the social and economic
restrictions to improve the quality of life. Similarly, accurate
forecast allows public health authorities to better manage
their limited resources.

Forecasting COVID-19 infection has received a consider-
able amount of attention among researchers. However, our
method differs from the existing approaches in two impor-
tant ways. First, we consider the number of new cases in
conjunction with the number of deaths. We believe that the
two time series are related. Consequently, the information
about one time series can be used to forecast the other time
series. Using the VAR model, we can take into account
the cross-correlation between the series and achieve more
accurate forecasts. Second, we use data from some of the
most extensively tested populations in the world—the UAE,
Saudi Arabia, and Kuwait—to train our model. So the data
accurately represent the true prevalence of the infection in
each country. Additionally, our data cover a 12-month period
which is considerably longer than many existing studies. We
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believe that the quality and depth of the data lead to more
reliable results.

Although vector autoregression was used to forecast
COVID-19 in the past [1], its application has been sparse.
Our approach is based on a careful study of the times series
plots, correlationplots, and information criteria.Remarkably,
our analysis produced the same order model for each coun-
try. It indicates that the proposed approach can be adopted
to forecast the infection rates in other countries. To test the
efficacy of our approach, we measured the model accuracy
based on 10-day ahead forecast. The mean absolute percent-
age error for the three countries is 0.0017%, 0.002%, and
0.024%, respectively.

Our paper is structured as follows. In Sect. 2, we briefly
discuss the existing efforts in the literature to forecast the
COVID-19 infection. In Sect. 3, we provide the required
theoretical background about the VAR model. In Sect. 4,
we construct and apply the proposed model to forecast the
infection rates in the UAE, Saudi Arabia, and Kuwait. We
conclude the paper with a few closing remarks in Sect. 5.

2 Literature

The topic of forecasting COVID-19 has recently attracted
a significant amount of attention in the literature. A num-
ber of different forecasting approaches have been explored.
The results vary depending on the model and data used in the
study. Despite the considerable volume of research dedicated
to the subject, the results have sometimes been criticized as
inadequate [2]. One of the issues with the existing attempts
in the literature is the size and the quality of the training data.
The data are often too little or originate from countries with
low testing rates [3]. To address this issue in our paper, we
employ a 12-month dataset from rigorously tested countries.
Another issue is the vulnerability of the underlying assump-
tions of the model. Most of the forecasting models are based
on certain assumptions about the time series. If the under-
lying assumptions are not satisfied, then the model is not
technically sound.

The majority of the existing forecasting methods can be
grouped into three categories: autoregressive integratedmov-
ing average (ARIMA)models, mathematical growthmodels,
and machine learning (ML) models. In an ARIMA model,
the values of an individual time series are forecasted based on
a linear combination of the past values and random shocks.
Formally, ARIMA models are denoted ARIMA (p, d, q),
where p is the number of time lags of the autoregressive
model, d is the degree of differencing, and q is the order of
past shocks. The authors in [4] find ARIMA(0,1,0) to be the
best fit for predicting the trend of daily confirmed COVID-
19 in Malaysia. The authors use the data from January 22 to
March 31, 2020, for training and April 1 to April 17, 2020,

for testing. The test results showMAPE of 16.01%. In a sim-
ilar study [5], the authors attempted to estimate the total daily
infected cases from the top five countries: US, Brazil, India,
Russia, and Spain. The authors obtained different optimal
ARIMA models for each country: (4,2,4), (3,1,2), (3,0,0),
(4,2,4), and (1,2,1), respectively. Model specifications were
estimated using Hannan and Rissanen algorithm [6]. The
data for the study were taken from February 15 to June 30,
2020, for training and July 1 to July 18, 2020, for testing.
The MAPE for each country is 3.701%, 1.844%, 1.090%,
0.832%, and 2.885%, respectively.

The mathematical growth (contagion) models are based
on differential equations that model the spread of infection.
In [7], the authors forecast the total number of daily con-
firmed and death cases in India using several models based
on gene expression programming. The data for the study
are taken from April 7 to May 5, 2020. The results show
root-mean-squared error on training data: The confirmed
and death cases are 5.5574 and 90.1863, respectively. The
authors do not provide out-of-sample forecasting and test-
ing. In [8], the authors forecast the total number of daily
infected individuals in Brazil, UK, and South Korea using
discrete-time-evolution model based on a set of four equa-
tions. The results show MAPE: Brazil 5.25%, UK 4%, and
South Korea 3.75%, respectively.

Machine learning models have been used for forecasting
in a variety of applications including finance [9,10], energy
[11], education [12], temperature [13], and many others.
A number of authors have employed ML methods such as
regularized linear regression (LASSO) and recurrent neural
networks (RNN) to forecast the spread of the infection [14].
In [15], the authors compared RNN, long short-termmemory
(LSTM), BiLSTM, gated recurrent units (GRU), and varia-
tional autoencoders (VAE) to forecast the total number of
daily cases in Italy, Spain, Italy, China, the USA, and Aus-
tralia. The study used data from January 22 to June 1, 2020,
for training and June 1 to June 17, 2020, for testing. The
VAE model achieved the best MAPE values: 5.90%, 2.19%,
1.88%, 0.128%, 0.236%, and 2.04%, respectively. Similar
studies using LASSO, SVM, logistic regression, and others
have also been carried out in [16,17].

Vector autoregression is used to model the joint dynamic
behavior of a collection of time series. It was used in [18]
to forecast mortality rates, where mortality rates of each age
depend on the historical values of itself and the neighboring
ages. The VAR model is commonly used in spatiotemporal
settings. For instance, in [19] wind power forecast at mul-
tiple plants at different locations was done within a single
framework using LASSO vector autoregression. The pre-
dicted output from each plant in themodel is based on its own
past values and the past values of the other plants included
in the model. Similarly, LASSO vector autoregression was
applied for wind power prediction in [20]. Vector autore-
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gression has also been applied in a number of other fields
including finance [21], tourism [22], and commodity prices
[23].

The application of vector autoregressionmodel in the con-
text of COVID-19 has been limited. For instance, in [1] the
VAR model was studied together with linear regression and
multilayer perceptron. The authors in [24] used VAR model
to forecast the infection, hospitalization, and ICU bed num-
bers in Italy. None of the two studies include any measures
of accuracy to evaluate the models.

3 Vector Autoregressive Model

The VAR process is traditionally used to model together two
or more related time series. In case of COVID-19, the num-
ber of new cases is related to the number of deaths. As the
number of new cases increases, so does the number of deaths.
Therefore, information about the former can help predict the
latter. The VAR process allows to incorporate both the num-
ber of new cases and deaths into a single model, producing
a more powerful forecasting paradigm. In addition, the VAR
process requires minimal assumptions about the nature of the
time series. As will be shown in Sect. 4.3, modeling the num-
ber of new cases in conjunction with the number of deaths is
more effective than modeling the series individually.

A good introduction to vector autoregression can be found

in [25]. Let xt =

⎡
⎢⎢⎢⎣

xt,1
xt,2
...

xt,k

⎤
⎥⎥⎥⎦ be a vector-valued time series

consisting of k individual time series. Assume that xt is
stationary, i.e., the cross-covariance function Cov(xt,i , xs, j )
depends only on s − t . Then, the VAR(p) model is given by
the following equation:

xt = �1xt−1 + �2xt−2 + . . . �pxt−p + wt , (1)

where � j are matrices of coefficients and wt is the vector
Gaussian white noise with Cov(wt ,ws) = 0 for s �= t .
In our paper, we examine a vector of two time series, so
the corresponding VAR(p) model is given by the following
equation:

[
xt
yt

]
= �1

[
xt−1

yt−1

]
+ · · · + �p

[
xt−p

yt−p

]
+

[
wt,1

wt,2

]
,

where xt and and yt are the numbers of new cases and
deaths at time t , respectively. The coefficients of matrix

� j =
[
�11 �12

�21 �22

]
are estimated based on themaximum like-

lihood estimation. In other words, the matrix coefficients are

calculated to maximize the likelihood of obtaining the sam-
ple. In our paper, we use the statsmodels package in
Python [26] to implement the VAR model. The order p of
the VAR model is chosen based on a combination of dif-
ferent factors including the time series plots, the correlation
plots, and information criteria. In addition, residual analysis
is employed to confirm the model assumptions about nor-
mality and independence.

4 Model Construction and Forecasting

4.1 Datasets

The data used in this study consist of the daily number of
new cases and deaths. The data are collected for three coun-
tries: theUAE, SaudiArabia, andKuwait. The countrieswere
chosen due to rigorous COVID-19 testing conducted within
the populations [3]. The data range over a 12-month period
starting from March 20, 2020, to March 20, 2021. We used
the data until March 10, 2021, for training and the data from
March 11 toMarch 20, 2021, for testing. The data are sourced
from OurWorldInData.org [27]. The time series plots for the
number of new cases and deaths for each country are pre-
sented in Fig. 1.

4.2 Data Preprocessing

According to the European Centre for Disease Prevention
and Control, “the daily number of cases is frequently sub-
ject to retrospective corrections, delays in reporting and/or
clustered reporting of data for several days.” Therefore, daily
variations in the number of cases are unreliable for effective
forecasting. To obtain a more balanced and well-founded
time series, we employ a 7-day rolling mean. As shown in
Fig. 2, using the rolling mean produces a more reliable time
series. We can also see from the plots that the time series
for the number of cases and number of deaths are correlated
with an approximately 30-day lag. For instance, in the case
of the UAE, the peak for the number of new cases occurs
in the end of January, while the peak for the number of new
deaths occurs in the end of February.

The plots in Fig. 2 show that the time series are not station-
ary. Let xt be the value of the times series at time t . To obtain
a more stationary time series, we take the first difference of
the time series values:

∇xt = xt − xt−1. (2)

As shown in Fig. 3, the resulting series is more stationary
with a constant mean around zero. There remain spikes in the
variance especially in the end of the period (Fig. 3a) which
can be attributed to the stochastic realization of the time
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(a) The number of new cases and deaths in the UAE.

(b) The number of new cases and deaths in Saudi Arabia.

(c) The number of new cases and deaths in Kuwait.

Fig. 1 The original time series data for the three countries

series. Nevertheless, the transformed series appears largely
stable to proceed with our analysis.

4.3 Building the ForecastingModel

The key to building an effective VAR model is determin-
ing the correct order. To identify the order of the model we
consider 3 factors: time series plots, correlation plots, and
information criteria. We illustrate our approach to building a
model in the case of the UAE. The models for Saudi Arabia
and Kuwait are constructed in similar fashion. Visual exami-
nation of the time series in Fig. 1a shows that the time series
for the new cases and the time series for new deaths are cor-

related with an approximately 30-day lag. Next, we consider
the auto and cross-correlation plots. As shown in Fig. 4, there
exists nontrivial correlation in both time series. Concretely,
the autocorrelation plot for the newcases (upper left) contains
nonzero values up to lag 28 while for the new deaths (lower
right) it is up to lag 17. The cross-correlation function is not
even, i.e., ρxy(s, t) �= ρyx (s, t). Therefore, the off-diagonal
cross-correlation plots are different. Since the number of new
cases leads the number of new deaths, we consider the cross-
correlation plot on the upper right. The cross-correlation plot
shows nontrivial correlation which indicates that the number
of new cases has a lagged correlation with the number of new
deaths. So the use of the VAR model is statistically justified.
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(a) The rolling mean of the data for the UAE.

(b) The rolling mean of the data for Saudi Arabia.

(c) The rolling mean of the data for Kuwait.

Fig. 2 The 7-day rolling mean of the number of new cases and deaths

In addition, the nonzero value at lag 29 is consistent with our
visual observations in Fig. 1a.

As the final step in identifying the order of the model, we
study information criteria metrics. In particular, we calculate
the Akaike information criterion (AIC) of the VAR model
for the first 33 orders. The AIC is given by the following
equation:

AIC = 2k − 2 ln(L̂), (3)

where k is the number of parameters in themodel and L̂ is the
maximum sample likelihood for amodel. Themodel with the
lowest AIC is considered optimal. As shown in Table 1, the

minimum AIC is achieved at lag 29. This is consistent with
our earlier observations. Recall that the plots in Fig. 1a show
an approximately 30-day lag between the two time series. In
addition, the cross-correlation plot had a maximum nonzero
value at lag 29. We conclude that the optimal order for our
VAR model is p = 29.

We split the data into training and testing subsets. The
training subset encompasses the period March 20, 2020–
March 10, 2021, while the testing subset includes the period
March 11–March 20, 2021.We fit the VAR(29) model on the
training. Then, we use the fitted model to forecast the new
daily number of cases and deaths for the testing period. As
shown in Fig. 5a, the forecasted numbers of new cases match
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(a) The first difference of the rolling mean series for the UAE.

(b) The first difference of the rolling mean series for Saudi Arabia.

(c) The first difference of the rolling mean series for Kuwait.

Fig. 3 Taking the first difference of the series helps achieve stationarity

almost perfectly with the actual numbers. Similarly, it can
be seen from Fig. 5b, the forecasted numbers of new deaths
match closely with the actual numbers.

Tomake the comparison between the forecasted and actual
values more precise, we calculate the root-mean-squared
error (RMSE), the mean absolute error (MAE), and the mean
absolute percentage error (MAPE) of the model forecast.
Note that RMSE and MAE are conditional on the size of
the population and should be used with caution for compar-
ison between countries with significantly different numbers
of cases. While our model is designed to forecast the number
of new cases, it can be easily used to forecast the total number
of cases. To obtain the forecast for the total number of cases,

we simply add the forecast for the new number of cases to
the current total number of cases. The results presented in
Table 2 show that the proposed model produces highly accu-
rate forecasts. The RMSE, MAE, and MAPE columns in
Table 2 correspond to the number of new cases, while the
MAPET column corresponds to the number of total cases.
Observe that the MAPE relative to the number of new cases
is 0.35%, while the MAPE relative to the total number of
cases is 0.0017%. The model is less accurate in predicting
the number of deaths. The lower accuracy on the number of
deaths can be attributed to two primary factors: insufficient
data and the complex nature of death. On the other hand, the
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Fig. 4 Correlation plots for the UAE. The upper left and lower right plots represent autocorrelations for the number of cases and deaths, respectively.
The off-diagonal plots are cross-correlations. The dashed horizontal lines represent the confidence limits

MAE for new deaths is 0.86 which means that the forecast
is accurate within 1 count.

Indeed, the results are substantially better than for many
current models in the literature. As shown in Table 3, the pro-
posed model outperforms existing approaches from a range
of fields including ARIMA, mathematical modeling, and
ML. In particular, the MAPE for predicting the total number
of cases using our method is 0.0017% which is substantially
smaller than theMAPEvalues presented inTable 3.Although
comparison with Table 3 is not ideal due to the differences in
studies, it does provide a useful benchmark for our proposed
model.

To further validate the use of the VAR model, we com-
pare its performance against the basic AR model. To this
end, we fitted and tested the AR(30) model on the data. We
obtain MAPET of 0.0063% which is more than thrice the

MAPET for the VAR model. We conclude that the vector-
based approach to forecasting COVID-19 infection is more
effective than single-valued approach.

4.4 Saudi Arabia and Kuwait

To demonstrate the effectiveness of the proposed approach,
we apply it to the case of Saudi Arabia and Kuwait. To con-
struct the forecastingmodels for the two countries, we follow
the same steps as in the case of theUAE.We consider the time
series plots, correlation plots, and AIC. Our analysis yields
VAR(29) and VAR(28) as the optimal models for Saudi Ara-
bia and Kuwait, respectively. After fitting the models on the
training data, we forecast the number of new cases and deaths
for the test periodMarch 11–March 20, 2021. The results are
illustrated in Figs. 6 and 7. As shown in Fig. 6, the fore-
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Table 1 AIC values for different
orders p of the VAR model

p AIC p AIC p AIC p AIC p AIC p AIC

0 5.693 6 4.785 12 4.337 18 4.106 24 3.990 30 3.968

1 4.911 7 4.624 13 4.292 19 4.113 25 3.990 31 3.998

2 4.877 8 4.436 14 4.198 20 4.088 26 3.986 32 4.008

3 4.824 9 4.442 15 4.081 21 4.019 27 3.999 33 4.017

4 4.841 10 4.310 16 4.089 22 3.977 28 3.997 34

5 4.826 11 4.325 17 4.102 23 3.978 29 3.951 35

(a)

(b)

Fig. 5 The actual and forecast values for the number of new cases and deaths in the UAE

Table 2 10-day-ahead forecast accuracy for the UAE

RMSE MAE MAPE MAPET

New cases 9.65 7.45 0.35% 0.0017%

New deaths 1.02 0.86 10.75% 0.0612%

casted number of cases in Saudi Arabia matches very closely
with the actual number of cases. Furthermore, the forecasted
number of deaths is nearly identical with the actual numbers.
Similarly, as shown in Fig. 7, the forecasted values in Kuwait
are not too far from the actual values.

As shown in Tables 2 and 4, the proposed forecasting
approach achieves a high degree of accuracy in forecasting
the number of new cases and deaths. The 10-day-ahead fore-
cast of the number of new cases in the UAE is accurate within
0.35%. The results attained by the proposed VAR model are
significantly better than the results in the existing literature
(Table 3). The success of the proposed approach lies in the

simplified assumptions that underlie theVARmodel together
with the high quality of the time series data. Given the per-
formance of the proposed model, it can be similarly applied
to other countries and help health officials combat the pan-
demic.

5 Conclusion

In this paper, we investigated the use of vector autoregression
to forecast the spread of COVID-19 infection. In particular,
we applied the VAR model to jointly forecast the number of
new cases and deaths the UAE, Saudi Arabia, and Kuwait.
The results show a high level of accuracy of the proposed
model. Indeed, theMAPE of the model is substantially lower
than that of the existing models in the literature. The success
of the proposed approach shows that it can also be used for
forecasting in other countries.
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Table 3 Accuracy results of the
existing methods for forecasting
the number of cases

Source Singh et al. [4] Singh et al. [4] Curado et al. [8] Zeroual et al. [15]

Method ARIMA ARIMA Mathematical model Machine learning

Results MAPE: 16.01% MAPET : 0.8–3.7% MAPET : 3–5% MAPET : 0.128–5.90%

(a)

(b)

Fig. 6 The actual and forecast values for the number of new cases and deaths in Saudi Arabia

(a)

(b)

Fig. 7 The actual and forecast values for the number of new cases and deaths in Kuwait
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Table 4 10-day-ahead forecast
accuracy for Saudi Arabia and
Kuwait

Saudi Kuwait
RMSE MAE MAPE MAPET RMSE MAE MAPE MAPET

New cases 8.59 7.41 2.03% 0.002% 64.49 49.78 3.75% 0.024%

New deaths 0.10 0.07 1.29% 0.001% 0.85 0.74 10.55% 0.063%

Despite the high accuracy of the model, there remains
room for improvement. Although taking the first difference
stabilized themeanof the series around zero, additional trans-
formations can be applied to improve the variance. Themodel
may benefit by expanding and including quantities such as
the percentage of tested population, the number of recoveries,
and others. Alternative VAR models such as LASSO VAR
and VARCHmay also be investigated in future research. The
proposed approach has a great potential to be a valuable tool
in managing the government response against COVID-19.
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