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Abstract
Recently, a variety of large-scale many-objective optimization algorithms (LSMaOAs) have been designed and proposed to
address different classes of large-scale many-objective optimization problems (LSMaOPs). Even after tremendous progress
in the development of LSMaOAs for the various types of synthetic LSMaOPs, the real-world LSMaOPs such as large-
scale many-objective software package restructuring (LSMaOSPR) gained little attention. This work proposes a particle
swarm optimization (PSO) based LSMaOA for the LSMaOSPR problem. To this contribution, different components of PSO
framework such as selection of inertia weight, selection of cognitive and social constant, updating velocity and position
of particles, and determination of personal best and global best are customized based on the suitability of the LSMaOSPR
characteristics. To evaluate the supremacy of the proposed approach, we tested it over five LSMaOSPR problems. The
optimization results indicate that the proposed LSMaOA approach has enough capability for generating an evenly distributed
and well-converged approximation of the Pareto front for the large and complex LSMaOSPR problems.

Keywords Software package restructuring · Many-objective optimization · Large-scale optimization · PSO algorithm

1 Introduction

The size of multi-featured modern software systems is
mostly very large that generally makes program complex
to understand and difficult to maintain. To reduce the com-
plexity, developers usually employ object-oriented concepts
to design and implement the software systems. In the
object-oriented system, the low-level software entities are
distributed into the high-level software entities based on
the various object-oriented design principles and guidelines.
Even though, the applications of object-oriented concepts
help in reducing the complexity, still improper use of its
design guidelines can increase the software complexity [1].
For example, in Java programming based object-oriented
software systems, if the organization of classes in the pack-
ages do not comply the different package design principles,
it will make the software system complex. Many times, it has
been observed that due to short delivery time and increase
product cost during software development or maintenance,
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developers usually do not strict with the design principles
that often makes software product complex.

In the Java based object-oriented software systems, to
produce a good quality software product, the classes of
the source code need to be distributed among the packages
according to multiple software design criteria. The qual-
ity of software products often deteriorates if the systems
are developed or maintained without following the package
design criteria. In other word, the poor software package
design has the several negative consequences on the system’s
understandability and maintainability. To keep the important
software products relevant and useful, the package design
of the deteriorated systems often needs to be overhauled by
improving the package structure. However, improving the
package structure of a software system is a challenging task
because there requires optimization of multiple design crite-
ria simultaneously.

To improve the various aspects of package design of a
Java programming based object-oriented systems, a variety
of software package restructuring (SPR) approaches based on
different metaheuristic algorithms have been proposed (e.g.
[2–4]). In these approaches, the SPR problem is modeled
as a single, multi or many-objective optimization (MaOO)
problem and solved using appropriate metaheuristic algo-
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rithms. Even the existing optimization approaches have the
huge potential to tackle the vast spectrum of SPR prob-
lems, still there are many forms of SPR problems exist that
poses several performance challenges to these approaches.
The optimization model of SPR problems, consisting large
number decision variables (i.e.more than 100) and objectives
(i.e. more than 3) deteriorate the search capability of tradi-
tional optimization approaches and thus degrade the overall
results. Overall, the scalability of themetaheuristic optimiza-
tion algorithms with respect to the number of objectives and
decision variables of the optimization problem is remained
as a challenging issue for different science and engineering
optimization problems [5–7].

To enhance the scalability of optimization algorithms
in terms of objective functions, a number of optimization
approaches have been proposed, e.g. IBEA [8],MOEA/D [9],
KnEA [10], NSGA-III [11], and Tk-MaOEA [12]. Similarly,
to improve the scalability of optimization algorithms in terms
of decision variable, a variety of optimization approaches
have also been proposed [13, 14]. To improve the scala-
bility of optimization algorithms in terms of both objective
functions and decision variables, in the previous few years
some optimization have been proposed, e.g. CCGDE3 [15],
MOEA/DVA [16], MOEA/D-RDG [17], LMEA [18], infor-
mation feedback model [19], MOEA/D with information
feedback models [5], NSGA-III algorithms with information
feedbackmodels [20], andweighted optimization framework
(WOF) [21]).

In summary, the optimization problems containing more
than three objective functions and more than hundred deci-
sion variables are the special category of optimization
problems and such optimization problems are commonly
regarded as LSMaOPs [22]. Most of the optimization algo-
rithms typically focus on the optimization problems consist-
ing 1, 2 or 3 objectives and small number (i.e. less than
100) decision variables. Additionally, these algorithms are
designed by keeping the characteristics of synthetic opti-
mization problems and there are very little works are carried
out in designing the optimization algorithms for real-world
optimization problems belong to the category of LSMaOPs.
In software engineering, there aremany problems that exhibit
the characteristics of LSMaOPs. In object-oriented systems,
SPR problems often contain properties of LSMaOP and can
be defined as large-scale many-objective software package
restructuring (LSMaOSPR) problem.

To solve the different aspects of the SPR problem
apart from the LSMaOSPR perspective, in previous one
decade, many search-based optimization approaches have
been proposed. These search-based optimization approaches
designed for the SPR problems can be categorized into
following three major categories: single-objective SPR
approach (e.g. [2]), multi-objective SPR approach (e.g. [3]),
and many-objective SPR approach [1]. These approaches

have been successfully applied and found to be as effec-
tive approach within a certain constraint. These approaches
work well with a certain formulation of SPR problem and
demonstrate poor performance if applied over large and com-
plex definition of SPR problems (e.g. LSMaOSPR problem
formulation). Even there has been huge progress in the devel-
opment of a variety of optimization approaches to address the
various aspects of SPR problems, the LSMaOSPR aspect
of SPR problem gained little attention. To address the
LSMaOSPR aspect of SPR problem, we design a customized
particle swarm optimization algorithm (PSO) by exploit-
ing and adapting the several existing strategies related to
the selection of inertia weight, selection of cognitive and
social constant, updating velocity and position of particles,
and selection of personal best and global best position of the
particles. The key contributions of this work are given below.

• To address the LSMaOSPR problem, a PSO based large-
scale many-objective optimization approach, namely
large-scalemany-objective algorithm (LSMaOA) has been
proposed.

• To this contribution, different components of PSO frame-
work such as selection of inertia weight, selection of
cognitive and social constant, updating velocity and posi-
tion of particles, and determination of personal best and
global best are customized.

• To lead the optimization process towards the evenly
distributed and well-converged approximation of Pareto
optimal front, different information feedback models
(IFMs) strategies for the personal best selection have been
exploited.

• To guide the optimization process towards a well-
converged approximation of Pareto optimal front, grid-
based, fuzzy-Pareto dominance-based, and Indicator based
global best selection strategies have been adapted.

The subsequent part of the paper is presented as fol-
lows. Section 2 covers the literature mainly focusing on
different aspects of search-based optimization and SPR
approaches. Section 3 discusses SPR problem formulation
as the LSMaOP. Section 4 presents the working process of
the proposed approach along with the formation of different
variants. Section 5 discusses the experimental setup and test
problem selection. Section 6 presents comparative results of
the different variants of the proposed approach. Section 7 and
8 present the discussion and threats to the validity of the pro-
posed approach, respectively. Section 9 concludes the paper
with future suggestions.
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2 RelatedWork

This section covers the literature focusingondifferent aspects
of search-based optimization approaches, especially large-
scale single-objective, large-scale multi-objective, large-
scale many-objective, and search-based SPR approaches.

2.1 Large-Scale Single-Objective Optimization

The class of optimization problems with a minimum of
100 decision variables and a maximum of 1 objective func-
tion is commonly referred to as large-scale single-objective
optimization problems (LSSoOPs) and corresponding algo-
rithms are knownas large-scale single-objective optimization
algorithms (LSSoOAs). In the survey of the LSSoOAs [14],
a comprehensive discussion on the different aspects of
LSSoOPs has been provided. The interested reader can read
the paper to build up a strong understanding of the concepts
of the LSSoOPs. In this survey paper, a detailed discussion
related to the characteristics of the LSSoOPs has been pro-
vided. Further, a general framework to address the different
types of LSSoOPs has also been provided.

To understand the effectiveness of the various LSSoOAs
over the different types of benchmark optimization prob-
lems the authors LaTorre et al. [23] conducted an extensive
comparative study. In this study, they evaluated the different
LSSoOAs on several benchmark LSSoOPs. This work also
studied the generality of the LSSoOAs, i.e. the capability
to adapt performances to different LSSoOPs without tuning
their parameters. Yang et al. [24] examined the general divide
and conquer concept on LSSoOPs. They concluded that the
major challenges of the divide and conquer strategy in the
optimization process lie in the dimensionality mismatch. To
tackle the dimensionality mismatch, they suggested evaluat-
ing the partial solutions of each sub problem separately by
involving a computationally cheap meta-model. Andranik
et al. [25] proposed an LSSoOAs, namely parallel multi-
agent genetic algorithm to solve the large-scale black-box
single-objective optimization problems.

2.2 Large-Scale Multi-Objective Optimization

The class of optimization problems having a minimum of
100 decision variables and minimum 2 objective functions
are generally known as the large-scale multi-objective opti-
mization problems (LSMoOPs) and the algorithms designed
to solve them are known as large-scale multi-objective
optimization algorithms (LSMoOAs). In the past decade,
there has been tremendous progress in the development of
LSMoOAs addressing the different aspects of LSMoOPs.
Recently, Authors Hong et al. [6] conducted a review study
on the progress of the evolutionary computation for the
LSMoOAs. In this review paper, a comprehensive study on

the LSMoOAs has been provided. The main focus of the
study was to provide a summarized view of the scalabil-
ity analysis and challenges of traditional LSMoOAs when
applied to LSMoOPs. Based on the scalability, they cat-
egorized the LSMoOAs into the following three groups:
enhanced search-based LSMoOAs, dimension reduction
based LSMoOAs, and divide-and-conquer based LSMoOAs.

Recently other authors Tian et al. [7] presented a compre-
hensive survey of state-of-the-art LSMoOAs for addressing
LSMoOPs. The survey is focused on the assessment meth-
ods, methodologies, and future directions of the LSMoOAs.
To provide a comprehensive view of the literature, they cat-
egorized the LSMoOAs into the following three categories:
novel search strategybasedLSMoOAs, decision space reduc-
tion based LSMoOAs, and decision variable grouping based
LSMoOAs. The detailed elaboration of these three categories
along with their advantages and disadvantages has also been
provided. These two survey papers provide a piece of detailed
information related to the LSMoOAs, so the interested read-
ers can read the papers to enhance their understandability.
Even there are a huge number of LSMoOAs have been
proposed, these two papers have covered most of the state-
of-the-art LSMoOAs.

2.3 Large-Scale Many-Objective Optimization

The LSMoOPs having more than three objectives are com-
monly known as the LSMaOPs [26]. To solve the LSMaOPs,
LSMaOAs are employed [27]. Designing of LSMaOAs for
the different types of synthetic and real-world LSMaOPs is
a challenging task compared to the designing of LSSaOAs
to LSSaOPs and LSMoOAs for the LSMoOPs. In the last
decades, a variety of LSMaOAs has been proposed address-
ing the different types of synthetic and real-world LSMaOPs
(e.g. [19], 26, 27).

Cheng et al. [28] proposed a new approach to designing
benchmark test problems for the LSMoOAs and LSMaOPs.
Using the principles of the proposed approach, nine test
problems, namely LSMOP1–LSMOP4 having linear Pareto
front, LSMOP5–LSMOP8 have a nonlinear Pareto front and
LSMOP9 having a disconnected Pareto front are instantiated.
Zhang et al. [22] proposed a decision variable clustering-
based LSMaOA, named as large-scalemany-objective evolu-
tionary algorithm (LMEA) for solving LSMaOPs. To divide
the decision variables into different groups (e.g. diversity and
convergence related decision variables) a clustering-based
decision variable partitioningmethod are developed.Gu et al.
[20] proposed an LSMaOA, by exploiting the information
feedback model into the framework of the many-objective
evolutionary algorithms NSGA-III. In this approach, the
historical information of individual candidate solutions is
used to guide the optimization process. Zhang et al. [5]
have applied a similar information feedback approach in the
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framework of the MOEA/D to design the LSMaOA. Both of
the information feedback based LSMaOA performed best on
the different LSMaOPs.

2.4 Search-Based Package Restructuring

SPR is a common and challenging optimization problem of
the software engineering field. To address the different opti-
mization forms of the SPRproblem, a variety of search-based
metaheuristic optimization approaches have been proposed
(e.g. [2], 329). These search-based metaheuristic optimiza-
tion approaches addressed the different optimization forms
of the SPR problems. Abdeen et al. [2] addressed the single-
objective optimization aspect of the SPR problem using
the Simulated Annealing (SA) metaheuristic optimization
algorithm (Kirkpatrick et al. [30]. They combined the pack-
age coupling and cohesion into a single objective function
and optimized it with the SA metaheuristic optimization
algorithm. In this continuation, Abdeen et al. [3] treated
the different quality criteria (e.g. coupling and cohesion)
independently and optimized them simultaneously using
NSGA-II, a multi-objective metaheuristic optimization algo-
rithm.

Amarjeet andChhabra [4] also treated the different quality
criteria (e.g. coupling and cohesion) as independent objective
functions and optimized them simultaneously using NSGA-
II. However, they exploited more artefact information such
as various dimensions of structural and lexical relationships
in defining the package coupling and cohesion for the SPR
problem.Mkaouer et al. [1] used a large number (more than3)
of SPR criteria as the objective functions and to restructure
the software systems these objectives are optimized using
NSGA-III a customized MaOA.

3 ProblemDescription

The formulation and encoding of any real-world problem
into a search-based optimization problem is an important
and challenging task of the metaheuristic optimization field.
This section covers the SPR problem description and its for-
mulation and encoding as the LSMaOP.

3.1 SPR Problem

The SPR is an important activity of the software reengi-
neering process. In the SPR problem, a set of classes (i.e.
Java programming based object-oriented software system) is
reorganized into a disjoint set of packages based on the distin-
guish software qualities. The SPR problem can be formally
defined as follows:

• For any object-oriented software system, consider the C �
{c1, c2, . . . , cN}, where (|C| � N) is the set of N classes
and R � {r1, r2, . . . , rT}, where (|R| � T) is the set of
relationships existing among the classes of the system to
be restructured.

• In the SPR problem, the set of classes C �
{c1, c2, . . . , cN} of the system need to be redistributed
into a set of packages P � {

p1, p2, . . . , pK
}
, (|P| � K)

based on a set of quality criteria, i.e. the set of objective
functions, F � {f1, f2, . . . , fM}, (|F| � M).

The software system can be represented as the graph,
where the set of the classes C � {c1, c2, . . . , cN} and set
of relationships R � {r1, r2, . . . , rT} can be the viewed
as the graph’s node and edges, respectively. The set of the
classes C � {c1, c2, . . . , cN} of the defined graph can be
partitioned into the different partition represented with the
set of packages P � {

p1, p2, . . . , pK
}
. Overall, we can say

that the SPR problem is basically a graph partitioning prob-
lem. It has already been proved that the graph partitioning
problem is essentially a NP-hard problem which makes the
exact/deterministic algorithms difficult to produce an optimal
solutionwithin a reasonable amount of timeMancoridis et al.
[31]. This observationmotivates to tackle the SPRproblemas
an evolutionary computing where the near-optimal solution
can be generated within a reasonable amount of time.

3.2 SPR Problem as a LSMaOP

A LSMaOP is a special form of multi-objective optimization
problem (MuOP), where the number of decision variables
n and objectives m are restricted to the lower bound n >

100 and m > 3, respectively. The LSMaOPs can be either
minimization or maximization optimization problem. The
minimization LSMaOPs can be mathematically defined as
follows:

minimizeF(x) � ( f1(x), f2(x), . . . , fm(x))
subjectto : x ∈ �

(1)

where x � {x1, x2, . . . , xn} ∈ � ⊂ Rn is a set of n decision
variables. F(x) � ( f1(x), f2(x), . . . , fm(x)) ∈ Z ⊂ Rm is
a set ofm objective functionswhere a particular value of each
objective forms an objective vector of having m-dimension
located in objective space Z.

To map SPR problem on an LSMaOP, the decision vari-
ables and objective functions need to be defined. In the SPR
problem, the set of classes C � {c1, c2, . . . , cN} are redis-
tributed among the set of packages P � {

p1, p2, . . . , pK
}

based on the set of objective functions F � {f1, f2, . . . , fM}.
So, here the decision variables and their values can be
defined in terms of the set of classes C � {c1, c2, . . . , cN}
and the set of packages P � {

p1, p2, . . . , pK
}
. As a
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Fig. 1 SPR solution representation terms of decision variables

particular class ci can be placed in any of the packages
from the set P � {

p1, p2, . . . , pK
}
, hence, a class ci can

be mapped with a decision variable name and the range of
packagewith the decision variable values (i.e. 1 toK). To rep-
resent the solution space of SPR problem, there requires an
appropriate encoding scheme. The integer vector encoding
scheme ([29], [32], [33]) is an effective method to gener-
ate the solution space for the similar software engineering
problems. The demonstration of integer vector encoding for
a hypothetical SPR problem is provided in Fig. 1.

Since each of the classes in the SPR problem is mapped
with a different decision variable. Hence, the number of deci-
sion variables increases with the increase in the number of
classes of the SPR problem. It has been found that most of
the multi-featured software systems are very large in size
and generally involve more than 100 classes. So, the number
of decision variables for such multi-objective formulation of
the SPR problem will contain more than 100 decision vari-
ables. Apart from the formulation of the SPR problem in
terms of decision variables, the problem objectives need to
be defined in terms of different aspects of software quality.
The different dimensions of software qualities are generally
considered as the objective functions of the SPR problem.
Hence, the number of objectives in the SPR problem gets
increases with the increase in the number of involved soft-
ware quality criteria. Overall, the formulation of the SPR
problem as an optimization problem generally consists of
multiple objective functions and a large number of decision
variables. Therefore, the SPR problem consisting of more
than 100 decision variables and more than 3 objectives can
be characterized as the LSMaOP and can be referred to as
the large-scale many-objective software package restructur-
ing (LSMaOSPR).

To formulate the objective functions for the LSMaOSPR
problem, we used the quality criteria suggested in studies [1,
4, 29]. These quality criteria are as follows: (1) structural
software package coupling (to minimize), (2) structural soft-
ware package cohesion (to maximize), (3) lexical software
package coupling (tominimize), (4) lexical software package
cohesion (to maximize), (5) changed-history software pack-

age coupling (tominimize), and (6) changed-history software
package cohesion (to maximize), (7) the number of packages
(to maximize), (8) difference between the minimum and the
maximum number of classes in the packages (to minimize),
and (9) Modularization quality (MQ). Based on the nature
and number of quality criteria, we have designed the follow-
ing five sets of problem objectives:

• Objective Set-4: (1) structural software package coupling
(to minimize), (2) structural software package cohesion
(to maximize), (3) the number of packages (to maximize),
and (4) differencebetween theminimumand themaximum
number of classes in the packages (to minimize).

• Objective Set-5: (1) structural software package coupling
(to minimize), (2) structural software package cohesion
(to maximize), (3) the number of packages (to maximize),
(4) difference between the minimum and the maximum
number of classes in the packages (tominimize), andMod-
ularization quality (MQ).

• Objective Set-6: (1) structural software package coupling
(to minimize), (2) structural software package cohesion
(to maximize), (3) lexical software package coupling (to
minimize), (4) lexical software package cohesion (to max-
imize), (5) the number of packages (to maximize), and (6)
difference between the minimum and the maximum num-
ber of classes in the packages (to minimize).

• Objective Set-7: (1) structural software package coupling
(to minimize), (2) structural software package cohesion
(to maximize), (3) lexical software package coupling
(to minimize), (4) lexical software package cohesion (to
maximize), (5) the number of packages (to maximize),
(6) difference between the minimum and the maximum
number of classes in the packages (tominimize), andMod-
ularization quality (MQ).

• Objective Set-8: (1) structural software package coupling
(to minimize), (2) structural software package cohesion
(to maximize), (3) lexical software package coupling (to
minimize), (4) lexical software package cohesion (to max-
imize), (5) changed-history software package coupling
(to minimize), and (6) changed-history software package
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cohesion (to maximize), (7) the number of packages (to
maximize), and (8) difference between the minimum and
the maximum number of classes in the packages (to min-
imize).

In the objective set-5 and objective set-7, the computa-
tion MQ metrics involved a different set of information. In
objective set-5, the MQ is defined in terms of the structural
dependency information only, whereas in objective set-7,
the MQ is defined in terms of both structural and lexical
dependency information. A detailed description of the above
objective functions defined in the different objective sets can
be found in the literature [1], [4], [29]. Each set of objec-
tives defined above consist of a different number and types
of software quality criteria as the objective function. In the
SPR problem, according to the requirements, the developers
can consider different types of software quality criteria as the
objective functions. To test the scalability of our proposed
approach in terms of the number of objective functions and
number of decision variables, we have considered the dif-
ferent sets of objectives with varying numbers of objectives
functions.

4 Proposed Approach

Generally, a metaheuristic optimization framework contains
several components and these components need to be defined
to solve a particular class of optimization problems. The
LSMaOSPR is a class of discrete combinatorial optimization
problems. Due to inherent complications in such real-world
discrete combinatorial optimization problems, designing a
metaheuristic optimization algorithm becomes a very dif-
ficult task. It becomes more difficult if the optimization
problem is a class of large-scale many-objective optimiza-
tion. For the LSMaOSPR optimization problem, we utilized
the PSO framework and redefined its components according
to the requirements and suitability of the problem charac-
teristics. The details of the redefined components and their
strategies of the proposed approach are provided in the fol-
lowing sub-sections.

4.1 Velocity and Position of Particles

In the optimization model of the LSMaOSPR problem, the
decision variables are discrete in nature, whereas most of the
PSO-based optimization approaches are designed to work
with the optimization problem having the continuous deci-
sion variables. Therefore, for the LSMaOSPR problem the
definition of operators used in the updating velocity and posi-
tion need to be redefined. In thiswork,wederived the velocity
and position updating rules from the work presented in [29].

The mathematical equation updating the velocity and posi-
tion is given as follows:

vnewi ��
(
ω × vi + c1r1 × (

pbesti ⊕ pi
)

+c2r2 × (gbest ⊕ pi )) (2)

pnewi � pi�vnewi (3)

where ω represents inertia weight. c1r1 and c2r2 both are
combination of learning factor and random value (between
0 to1) used to control the level of cognitive and social com-
ponents, respectively. The pbesti , gbest,vi , and pi , represent
personal best position, global best position, current velocity,
and current position of the ith particle of the swarm.The oper-
ators ×, +, and ⊕ are defined as the simple multiplication,
addition, and XOR operator.

The symbolω represents the inertia weight which controls
the impact of current velocity in the new velocity of a parti-
cle of the swarm. It has major influence on exploration and
exploitation process of the optimization algorithm. Specially,
its low values enforce the algorithm towards exploitation and
high value towards exploration. To set the value of ω, a vari-
ety of approaches have been suggested.However, customized
approaches have been found more appropriate. In this work,
we use the nonlinear decreasing strategy of the inertia weight
presented by the authors Ting et al. [34]. According to this
approach the value of the ω is computed as follows:

ω(t) � ωmax −
(

t − 1

tmax − 1

)α

(ωmax − ωmin) (4)

The symbols t and tmax are the current iteration and the
maximum iterations, respectively, of the optimization pro-
cess. The ωmin and ωmax are the minimum and maximum
inertia weight value, respectively. The parameter α denotes
the decline exponent. The value of cognitive coefficient (c1)
and the social coefficient (c2) also has an important effect
on the exploitation and exploration of the search space. It
has been observed that the linear variation in cognitive coef-
ficient (decreasing) and social coefficient (increasing) over
algorithm iteration helps the optimization process in smooth
transition from exploration to exploitation. In this work, we
adopt the similar approach in the definition of linear vari-
ations of the cognitive and social coefficients. The linear
variations in the cognitive coefficient (c1) and the social coef-
ficient (c2) are defined as follows:

c1(i tr) � ci1 +
(
c f
1 − ci1

) t

tmax
(5)

c2(i tr) � ci2 +
(
c f
2 − ci2

) t

tmax
(6)

where ci1, c
f
1 and ci2, c

f
2 are the initial and final value of

the cognitive and social coefficients. The t and tmax are the
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current iteration and the maximum iterations, respectively,
of the optimization process.

The function �(.) returns a velocity vector (i.e. if the
received vector index value is>0 then return 1 otherwise
return 0). To define the � operator used in pi�vnewi , we
exploit the strategy proposed in the study [35]. According to
this strategy, the pi�vnewi is defined as follows:

σp � exp( f i t(pi (t)))

exp
(

1
N

∑N
i�1 f i t(pi (t))

) , σa

� exp
(
f i t

(
a j (t)

))

exp
(

1
|CA+DA|

∑|CA+DA|
j�1 f i t

(
a j (t)

)) (7)

pnewi �pi�vnewi

�
⎧
⎨

⎩

pnewi,d � poldi,d , i f vi,d � 0
pnewi,d � RAND

(
p1,d , p2,d , i f vi,d � 1

..., pN ,d
)
,

⎫
⎬

⎭
i f σa < σp

(8)

pnewi �pi�vnewi

�
⎧
⎨

⎩

pnewi,d � poldi,d , i f vi,d � 0
pnewi,d � RAND

(
a1,d , a2,d , i f vi,d � 1

..., a|CA+DA|,d
)
,

⎫
⎬

⎭
i f σa ≥ σp

(9)

In the above equations, f i t(pi (t)) denotes the fitness of
candidate solution, i.e. position pi . The CAandDA are the
external archives, and RAND

(
p1,d , p2,d , ..., pN ,d

)
is used

to randomly select a value from the rangeof decisionvariable.

4.2 Managing External Archives

Preserving the elitist candidate solutions in multi-objective
optimization algorithm is an important activity [36]. In
the literature of multi-objective optimization, a variety of
mechanisms to preserve the elitist candidate solution dur-
ing optimization process have been presented [2–4]. The
external archive-based elitist preservation mechanism has
been found as the most effective approach in preserving
the elitist candidate solution in multi-objective optimization
algorithms [37]. In the external archive-based elitist preserva-
tion mechanism the non-dominated solutions found during
the optimization process are stored in a fixed size external
archive. As the optimization process proceeds from one gen-
eration to another generation, the non-dominated solutions of
the current external archive may not be non-dominated with
the produced non-dominated solutions, therefore the exter-
nal archive requires continuous updating mechanism. Due
to the limited size of the external archives and huge num-
bers of non-dominated solutions, it also requires an effective
truncation mechanism so that a well converge and diverse

non-dominated solution set can be achieved at the end of
algorithm termination.

In this work, we adopted the two-archive2 external storing
mechanism presented in [37]. In the two-arch2, two archives,
namely convergence archive (CA) and diverse archive (DA)
of the same size are used to store non-dominated solutions. To
store the non-dominated solutions following rules are used:
(1) if both archives CA and DA are empty then the new
non-dominated solution is placed in the DA archive; (2) If
the non-dominated solution of the swarm is non-dominated
with the CA and DA candidate solution then it is placed
in the DA archives; (3) If the new non-dominated solution
dominates one or more non-dominated solutions of CA and
DA archives then dominated solutions of CA and DA are
deleted and placed into the CA archive. If the non-dominated
solution is dominated by one or more candidate solutions
of CA and DA, then the non-dominated solution is simply
discarded.However, because of computational efficiency and
storage space, the size of CA and DA is not infinite. When
the CA and DA archives reach its maximum size, to remove
the extra non-dominated solutions from both the archives, in
this work, we adopted the same strategies as suggested in
[37].

4.3 Selection of Personal Best

In the PSO, the optimization process is usually driven by two
things: the particle’s personal best and the swarm’s global
best. The selection of the personal and global best in the case
of LSMaOPs is not straightforward. The selection of these
two guides can make a significant influence on the searching
capability of the algorithm. In LSMaOP, if the new posi-
tion of a particle dominates the current personal best, then
it is straightforward that the current personal best will be
replaced with the new position. However, it becomes chal-
lenging if both the new position and current personal best are
non-dominated with each other. In this case, the simplest and
easiest strategy can be the selection of either a new position
or a current personal best as a personal best. Many of the
existing approaches have used a similar idea in the selection
of personal best. To make a balance impact on the conver-
gence and diversity in the approximation set of Pareto front,
it is necessary to use some more effective approach for the
selection of personal best.

In this work, we adopt the concept of information feed-
back model to select the personal best [38]. In this model
the information of the current personal best and previous
personal best positions is used to determine the personal best
position. In this work, we only consider the information feed-
back of previous three personal best positions. For the ease
of understanding, let’s consider for each i th individual of the
swarm the temporary personal best is pitemp, and the previ-
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ous three personal best positions are:piprev−1, p
i
prev−2, and

piprev−3. The fitness of these three previous best personal best

positions is: f iprev−1, f
i
prev−2, and f iprev−3. To determine the

final personal best positron pif inal for each of the particle i,
we have the following three models. The temporary personal
best is pitemp is selected based on the traditional personal best
selection approach.

Model P1: In this model, to generate the final personal
best position, we consider the temporary personal best and
the first previous personal best position.

(10)

pif inal �
[(

α � pitemp

)
⊕

(
β � piprev−1

)]
, where α

� f j
temp

f 1temp + f j
prev−1

, β � f iprev−1

f 1temp + f j
prev−1

The α and β are the parameters satisfying α +β � 1. The
� operator selects the number of the decision variables from
the individual candidate solution according to proportional
of α and β values. The ⊕ operator combines the selected
decision variables values into a single individual. For exam-
ple, if α � 0.7 and � 0.3, then they select the 70% and
30% decision variables from the beginning and end of the
individual candidate solutions, respectively.

Model P2: In this model, to generate the final personal
best position, we consider the temporary personal best and
the first and second previous personal best position.

pif inal

�
[(

α � pitemp

)
⊕

(
β1 � piprev−1

)
⊕

(
β2 � piprev−2

)]

(11)

The α, β1, and β2 are the parameters satisfying the α +
β1 +β2 � 1. The values of these parameters are determined
using the following equation.

α � 1

2
∗ f itemp + f iprev−1

f itemp + f iprev−1 + f iprev−2

,

β1 � 1

2
∗ f iprev−1 + f iprev−2

f itemp + f iprev−1 + f iprev−2

,

β2 � 1

2
∗ f iprev−2 + f itemp

f itemp + f iprev−1 + f iprev−2

(12)

Model P3:In thismodel, to generate the final personal best
position, we consider the temporary personal best position
and all three previous personal best position.

pif inal �
[(

α � pitemp

)
⊕

(
β1 � piprev−1

)

⊕
(
β2 � piprev−2

)
⊕

(
β3 � piprev−3

)]
(13)

The α, β1, β2 and β3 are the parameters satisfying the
α + β1 + β2 + β3 � 1. The values of these parameters are
determined using the following equion.

α � 1

3
∗ f itemp + f iprev−1 + f iprev−2

f itemp + f iprev−1 + f iprev−2 + f iprev−3

,

β1 � 1

3
∗ f iprev−1 + f iprev−2 + f iprev−3

f itemp + f iprev−1 + f iprev−2 + f iprev−3

(14)

β2 � 1

3
∗ f iprev−2 + f iprev−3 + f itemp

f itemp + f iprev−1 + f iprev−2 + f iprev−3

,

β2 � 1

3
∗ f iprev−3 + f itemp + f iprev−1

f itemp + f iprev−1 + f iprev−2 + f iprev−3

(15)

To compute the fitness of each of the personal best posi-
tions, firstwe combine each of the four personal best position,
then compute the fitness using the binary additive epsilon
(I∈+) quality indicator [8].

4.4 Selection of Global Best

The main role of the global best in the PSO is to lead the
swarm towards the Pareto front. However, due to a large
number of the non-dominated solutions in the case of the
LSMaOPs, it is inevitably difficult to select a global best
position. In the global best selection mechanism, it is gener-
ally suggested to choose those candidate solutions from a set
of non-dominated solutions that can guide the swarm towards
a well converged and well-distributed approximation of the
Pareto front. In this work, the elitist non-dominated solutions
are maintained in the CA and DA archives. Therefore, we
select a non-dominated solution from these solutions as the
global best position. To rank the non-dominated solutions, a
variety of methods can be used. In this work, we considered
the following three methods.

Model G1: In this model, we use the Grid-based strat-
egy to select the global best from the external archives [39].
The grid-based selection strategy influences both the conver-
gence and diversity of the optimization because it considers
both properties while determining the fitness value for the
selection of a candidate solution.

Model G2: In this model of the global best selection
approach, we use the fuzzy-Pareto dominance strategy [33],
[40]. In this global best selection strategy, fuzzy-Pareto
dominance-based fitness values for the non-dominated can-
didate solutions are computed and then based on the fitness
value each candidate solution is ranked.

Model G3: In this model of the global best selection
approach, we use an indicator-based approach [8] a popu-
lar approach to distinguish the non-dominated solutions. In
this strategy, a quality indicator-based technique is used to
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compute the degree of dominance of the candidate solutions
and based on the degree of dominance the non-dominated
solutions are ranked and selected.

5 Experimental Setup

To test the proposed approach,we use the five object-oriented
software projects: (1) Xerces-J v2.7.0 (#classes 991, #pack-
ages 55), (2) JDI-Ford v5.8 (#classes 638, #packages 37),
(3) JHotDraw v6.0.b.1 (#classes 398, #packages 17), (4)
DOM 4 J v1.5.2 (#classes 195, #packages 16), and JUnit
v3.81(#classes 100, #packages (6). These software projects
have varying characteristics and can be easily found on the
web. These software projects have widely been considered
by the academicians and researchers to test the similar types
of metaheuristic approaches designed for the SPR problems.
The modelling of each of the software projects as an opti-
mization problem consists of 100, 195, 398, 638, and 991
decision variables, respectively. The variation in size and
complexity has made the selected software more appropriate
for testing the proposed approach.

Based on the different strategies used for the selection
of personal best and global best, we categorized the pro-
posed approach into nine variants. These nine variants of the
proposed approach are P1G1, P1G2, P1G3, P2G1, P2G2,
P2G3, P3G1, P2G2, and P3G3. Each of these variants is
executed over all the five problem instances with a varying
number of decision variables and objective functions. Due to
the stochastic nature, the final output of these variants may
not be the same on the different runs over the same problem
instance. To draw the most appropriate conclusion about the
performance of these variants, we conducted the statistical
test using the Mann–Whitney Wilcoxon rank-sum test with
a 5% confidence level and 95% level of significance. The
selection of quality indicators for the evaluation of obtained
Pareto front is another challenging task. In this approach, we
use the following three most widely quality indicators for
the evaluation of the final results: hypervolume (HV) [41],
modularization quality (MQ) [32], and inverted generational
distance (IGD) [42].

6 Results

The Pareto fronts of package restructuring solutions obtained
through the different variants, i.e. P1G1, PP1G2, P1G3,
P2G1, P2G2, P2G3, P3G1, P2G2, and P3G3 are assessed
in terms of the IGD, Hypervolume, and MQ measures. The
statistical Wilcoxon rank-sum test results applied over all
variants of the proposedwork are in the following form: some
variants may be significantly better, significantly worst, or
no significant difference to the other variants of the proposed

approach. To make the comparison among all variants more
comprehensive, we use the concept of difference [ranks]. In
the difference [ranks] comparison approach, the difference
for a particular variant denotes that the difference of sig-
nificantly better and significantly worse compared to other
variants. The rank value of a particular variant is computed
based on the ordering of the difference values. Tables 1, 2,
and 3 present the achieved difference [ranks] values of the
different variants corresponding to the IGD, Hypervolume,
and MQ quality measures, respectively.

In Table 2, the difference [ranks] values corresponding
to the IGD measure demonstrate that the variant P3G1
has achieved rank1 in most of the cases. Now if we see
the ranking results of P3G1, its value do not degrades
with the increase in the decision variables and objec-
tive functions. In other words, the P3G1 has maintained
its performance in the case of an increased number of
decision variables and objective functions. This result
reflects that the P3G1 is more scalable corresponding to
the decision variables and objective functions. Now if we
see the results of other variants, the P2G1 is producing
more competitive results to the P3G1. The P2G3 and P1G3
are performing very poor compared to the other variants,
as they have very poor ranking values. Overall, the per-
formance ordering of all the variants based on the ranking are:
P3G1>P2G1>P1G1>P3G2>P2G2>P1G2>P3G3>P2G3
>P1G3. Even these variants have a different ranking; the
performance of these variants is stable with the increase in
the number of decision variables and objective functions.
In other words, each variant of the proposed approach has
good scalability to the number of decision variables and
objective functions. Figure 2 provides the summarized view
of different variants in terms of IGD.

The difference [ranks] values achieved by the differ-
ent variants corresponding to the Hypervolume quality
measure are presented in Table 2. The difference [ranks]
values of the different variants presented in Table 2 show
that the P3G1 has gained rank 1 in most of the cases.
Moreover, the P3G1 has also preserved its performance
with problem instance having large number of decision
variables and objective functions. This observation pro-
vides sufficient support that the P3G1 has the enough
capability to produce a well-distributed approximation of
Pareto front. Now if we see the ranking values of the other
variants, their ranking are in the following decreasing order:
P2G1>P1G1>P3G2>P2G2>P1G2>P3G3>P2G3>P1G3.
If we assess the scalability of these variants, all the proposed
variants are scalable in terms of the number of decision
variables and the objective functions. Because the ranking
values of these variants are not influenced by the number of
decision variables and objective functions. Figure 3 provides
the summarized view of different variants in terms of HV.
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Table 1 Comparative
differences [ranks] results of
different variants of proposed
work in terms of IGD

System Objectives P3G1 P2G1 P1G1 P3G2 P2G2 P1G2 P3G3 P2G3 P1G3

JUnit (100) 4 + 8[1] + 6[2] + 1[3] + 1[3] − 2[6] + 0[5] − 2[6] − 4[7] − 5[8]

5 + 6[2] + 8[1] + 4[3] + 2[4] − 1[5] − 6[7] − 1[5] − 6[7] − 6[7]

6 + 8[1] + 6[2] + 4[3] + 2[4] + 0[5] − 4[6] − 4[6] − 4[6] − 4[6]

7 + 8[1] + 6[2] + 3[3] + 3[3] + 0[5] − 5[7] − 2[6] − 5[7] − 5[7]

8 + 8[1] + 6[2] + 4[3] − 2[5] − 2[5] − 2[5] + 2[4] − 2[5] − 6[8]

DOM 4 J
(195)

4 + 7[1] + 7[1] + 2[3] + 1[4] + 0[6] + 2[5] − 5[7] − 5[7] − 8[9]

5 + 8[1] + 4[2] + 4[2] + 3[4] − 4[6] − 4[6] + 1[5] − 4[6] − 8[9]

6 + 8[1] + 6[2] + 3[3] − 3[6] + 3[3] − 3[6] − 7[8] + 0[5] − 7[8]

7 + 5[2] + 8[1] + 5[2] − 5[7] − 2[6] − 5[7] + 2[4] + 0[5] − 8[9]

8 + 7[1] + 7[1] + 4[3] − 6[3] + 0[5] − 3[6] + 2[4] − 3[6] − 8[9]

JHotDraw
(398)

4 + 8[1] + 2[2] + 2[2] + 1[4] + 1[4] + 1[4] − 7[8] − 7[8] − 1[7]

5 + 5[2] + 8[1] + 2[4] + 3[3] + 1[5] − 3[7] − 2[6] − 6[8] − 8[9]

6 + 8[1] + 5[2] + 5[2] + 2[4] − 3[6] + 0[5] − 7[8] − 3[6] − 7[8]

7 + 6[2] + 8[1] + 2[3] + 2[3] + 2[3] − 4[7] − 2[6] − 8[9] − 6[8]

8 + 8[1] + 6[2] + 2[4] + 3[3] + 1[5] − 7[8] − 3[6] − 3[6] − 7[8]

JFreeChart
(638)

4 + 8[1] + 2[3] + 2[3] + 5[2] − 2[5] − 2[5] − 4[7] − 5[9] − 4[7]

5 + 5[2] + 8[1] + 3[3] + 1[4] − 1[5] − 1[5] − 1[5] − 6[8] − 8[9]

6 + 8[1] + 4[3] + 6[2] + 1[4] − 1[5] − 3[7] − 2[6] − 5[8] − 8[9]

7 + 8[1] + 6[2] + 3[3] + 0[5] + 2[4] − 3[6] − 3[6] − 6[8] − 7[9]

8 + 8[1] + 4[2] + 4[2] + 0[5] − 1[6] + 3[4] − 4[7] − 8[9] − 6[8]

Xerces-J
(991)

4 + 1[1] + 1[1] + 1[1] + 0[6] + 0[6] + 0[6] + 0[6] + 0[6] − 4[9]

5 + 8[1] + 5[2] + 2[4] + 4[3] − 5[7] − 2[6] + 1[5] − 8[9] − 5[7]

6 + 6[2] + 8[1] + 2[4] + 4[3] − 1[5] − 4[7] − 1[5] − 6[8] − 8[9]

7 + 8[1] + 6[2] + 2[4] + 0[5] + 4[3] − 2[6] − 4[7] − 6[8] − 8[9]

8 + 8[1] + 5[2] + 2[4] + 4[3] − 1[5] 4[7] − 1[5] − 6[8] − 8[9]

The difference [ranks] values of each variant com-
puted in terms of the MQ measure are presented in
Table 3. Similar to the difference [ranks] values of the
different variants corresponding to the IGD and Hyper-
volume measure, the P3G1 again has been able to secure
rank 1 in most of the cases. In this case, the ranking
values of the other variants are in the following order:
P2G1>P1G1>P3G2>P2G2>P1G2>P3G3>P2G3>P1G3.
Now if we see the ranking values of each variant, these
values are consistent over the different problem instances.
It demonstrates that the performance of each variant is
not affected with the increase in decision variables and
objective functions. From the IGD, Hypervolume, and
MQ results it can be concluded that the proposed variants
have enough capability to maintain scalability in terms of
decision variables and objective functions. Figure 4 provides
the summarized view of different variants in terms of MQ.

In summary, the IGD, Hypervolume, and MQ results pre-
sented in Tables 1, 2 and 3 indicate that all the proposed
variants are highly scalable with the number of decision vari-
ables and objective functions. The comparative results of all
the variants showed that the P3G1 ismore effective compared
to the rest of the variants. As the IGD andHypervolumemea-

sure evaluate both convergence and diversity of the Pareto
front, hence the presented results indicate that the P3G1 can
generate solutions that approximate the Pareto front well in
terms of diversity and convergence. Now if we analyse the
reason for such an effective result of P3G1, it could be the bet-
ter strategies involved in the optimization framework. In any
multi/many-objective PSO, the personal best and global best
selection strategies are the two main important components
that highly affect the performance of the algorithm. In P3G1,
we have used the best feedbackmodel and grid-based ranking
schemes which guide the optimization process towards the
generation solutions that approximate the Pareto front well
in terms of diversity and convergence.

7 Discussion

The main goal of this work is to design a metaheuristic opti-
mization algorithm that can produce a well-converged and
well-distributed Pareto front for the LSMaOSPRproblem. To
achieve the goal multiple strategies have been exploited and
incorporated into the framework of the PSOalgorithm.Based
on the various methods of personal best selection and global
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Table 2 Comparative differences [ranks] results of different variants of proposed work in terms of Hypervolume

System Objectives P3G1 P2G1 P1G1 P3G2 P2G2 P1G2 P3G3 P2G3 P1G3

JUnit (100) 4 + 8[1] + 1[2] + 1[2] + 1[2] − 1[5] − 1[5] − 1[5] − 4[8] − 4[8]

5 + 6[2] + 8[1] + 2[3] + 2[3] − 1[6] + 1[5] − 5[7] − 5[7] − 8[9]

6 + 8[1] + 6[2] + 4[3] + 2[4] + 0[5] − 4[6] − 4[6] − 4[6] − 8[9]

7 + 7[1] + 7[1] + 4[3] + 1[4] + 1[4] − 3[6] − 7[8] − 3[6] − 7[8]

8 + 7[1] + 6[2] − 1[5] + 5[3] − 1[5] + 2[4] − 6[8] − 4[7] − 8[9]

DOM 4 J (195) 4 + 6[2] + 8[1] + 3[3] + 3[3] − 3[6] + 0[5] − 3[6] − 7[8] − 7[8]

5 + 8[1] + 6[2] + 3[3] + 0[5] + 3[3] − 3[6] − 6[8] − 3[6] − 8[9]

6 + 8[1] + 6[2] + 3[3] + 3[3] − 4[7] + 0[5] − 2[6] − 6[8] − 8[9]

7 + 7[1] + 7[1] + 0[5] + 4[3] + 3[4] − 6[8] − 2[6] − 4[7] − 8[9]

8 + 8[1] + 6[2] + 4[3] + 2[4] − 2[6] + 0[5] − 4[7] − 6[8] − 8[9]

JHotDraw (398) 4 + 8[1] + 8[1] + 4[3] + 1[4] + 6[3] + 1[4] − 6[8] − 3[7] − 8[9]

5 + 8[1] + 6[2] + 2[3] + 2[3] + 2[3] + 2[3] − 6[8] − 4[7] − 6[8]

6 + 8[1] + 6[2] + 0[4] + 0[4] + 4[3] − 1[5] − 7[8] − 2[7] − 7[8]

7 + 8[1] + 6[2] + 6[2] − 2[5] + 2[4] − 3[6] − 4[8] − 8[9] − 4[8]

8 + 8[1] + 6[2] + 6[2] + 4[3] + 2[4] − 1[5] − 6[8] − 4[7] − 8[9]

JFreeChart(638) 4 + 7[1] + 7[1] + 4[3] + 0[5] + 2[4] − 5[7] − 5[7] − 3[6] − 7[9]

5 + 8[1] + 6[2] + 6[2] + 2[4] + 4[3] − 2[5] − 6[8] − 3[7] − 8[9]

6 + 8[1] + 6[2] + 4[3] + 0[5] − 3[6] + 2[4] − 4[7] − 5[8] − 8[9]

7 + 8[1] + 6[2] + 3[3] + 0[5] + 3[3] − 3[6] − 3[6] + 6[8] − 8[9]

8 + 6[2] + 8[1] + 6[2] + 0[5] + 2[4] + 4[3] − 2[6] − 5[7] − 8[9]

Xerces − J (991) 4 + 8[1] + 6[2] + 2[3] + 2[3] − 2[6] − 6[8] − 4[7] − 8[9] − 6[8]

5 + 8[1] + 6[2] + 1[4] + 4[3] − 4[7] − 2[6] − 8[9] − 6[8] − 8[9]

6 + 8[1] + 6[2] + 2[3] + 2[3] − 4[7] − 2[5] − 2[6] − 6[8] − 8[9]

7 + 6[1] + 6[1] + 3[3] + 1[4] + 0[5] − 3[7] − 3[7] − 6[8] − 7[9]

8 + 7[1] + 6[2] + 1[4] + 1[4] + 5[3] − 5[7] − 5[7] − 5[7] − 7[9]

best selection, nine variants of the proposed approach were
created. These nine variants of the proposed approach are
P1G1, P1G2, P1G3, P2G1, P2G2, P2G3, P3G1, P2G2, and
P3G3. The results show that the nine variants of the proposed
work generate different Pareto front because the different
combinations of the personal best selectionmodel and global
best selection model contribute differently in maintaining
convergence and diversity.

The IGD, HV, and MQ results demonstrate that the
P3G1 variant is performing better compared to the rest
of the variants. This indicates that the P3G1 variant has
enough potential to solve the optimization problems having
a large number of decision variables and objective func-
tions. Results also demonstrate that the performance of
the P3G1 variant does not deteriorate with the increase in
the decision variables and objective functions. It means
the P3G1 has good scalability potential with respect to the
number of decision variables and objective functions of the
optimization problems. The overall performance order of
the different variants of the proposed approach correspond-
ing to the IGD, HV, and MQ quality indicator measures is:
P3G1>P2G1>P1G1>P3G2>P2G2>P1G2>P3G3>P2G3

>P1G3. Even though the P2G1, P1G1, P3G2, P2G2, P1G2,
P3G3, P2G3, P1G3 are performing poorly compared to the
P3G1, still they have similar scalability potential.

The main reason of producing such good results with
the P3G1 is that its personal best selection and global best
selection strategy have the better capacity in guiding the
optimization process towards a well-distributed approxima-
tion of the Pareto front. The personal best selection strategy
in the P3G1 uses previous personal best feedback informa-
tion for determining the next personal best of the particle.
It indicates that more feedback information helps in guiding
the optimization process towards better search space points.
Moreover, the P3G1 uses a grid-based selection strategy to
determine the global best from the external archives. The
grid-based selection strategy (i.e.G1) involves both the diver-
gence and convergence properties in guiding the optimization
process. This could be another reason of generating good
results.

The major limitation of this work is that the pro-
posed approach is solving the LSMaOSPR problem as
the LSMaOP, where the main goal is to produce a well-
distributed approximation of the Pareto front rather than
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Table 3 Comparative differences [ranks] results of different variants of proposed work in terms of MQ

System Objectives P3G1 P2G1 P1G1 P3G2 P2G2 P1G2 P3G3 P2G3 P1G3

JUnit (100) 4 + 8[1] + 2[3] + 6[2] + 2[3] − 1[5] − 3[7] − 1[5] − 5[8] − 8[9]

5 + 8[1] + 6[2] + 4[3] + 2[4] + 0[5] − 4[7] − 2[6] − 6[8] − 8[9]

6 + 6[1] + 6[1] + 5[3] − 1[5] − 1[5] + 3[4] − 6[8] − 4[7] − 8[9]

7 + 6[1] + 5[2] + 5[2] + 4[4] − 4[7] − 1[5] − 2[6] − 5[8] − 8[9]

8 + 8[1] + 5[2] + 5[2] + 0[5] + 2[4] − 2[6] − 5[7] − 5[7] − 8[9]

DOM 4 J (195) 4 + 7[1] + 7[1] + 3[3] + 3[3] + 0[5] − 2[6] − 7[8] − 4[7] − 7[8]

5 + 8[1] + 6[2] + 4[3] + 0[5] + 2[4] − 4[7] − 2[6] − 7[8] − 7[8]

6 + 8[1] + 4[2] + 4[2] + 3[4] + 0[5] − 4[7] − 6[8] − 1[6] − 8[9]

7 + 7[1] + 7[1] + 3[3] + 1[4] + 1[4] − 4[7] − 8[9] − 1[6] − 6[8]

8 + 8[1] + 6[2] + 4[3] + 2[4] − 2[6] + 0[5] − 4[7] − 7[8] − 7[8]

JHotDraw (398) 4 + 5[2] + 8[1] + 5[2] + 2[4] + 0[5] + 5[7] − 2[6] − 5[7] − 8[9]

5 + 7[1] + 7[1] + 2[4] + 4[3] + 0[5] − 3[6] − 3[6] − 6[8] − 8[9]

6 + 4[2] + 8[1] + 1[3] + 1[3] − 2[6] + 0[5] − 2[6] − 6[9] − 4[8]

7 + 8[1] + 5[2] + 5[2] + 1[4] + 1[4] − 4[7] − 3[6] − 6[8] − 7[9]

8 + 8[1] + 6[2] + 3[3] + 2[4] + 0[5] − 3[7] − 2[6] − 6[8] − 8[9]

JFreeChart(638) 4 + 8[1] + 6[2] + 2[3] + 2[3] − 2[5] − 2[5] − 2[5] − 6[8] − 6[8]

5 + 8[1] + 6[2] + 4[3] + 1[4] + 1[4] − 3[6] − 6[8] − 3[6] − 8[9]

6 + 8[1] + 6[2] + 4[3] + 1[4] − 1[6] + 0[5] − 7[8] − 4[7] − 7[8]

7 + 8[1] + 6[2] + 3[3] + 3[3] + 0[5] − 2[6] − 6[8] − 4[7] − 8[9]

8 + 8[1] + 6[2] + 4[3] − 4[6] + 2[4] + 0[5] − 4[6] − 4[6] − 8[9]

Xerces-J (991) 4 + 6[2] + 8[1] + 3[3] + 0[5] − 2[6] − 5[7] + 3[3] − 8[9] − 5[7]

5 + 8[1] + 6[2] + 2[4] + 4[3] − 2[5] − 2[5] − 2[5] − 6[8] − 8[9]

6 + 8[1] + 6[2] + 4[3] + 2[4] − 2[6] + 0[5] − 4[7] − 6[8] − 8[9]

7 + 6[2] + 8[1] + 4[3] + 2[4] + 0[5] − 4[7] − 2[6] − 7[8] − 7[8]

8 + 8[1] + 6[2] + 4[3] + 2[4] + 0[5] − 2[6] − 5[7] − 5[7] − 8[9]

to produce a package restructuring solution which can be
better from the developer’s perspective. Even the proposed
approach is designed to solve the LSMaOSPR problem, it
can be easily extended to the other real-world LSMaOPs.
As many science and engineering problems are exhibiting
the nature of LSMaOPs, so the proposed approach can be
beneficial to address these problems effectively. This work
has exploited only a few strategies for the selection of per-
sonal best and global best, other more suitable strategies can
also be used by researchers and practitioners to design the
more effective metaheuristic optimizers for the more com-
plex LSMaOPs.

8 Threats to Validity

The paper has utilized the various strategies of search-based
optimization techniques for implementing the proposed
approach; hence, there can be many factors that can affect
the different aspects of validities related to the proposed
approach. We discuss various types of threats to validity and

their mitigation for our proposed approach based on the tax-
onomy presented by Wohlin et al. [43].

8.1 Threats to Internal Validity

The internal validity of an empirical study is concerned with
the causal relationship between outcome and treatment. In
particular, the outcome of experimentationmust not be deter-
mined by the factors which are not under the control of
researchers. In this study, the proposed approach uses vari-
ous parameters that have a major influence on the generation
of results. If the values of the parameters are not appropri-
ate, the approach can generate poor results. To mitigate this
threat to internal validity, we determined the parameters’ val-
ues based on the trial-and-error approachwhich is considered
an effective method in case of designing novel metaheuristic
algorithms.

8.2 Threats to External Validity

The external validity is referred to the degree of generaliza-
tion of the proposed approach over a larger population of
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Fig. 2 Comparison of different variants in terms of IGD

Fig. 3 Comparison of different variants in terms of HV

problem instances. The proposed approach can perform dif-
ferently if applied over a synthetic problem instance having

the special characteristics and selected randomly. To general-
ize the results over a larger population of problem instances,
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Fig. 4 Comparison of different variants in terms of MQ

it is required to select the sample of problem instances that
can be representative of the larger population of problem
instances. To mitigate this threat, we selected a variety of
real-world problem instances covering major characteristics
of the larger population of problem instances. These problem
instances are designed for different classes of applications
and have different complexity levels. The size of the prob-
lem instances also varied from smaller to larger.

8.3 Threats to Construct Validity

In the empirical study of any proposed approach, the theory
behind the method and observations of the experimentation
should be highly correlated. In particular, treatment of the
study should be properly imitating the construct of the cause
and the outcome of the experimentation should be properly
reflecting the construct of effect. In this study, the defini-
tion of different objective functions can be considered as a
threat to construct validity. To mitigate this threat, we have
adopted the software quality criteria defined in the existing
approaches as the objective functions.

8.4 Threats to ConclusionValidity

The conclusion validity of an empirical study is concerned
with the statistical relationship between the parts involved in
the experimentation. In our experimentation, the results are

collected by executing each variant of the proposed approach
31 times on the same problem instance. Therefore, to com-
pare the results of different variants, an appropriate statistical
test should be used. To draw the most appropriate conclu-
sion about the performance of the variants, we used the
Mann–Whitney Wilcoxon rank-sum test. Because the Man-
n–Whitney Wilcoxon rank-sum test is considered to be most
appropriate if the characteristics of the underlying data of
evaluation are not normally distributed.

9 Conclusion and FutureWork

In this work, we introduced a PSO based LSMaOA to
solve the LSMaOSPR. To this contribution, we exploited a
variety of strategies in customizing the various components
(e.g. inertia weight, cognitive and social constants, velocity
and position updating, management of non-dominated
solutions in external archives, and selection of personal
and global best position) of the PSO framework. Based on
the different combinations of personal best and global best
selection strategies, nine variants, namely P1G1, P1G2,
P1G3, P2G1, P2G2, P2G3, P3G1, P2G2, and P3G3 have
been designed. These variants of the proposed approach
have been tested over five Java-based object-oriented
software systems and the produced Pareto front of the
package restructuring solutions are evaluated in terms
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of IGD, Hypervolume, and MQ measures. The obtained
results showed that each of the variants is highly scalable
to the number of objective functions and decision variables.
However, the variant P3G1 is found as the best performer
and P1G3 is the worst performer in most cases. Over-
all performance ordering of these variants is as follows:
P3G1>P2G1>P1G1>P3G2>P2G2>P1G2>P3G3>P2G3
>P1G3. Future works include the designing of more
advanced LSMaOAs that can address many other real-world
LSMaOPs.
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