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Abstract
SS 201 had been reported as a good substitute for SS304 without any significant compromise in performance. However, 
modeling EBW process using an efficient tool like adaptive neuro-fuzzy inference system (ANFIS) and use of multi-objective 
optimization to optimize its performance are not reported yet. Thus, the present study employed ANFIS models tuned by 
genetic algorithm, particle swarm optimization, gray wolf optimizer, and bonobo optimizer (BO) to predict weld attributes 
during EBW of SS201 as a function of input process parameters. Among the developed models, ANFIS tuned by BO was 
seen to yield the best prediction accuracy. In multi-objective optimization (MOO), the two conflicting goals were to minimize 
secondary dendritic arm spacing and maximize Vicker’s hardness number simultaneously. In MOO, some interesting facts 
were observed, such as the fixed input parameter of power (P) as 3200-W and squeezed experimental range for the welding 
speed (S).

Keywords  Adaptive neuro-fuzzy inference system · Electron beam welding · Multi-objective optimization · Bonobo 
optimizer · Gray wolf optimizer

1  Introduction

Cost reduction without compromising quality has always 
been a primary concern of the industry and research areas. 
Industries and R&D laboratories usually prefer the use of 
cheaper material without compromising the quality. Some-
times, the performance of a more affordable material is 
found to be more or less comparable to that of an expen-
sive one. Therefore, the cheaper material is used, and con-
sequently, it minimizes the overall cost. AISI 304 stainless 
steel is extensively employed in numerous industries for 
its well-known properties. At the same time, this material 
is also expensive. However, literature suggested AISI 201 
material to be a cheap substitute of AISI 304 due to the pres-
ence of less percentage of nickel in it compared to the other 

one [1, 2]. Even then, the differences in the mechanical prop-
erties and other related performances of SS201 are reported 
to be comparable to SS304. There are different applications 
of SS 201 grade, such as constructing structural members, 
formed stuffs, railway car roofing and siding and others. 
Among various metal joining processes, fusion welding is 
one of the most widely used techniques adopted by various 
industries and researchers. Moreover, high-energy welding 
methods, like laser beam welding (LBW), electron beam 
welding (EBW) and plasma arc welding (PAW), have also 
become popular nowadays. EBW process is inherited with 
several advantages, such as joining similar and dissimilar 
metals, high depth-to-width aspect ratio, less contamination 
due to the absence of air and others. Due to these benefits, 
EBW is observed to get more attention from the researchers 
and industries.

Although SS201 is a cheaper alternative to SS304, lit-
erature shows that only a few studies were carried out about 
the EBW of SS201. Moreover, input–output modeling of the 
same using adaptive neuro-fuzzy inference system (ANFIS) 
is missing in the literature. Conducting a vast number of 
real experiments are not always possible due to time and 
resource constraints. For this reason, the prediction of pre-
cise input–output behaviors of the EBW process has become 
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a difficult task for the researchers. In this connection, differ-
ent statistical regression methods may be of some use. How-
ever, the accuracy of the regression models might not always 
be good [3]. Experimental data are generally associated with 
some fuzziness and errors, such as instrumental error, opera-
tor error, environmental error and theoretical error due to 
approximations. ANFIS is such a tool, which can efficiently 
handle the uncertainty and fuzziness present in the experi-
mental data. It can offer accurate input–output relationships 
using the experimental data. Here, it is essential to note that 
for developing a trained ANFIS model, a sufficient amount 
of input–output data are required. However, it is difficult 
to generate such a big data set through real experiments. 
Therefore, it is a general custom by the research community 
to obtain regression equations from the experimental data 
and then create the desired amount of artificial data using 
those regression equations. As statistical regression tech-
niques cannot model the uncertainty and fuzziness of the 
data set, this generated data set is also found to be equipped 
with inaccuracies again. Now, the combined data set of real-
experiment and artificially generated ones is used to train an 
ANFIS. The trained ANFIS is used to predict the outputs for 
some known input scenarios. As relatively less literature is 
available on the joining of SS201 plates using the electron 
beam welding process, authors are motivated to carry out 
the present investigation. Also, the modeling of weld geom-
etries, hardness, etc., using ANFIS has not been reported 
yet. A trained ANFIS can help to predict outputs of sev-
eral input scenarios accurately. Apart from these, there are 
a few outputs, which are found to be conflicting in nature. 
Therefore, it is not possible to determine the input param-
eters for optimizing these outputs simultaneously. A multi-
objective evolutionary algorithm (MOEA) is considered an 
efficient technique to solve this issue. MOEA can offer a set 
of Pareto-optimal solutions with different weights put on the 
outputs. These are likely to help in selecting suitable input 
parameters to minimize the welding defects, associated cost 
and improve the overall joint quality.

Several metaheuristic algorithms are available in the 
literature. Genetic algorithm (GA) [4] and particle swarm 
optimization (PSO) [5] are the two popular optimization 
techniques, which had been used for solving a variety of 
optimization problems for the last two decades. Use of 
ANFIS optimized by GA and PSO for input–output mod-
eling of friction stir welding [6], prediction of buckling 
damage of steel columns under axial compression [7] and 
prediction of accurate stress-intensity factor [8] is some of 
the recent applications of GA and PSO in tuning ANFIS 
efficiently. Gray wolf optimizer (GWO) [9] and bonobo 
optimizer (BO) [10] are the two newly developed optimiza-
tion techniques in comparison with GA and PSO. However, 
these are also found to be very efficient in solving optimiza-
tion problems for different applications, like prediction of 

compressive strength of concrete [11], parameter optimiza-
tion of laser beam welding [12] and electron beam fabrica-
tion [13], determination of optimal preventive maintenance 
interval of crankshaft balancing machine [14] and others.

Some studies were carried out on the welding of SS201. 
Chuaiphan and Srijaroenpramong [1] observed improve-
ments in weld characteristics using higher welding speed 
during GTAW of SS201. Wichan and Loeshpahn [15] inves-
tigated the role of different filler alloys on the nature of cor-
rosion during the welding of SS201 and low carbon steel. 
Similarly, Chandra-Ambhorn et al. [16] observed changes 
in joint quality due to the presence of nitrogen during dis-
similar welding of SS304 and SS201. Gholami et al. [17] 
used different filler materials during the joining of 4130 low 
alloy steel and SS201 utilizing gas tungsten arc welding to 
study the microstructure and mechanical properties of the 
dissimilar weld.

Several researchers used primary, secondary or higher-
order dendrite arm spacing (DAS) to investigate the micro-
structural changes. DAS was also utilized to obtain cool-
ing rates during welding [18, 19]. Neural network-based 
modeling of EBW had been reported in the literature using 
various nature-inspired algorithms [3, 20]. Das et al. [21] 
developed an input–output relationship using multi-objective 
optimization and neuro-fuzzy system during EBW of SS304. 
The approach predicted weld attributes accurately. Jaypuria 
and Pratihar [22] employed ANFIS to determine the penetra-
tion in EBW of copper plates. A new noncontact method 
using a special crucible assisted pyrometers was proposed 
by Zakharenko et al. [23] to obtain the thermal cycle in the 
melt pool. It prevented the use of expensive thermocouples, 
such as TPR-2085, TBP 2085 and was observed to mini-
mize the errors and various associated uncertainties [23]. Yu 
et al. [24] proposed an efficient experimental method during 
casting of GTD-222 Ni-based superalloy to obtain the opti-
mum process parameters through controlled cooling rates. 
They further correlated the temperature gradient, cooling 
rate and microstructure and predicted the casting process’s 
microstructure from cooling rate information. Additionally, 
they also developed simulations, which could successfully 
reproduce the overall casting process and save overall asso-
ciated cost and time.

ANN was tuned through a non-dominated sorting genetic 
algorithm (NSGA-II) and differential evolution (DE) algo-
rithm to carry out multi-objective optimizations (MOO) of 
process parameters. The goal was to achieve the best weld 
qualities in friction stir welding (FSW) joining process, 
where ANN-DE-MOO was observed to perform the best 
[25]. Chen et al. [26] carried out multi-objective optimi-
zation during micro-resistance spot welding of ultra-thin 
Ti–1Al–1Mn foils. They examined the effects of input 
parameters on the tensile-shear force, failure energy, etc., 
where the role of welding current was observed to be the 
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most significant. Multi-objective optimization was car-
ried out by Kitayama et al. [27] to obtain optimized weld 
line reduction and productivity using a Pareto front during 
plastic injection molding. They utilized conformal cooling 
channels to enhance the heating and cooling performances 
experimentally. Numerical and experimental results were 
also validated for the proposed approach. Multi-objective 
optimization using a neuro-based NSGA-II technique was 
developed to optimize the pulsed gas metal arc welding 
process of low carbon steel, where both the joint strength 
and transverse shrinkage were observed to be significantly 
improved through simulation and experimental results [28].

Relatively less literature is observed on the joining of 
SS201 materials [1]. Additionally, the literature on EBW of 
SS201 plates is found to be significantly less. Furthermore, 
its modeling through ANFIS tuned by metaheuristic has not 
yet been reported. Therefore, an attempt was made to model 
the input–output relationship of the EBW process for SS201 
material in this study. To serve this purpose, ANFIS models 
tuned by several efficient optimization techniques, namely 
GA, PSO, GWO and BO had been developed and applied 
for predicting several responses of the EBW process. These 
optimization algorithms were chosen, as these were found to 
perform efficiently according to the literature. Thus, the pre-
sent investigation’s novelty lies with the experimental study 
of weld geometries, Vickers hardness and SDAS. Detailed 
modeling using ANFIS tuned by several optimizers follows 
this. Next, an analysis of the said process using multi-objec-
tive evolutionary algorithms was also carried out.

The remaining part of the manuscript has been organized 
as follows: Sect. 2 describes the setup details of different 
experiments and regression analysis of EBW process. Sec-
tion 3 provides a brief discussion of several soft computing 
tools and techniques used in this study. The EBW process 
modeling using ANFIS and results obtained using three 
different models are discussed in Sect. 4. Moreover, multi-
objective optimization of the said process was carried out 
and the obtained results are analyzed in the same section. 
Finally, Sect. 5 provides some concluding remarks on the 
present study.

2 � Experimental Setup and Regression 
Analysis

Electron beam welding (EBW) of 20 mm thick SS201 plates 
of thickness was conducted on an EBW machine, designed 
and developed by Bhabha Atomic Research Center (BARC), 
Mumbai at IIT Kharagpur, India (refer to Fig. 1). Electra 
Maxicut wire-EDM and Supertech double disk polishing 
machine were used to cut and polish the samples, respec-
tively. Omnitech MVH-auto and ZEISS EVO 18 research 
scanning electron microscope (SEM) were employed to 

measure Vickers hardness number (VHN) and secondary 
dendritic arm spacing (SDAS), respectively.

The input parameters considered for the EBW process 
of this study were as follows: power (P) varying from 3200 
to 5600 W and welding speed (S) ranging from 600 to 
1800 mm/min (refer to Table 1). Responses of the process 
were the depth of penetration (DP) in mm, bead width (BW) 
in mm, secondary dendritic arm spacing (SDAS) in µm and 
Vicker’s hardness number (VHN).

There were 17 experimental data with input–output sce-
narios (refer to Appendix A). Among these data, the first 
12 data were used for training and the rest were applied for 
testing purposes. However, these 12 numbers of data were 
insufficient to train an ANFIS. Therefore, using nonlinear 
regression analysis, equations for the four responses were 
determined with a 95% confidence level. These are given 
in Table 2 with their R2 values, which are nothing but the 
correlation coefficients of the nonlinear equations. R2 indi-
cates the strength of a regression model to predict with high 
accuracy. From the R2 values, it was found that the derived 
equations were capable of predicting responses accurately, 
as these were observed to be more than 80%.

Table 3 gives the results of the analysis of variance, where 
DF, SS and MS represent the degrees of freedom, sum of the 
squares and mean squared error, respectively. Regression SS 
is the sum of square of the difference of the predicted output 

Fig. 1   EBW setup at IIT Kharagpur, India [29, 30]

Table 1   EBW input parameters with their ranges

EBW input parameters Lower boundary Upper boundary

Power ( P in Watt) 3200 5600
Welding speed ( S in mm/min) 600 1800
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by the regression model and mean of the data set. For DP, 
regression SS and total SS are found to be equal to 126.958 
and 134.685, respectively. This indicates that the regression 
model can explain 

(

126.958

134.685
≈

)

94.3% of all the variability in 
the dataset. Similarly, for BW, SDAS and VHN, these values 
were measured to be almost equal to 84%, 92% and 88%, 
respectively. Residual SS is nothing but the sum of squared 
values of differences between predicted and actual data 
points. The lower the residual SS, the better is the regression 
model. From the ANOVA test, residual SS is found to be low 
in most of the cases. Therefore, these regression models 
were capable enough for making the predictions. F was used 
to test the null hypothesis that the independent variable’s 
slope was kept equal to zero. Large F values and low p val-
ues indicate that relationships between dependent and inde-
pendent variables are significant in these regression models. 
Therefore, from ANOVA tests, it is evident that the regres-
sion models could predict outputs accurately.

Using these regression equations for the responses, a 
total of 988 input–output scenarios were generated within 
the specified ranges of the input parameters, as mentioned in 

Table 1. Therefore, a total of 1000 (= 988 + 12) input–out-
put data were applied to train each of the developed ANFIS 
models.

3 � Brief Descriptions of Different Soft 
Computing Tools Used

As discussed earlier, input–output relationships of the EBW 
process of SS201 were determined using an efficient tool, 
namely the adaptive neuro-fuzzy inference system (ANFIS) 
[31]. ANFIS is a neuro-fuzzy system designed based on the 
fuzzy reasoning tool of Takagi and Sugeno’s type. It consists 
of six layers. Layers 1 and 2 are the input layer and fuzzi-
fication layer, respectively. Layer 3 determines the firing 
strengths of the rules. The normalized firing strength values 
are calculated in layer 4. Layer 5 determines the product 
of the normalized firing strength and output for each rule. 
Layer 6 calculates the output of the network by summing up 
the product values determined in Layer 5 (refer to Fig. 2). As 
ANFIS utilizes both the principles of neural network (NN) 
and fuzzy reasoning tool, it is equipped with the advan-
tages of both the models in a single structure. Moreover, the 
fuzzy reasoning used in ANFIS is Takagi and Sugeno’s type, 
which predicts the outputs more accurately. 

To use an ANFIS optimally, an optimization algorithm is 
used to tune it. In this study, ANFIS models were tuned by 
four different efficient metaheuristics, namely genetic algo-
rithm (GA), particle swarm optimization (PSO), gray wolf 
optimizer (GWO) and bonobo optimizer (BO). Moreover, 
supervised learning with the batch mode of training had 
been used to train the ANFIS models. Brief descriptions 
of the optimization algorithms used in this study are given 
below.

Table 2   Nonlinear regression equations of the responses with their R2 
values

Equations R2 (%)

DP = (−36.12) + (0.013784P) + (0.01287S) −
(

0.00000073P2
)

+
(

0.00000047S2
)

− (0.00000396PS)

94.3

BW = (−8.329) + (0.002859P) + (0.010203S) −
(

0.00000011P2
)

−
(

0.00000157S2
)

− (0.00000149PS)

83.90

SDAS = (3.495) + (0.000765P) − (0.001182S) +
(

0.00000001P2
)

+
(

0.0000007S2
)

− (0.00000037PS)

91.80

VHN = (232.8) − (0.00638P) + (0.02012S) −
(

0.00000128P2
)

−
(

0.00002079S2
)

+ (0.00001041PS)

88.00

Table 3   Analysis of variance 
(ANOVA) for the regression 
models

Response Source DF SS MS F p

Depth of penetration (DP) Regression 5 126.958 25.392 19.72 0.001
Residual error 6 7.727 1.288
Total 11 134.685

Bead width Regression 5 1.293 0.259 6.23 0.023
Residual error 6 0.249 0.0415
Total 11 1.541

Secondary dendritic arm spacing (SDAS) Regression 5 5.949 1.189 13.43 0.003
Residual error 6 0.532 0.088
Total 11 6.481

Vicker’s hardness number (VHN) Regression 5 1476.07 295.21 8.77 0.01
Residual error 6 201.96 33.66
Total 11 1678.03
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3.1 � Genetic Algorithm (GA)

GA [4] is one of the most popular metaheuristic techniques 
applied to solve various optimization problems. It is a popu-
lation-based searching method. This has mainly three evolu-
tionary operators, namely selection, crossover and mutation. 
It follows the principle of ‘survival of the fittest’. In each 
generation, children solutions are created from the parent 
solutions. The good offspring, according to their fitness val-
ues, is given preferences in selecting the population for the 
next generation. In this way, the searching mechanism of GA 
tries to find better solutions in each generation, and finally, it 
reaches the globally optimum solution. The algorithm stops, 
when the predefined condition, like the number of genera-
tions reaches the maximum number of generations, is satis-
fied. A flowchart of a GA is given in Fig. 3.

3.2 � Particle Swarm Optimization (PSO)

PSO [5] is also another population-based approach, where 
the concepts of global best and personal best are used. It 
was developed by mimicking the swarm behavior of birds 
flying together or a group of animals traveling jointly. It 
is an efficient technique for optimization, and it had been 
used to solve several linear and nonlinear optimization func-
tions. Let say, jth variable of the i th particle at tth iteration 
is denoted as xij(t) . The modified velocity ( vij(t + 1) ) and 
position ( xij(t + 1) ) of the xij are calculated as follows:

(1)
vij(t + 1) = wvij(t) + C1r1

(

pij − xij(t)
)

+ C2r2
(

pgj − xij(t)
)

,

(2)xij(t + 1) = xij(t) + vij(t + 1),

where w is the inertia weight; C1 and C2 are two positive 
numbers termed as cognitive and social parameters, respec-
tively; r1 and r2 are two random numbers created in the range 
of (0, 1); pij and pgj are the jth dimensions of the personal 
best of ith particle and global best solution, respectively. The 
performance of PSO depends on the selected values of w , C1 
and C2 . Therefore, it is recommended to carry out a paramet-
ric study to ensure the good performance of this algorithm.

3.3 � Gray Wolf Optimizer (GWO)

GWO [9] is a new optimization technique compared to GA 
and PSO. It was inspired by the hierarchical leadership and 
hunting strategy adopted by the community of gray wolves. 

Fig. 2   Structure of an ANFIS

Start

Initialize population

Termination 
criterion 
satisfied?

T=T+1

Selection

Crossover

Replacement 
operation

No

Evaluate fitness

Stop

T =0

Yes

Mutation

Fig. 3   Flowchart of a standard genetic algorithm (GA)
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It identifies the three best wolves, commonly named as alpha 
( � ), beta ( � ) and delta ( � ) in terms of their fitness values. 
The rest of the wolves ( � ) are found to follow these three 
wolves. Three steps of hunting, such as finding the prey, 
surrounding the prey and attacking the same are artificially 
modeled in GWO. It had been applied to solve several 
benchmark functions and real-world optimization problems. 
A simple flowchart of GWO is provided in Fig. 4.

3.4 � Bonobo Optimizer (BO)

BO [32] is one of the most recently proposed metaheuristic 
techniques available in the literature. It imitates the natu-
ral behavior of the bonobos. A unique fission–fusion social 
strategy is observed in bonobo society. Moreover, bonobos 
are seen to adopt four kinds of mating schemes in a variety 
of situations for maintaining a good balance in the soci-
ety. These natural behaviors of bonobos are mathematically 
modeled to construct an optimization algorithm, which can 
direct the search process efficiently for a variety of objective 
functions with different attributes. Moreover, the algorithm 
was designed nicely to keep a good balance between diver-
sification and intensification. A detailed flowchart of BO is 
given in Fig. 5.

Apart from modeling, the EBW process of SS201 was 
also analyzed using multi-objective optimization (MOO) 
tools and several interesting facts were revealed. Multi-
objective evolutionary algorithms (MOEAs), namely Pareto 
envelope-based selection algorithm-II (PESA-II), SPEA-II, 
NSGA-II were used for this analysis. Short descriptions of 
these MOEAs are also provided below.

Fig. 4   A flowchart of GWO
Start

Initialize population

Termination 
criterion 
satisfied?

T=T+1

Determine position of prey 
using , and wolves

Estimate position of grey 
wolves by position of the prey 

Evaluate fitness and update 
, and wolves

No

Evaluate fitness and identify , and wolves

Stop

T =0

Yes

Is a random number ?

Yes
No

Initialize bonobos randomly 
and initialize the parameters

Evaluate fitness

Identify alpha bonobo 

Is stopping criterion met?

Stop

Choose a bonobo using fission-fusion 
society strategy

Create new bonobo using 
promiscuous or restrictive 

mating strategy

Create new bonobo using 
consortship or extra-group 

mating strategy

Yes No

Evaluate fitness values of all 
new bonobos and check 

acceptance criterion

Update parameters

Fig. 5   A flowchart of BO



4093Arabian Journal for Science and Engineering (2021) 46:4087–4101	

1 3

3.5 � PESA‑II

Pareto envelope-based selection algorithm-II was devel-
oped by Corne et al. [33]. PESA-II uses the concept of 
assigning fitness values to the hyper-boxes defined in 
objective space, instead of determining fitness strength 
for each solution. The defined hyper-boxes should con-
tain at least one solution of the Pareto front. During the 
selection process, the hyper-boxes are chosen according to 
their assigned fitness values and calculated selection prob-
abilities. Then, the individual is selected from the selected 
hyper-box, at random. This selection method was seen to 
be more efficient in finding diversified Pareto front com-
pared to individual-based selection methods. Except for 
this selection mechanism, PESA-II used the basic frame-
work of PESA [34].

3.6 � SPEA‑II [35]

SPEA-II was the improved version of SPEA [36]. In SPEA-
II, weaknesses of the SPEA were removed and a more 
powerful MOEA was proposed. The significant differences 
between SPEA-II and its preceding version were as follows:

•	 A better way of fitness assignment method was developed 
in SPEA-II, where the information regarding the number 
of solutions dominated by an individual and the number 
of solutions, which dominate that individual was consid-
ered.

•	 A method for estimating the nearest neighborhood den-
sity was introduced in SPEA-II. This method guides the 
algorithm for more precise searching.

•	 A novel archive trimming method was proposed in 
SPEA-II. It helps in preserving the boundary solutions 
in Pareto front.

SPEA-II was applied to solve several test problems and 
its performance was found to be superior compared to other 
popular MOEAs.

3.7 � NSGA‑II [37]

Non-dominated sorting genetic algorithm (NSGA-II) was 
the improved version of NSGA. In this enhanced version, 
the concept of crowding distance method was proposed for 
maintaining a proper diversity and spread of the Pareto front. 
A schematic representation of crowding distance calculation 
for the ith solution of Pareto front is shown in Fig. 6. No 
extra parameter was considered in this algorithm. Moreover, 
it was found to be a faster algorithm with less computation 
complexity compared to the NSGA.

4 � Results and Discussion

As discussed earlier, an attempt was made to model the 
input–output relationships to predict the the EBW process’s 
responses. Moreover, multi-objective optimization was also 
implemented to derive some exciting facts about the EBW 
process. These are discussed, in detail, as follows:

4.1 � Input–Output Modeling Using ANFIS

Input–output relationships for EBW of SS201 were modeled 
using ANFIS. Moreover, ANFIS models were tuned using 
four efficient optimization techniques, namely genetic algo-
rithm (GA), particle swarm optimization (PSO), gray wolf 
optimizer (GWO) and bonobo optimizer (BO) for obtaining 
optimal performances of the models. Source codes for GA 
and PSO were obtained from: https​://yarpi​z.com/categ​ory/
metah​euris​tics [38]; whereas MATLAB code for GWO was 
available at: http://www.alimi​rjali​li.com/GWO.html [39]. 
In addition, the source code of BO used in this study was 
downloaded from: https​://sites​.googl​e.com/site/softc​omput​
ingla​borat​ory/Home [40]. In ANFIS models, each input was 
expressed using Gaussian membership functions, which 
has two parameters: mean ( m ) and standard deviation ( � ). 
Moreover, for each model, the training data set was clustered 
using the fuzzy clustering method (FCM). The number of 
clusters for the training data set was decided using a para-
metric study. Here, the number of clusters was varied in the 
range of 2–10 and that number of clusters, which yielded 
the minimum training error, was selected. Prediction error 
was calculated in terms of root mean square error (RMSE) 
using Eq. (3) as follows:

where Ti and Oi are the target and predicted outputs of the 
ith scenario, respectively; R is the total number of training 
scenarios. In the parametric study, the numbers of clusters 

(3)RMSE =

�

∑R

i=1
(Ti − Oi)

2

R
,

Cuboid

Rank 1

Fig. 6   A schematic representation of crowding distance calculation

https://yarpiz.com/category/metaheuristics
https://yarpiz.com/category/metaheuristics
http://www.alimirjalili.com/GWO.html
https://sites.google.com/site/softcomputinglaboratory/Home
https://sites.google.com/site/softcomputinglaboratory/Home
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chosen for ANFIS models tuned by GA, PSO, GWO and 
BO were found to be equal to 4, 5, 6 and 9, respectively. 
Depending upon the number of clusters, the number of 
variables or coefficients of the ANFIS models was deter-
mined. In this study, the Gaussian type of membership 
function with two unknown coefficients was used. In the 
data set, there were two inputs and four outputs. Therefore, 
an ANFIS with four clusters of the dataset, was found to 
have 64 ( = 2 × (2 × 4) + 4 × (3 × 4) ) unknown coefficients. 
Similarly, for five, six and nine clusters, ANFIS models 
were seen to have unknown coefficients equal to 80, 96 and 
144, respectively. In Fig. 7, input membership functions are 
depicted for GA–ANFIS and PSO–ANFIS models. An opti-
mization algorithm’s task was to find optimal values of these 

coefficients for the best performance of an ANFIS model 
(i.e., minimize RMSE value). The number of coefficients or 
variables was denoted by d . Besides, the algorithm-specific 
parameters of the optimization techniques were also deter-
mined using the parametric study described in [41], and the 
selected parameters are given in Table 4.

Each ANFIS model was trained for a maximum of 30,000 
iterations. In Table 5, the obtained RMSE values for four 
outputs during the training of the ANFIS models have been 
reported. Moreover, the average RMSE value of the outputs 
was also calculated for each of the models and these are 
given in Table 5 (best obtained values are marked in bold).

After the training was over, the trained models were 
used to predict five experimental test cases’ outputs. The 
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Fig. 7   Input membership function distributions of the models: a and b GA–ANFIS; c and d PSO–ANFIS
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predicted outputs were shown in Fig.  8. Moreover, the 
yielded RMSE values of the outputs are reported in Table 6. 
In addition, average RMSE values were also calculated for 
all the models. In Table 7, the average absolute deviation 
in predictions for the test cases is provided. These average 
absolute deviation in predictions is nothing but the average 
absolute difference between the actual and predicted outputs 
for the test scenarios. The best results are written in bold in 
both the Tables 6 and 7.

4.1.1 � Discussion on Input–Output Modeling Using ANFIS

For the training cases, it is evident that the ANFIS model 
tuned by BO was able to predict more accurately compared 
to the other three models tuned by GA, PSO and GWO, for 
all four outputs (refer to Table 5). The ANFIS optimized 

by PSO was found to be the overall second-best performer 
followed by the model tuned by GA. However, the ANFIS 
optimized by GWO was observed to perform the worst, in 
this case. Overall, all the obtained average RMSE values 
were small (maximum of 1.6442 for GWO). Therefore, it 
can be said that all the ANFIS models were well trained to 
predict the training outputs.

From the test results, it was seen that BO–ANFIS was 
able to predict most precisely for the outputs, like SDAS and 
VHN. However, in the case of DP and BW, GWO–ANFIS 
and PSO–ANFIS were the best performers, respectively. 
BO–ANFIS was found to be the third-best and second-
best predictor for the outputs DP and BW (as per Table 6), 
respectively. The maximum average RMSE was observed 
to be equal to 3.1345 for GA. Therefore, it can be said that 
all the ANFIS models were able to predict the test cases 
with a low deviation in prediction. Overall, BO–ANFIS and 
PSO–ANFIS were found to be the best and second-best per-
former in both the training and test cases of this study.

BO was the most recently developed optimization algo-
rithm among the four metaheuristic techniques used in this 
study. BO was designed to be equipped with the self-adaptive 
parameters to handle objective functions with several attrib-
utes efficiently. EBW of SS 201 is undoubtedly a nonlinear 
process. Moreover, modeling the same has become a difficult 
task, as the experimental data set involves uncertainty and 
fuzziness. Therefore, finding out the optimal coefficients of 
an ANFIS by an optimization algorithm are very difficult 

Table 4   Parameter settings of 
optimization algorithms for 
tuning ANFIS models

Algorithm Parameter Numerical value

GA [38] Population size (N) 2d (where, d = 64)
Crossover percentage 0.7
Mutation percentage 0.9
Gamma 0.15
Mutation rate ( �) 0.15
Selection pressure ( �) 9

PSO [38] Population size (N) 4d (where, d = 80)
Inertia weight ( w) 1
Inertia weight damping ratio ( wdamp) 0.99
Personal learning coefficient ( C1) 1.2
Global learning coefficient ( C2) 1.2

GWO [39] Population size (N) 4d (where, d = 96)
Adaptive parameter (a) Linearly decrease from 2 to 0
Coefficient vector (C) Random (0, 2)

BO [40] Population size (N) 2d (where, d = 144)
Sharing coefficient for alpha bonobo (SCAB) 1.25
Sharing coefficient for selected bonobo (SCSB) 1.25
Rate of change in phase probability (RCPP) 0.0055
Initial probability of extra-group mating ( pxgm_initial) 0.015
Maximum value for temporary subgroup size factor 

( tsgsfactor_max)
0.04

Table 5   Obtained RMSE in prediction during the training of the 
ANFIS models with four different training algorithms

Training 
algorithm

Root mean square error (RMSE) in 
prediction during training

Average RMSE

DP BW SDAS VHN

GA 0.6876 0.4092 0.3922 2.7385 1.0569
PSO 0.7124 0.3122 0.2561 1.2223 0.6258
GWO 1.3384 2.4727 1.6567 1.1088 1.6442
BO 0.2085 0.0776 0.0296 0.4605 0.1940
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task, due to the nonlinear nature of the objective function. 
As BO is an intelligent and adaptive algorithm to tackle 
such nonlinearity more effectively, the BO–ANFIS was 
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Fig. 8   Predictions of test cases using different ANFIS models for the responses: a depth of penetration (DP), b bead width (BW), c secondary 
dendritic arm spacing (SDAS) and d Vickers hardness number

Table 6   Obtained RMSE in prediction during testing of the ANFIS 
models with four different training algorithms

Training 
algorithm

Root mean square error (RMSE) in 
prediction during testing

Average RMSE

DP BW SDAS VHN

GA 1.6445 1.9955 0.5615 8.3365 3.1345
PSO 0.9408 1.5185 0.6278 5.1230 2.0525
GWO 0.8261 2.5916 3.2266 3.6310 2.5688
BO 1.3561 1.8515 0.1686 3.1334 1.6274

Table 7   Average absolute deviation in prediction for the test cases

Training algo-
rithm

Average absolute deviation in prediction

DP BW SDAS VHN

GA 1.229 1.691 0.505 7.357
PSO 0.871 1.195 0.474 4.133
GWO 0.799 2.543 2.828 3.021
BO 1.263 1.479 0.149 2.713
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seen to have the better performance compared to the other 
three models in this experiment. Along with BO–ANFIS, 
PSO–ANFIS was also performed well in this study. PSO is 
an efficient optimization algorithm, which has the powerful 
global and local search capabilities [41]. Moreover, PSO’s 
velocity updating mechanism makes the search process effi-
cient to reach near the globally optimum solutions (refer to 
Eq. (1)). Due to the application of globally best and personal 
best solutions, the new solutions are modified, so that the 
search process can focus on maintaining population diversity 
and exploitation of the algorithm. Thus, PSO becomes a 
robust optimization algorithm to solve complicated objec-
tive functions too. However, GA and GWO were found to be 
poor performer, in this study. This might have occurred due 
to the nature of the objective functions, for which these two 
optimization algorithms could not find the optimal solutions 
during their search process. BO–ANFIS and PSO–ANFIS 
will be implemented to model similar kind of processes in 
future studies.

4.2 � Multi‑objective Optimization of EBW process

For multi-objective optimization, two objectives, such as 
secondary dendritic arm spacing (SDAS) in µm and Vicker’s 
hardness number (VHN) were chosen. These were found to 
be conflicting in nature. There were two design variables in 
the problem, namely power (P in Watt) and welding speed 
(S in mm/min). This optimization problem is mathematically 
expressed as follows:

where

and

This optimization problem was solved using three multi-
objective evolutionary algorithms (MOEAs), such as SPEA-
II, PESA-II and NSGA-II. Brief descriptions of these algo-
rithms are given in Sect. 3. Source codes of these algorithms 
were downloaded from [38]. Each MOEA was run for a 
maximum of 200 generations with a population size equal 
to 200. Other parameters were set through some trials and 
errors, and those were reported in Table 8.

(4)
Minimize SDAS

Minimize 1∕VHN.

SDAS = 3.495 + 0.000765P − 0.001182S + 0.00000001P2 + 0.0000007S2 − 0.00000037PS,

VHN = 232.8 − 0.00638P + 0.02012S − 0.00000128P2 − 0.00002079S2 + 0.00001041PS,

subject to

3200 ≤ P ≤ 5600,

600 ≤ S ≤ 1800.

The obtained Pareto fronts using the MOEAs are shown 
in Fig. 9. From the figure, it is clear that NSGA-II could 
yield a better Pareto front compared to the other two MOEAs 
in terms of both uniformity and spread.

Now, it is known that a Pareto front is nothing but the set 
of non-dominated optimal solutions. Therefore, the extreme 
points and a few in-between solutions from the Pareto front 
are provided in Table 9. A user for obtaining the less SDAS 
and high VHN may consider these suggested in-between 
points as the good solutions. In addition, these algorithm 
suggested solutions were also validated through real exper-
iments. It was found that the MOEA suggested solutions 

were in good agreement with the results of real experiments. 
Another interesting fact is to be noted here. All the points 
lying on the Pareto front were found to have the value of 
input parameter P equal to 3200 W. Originally, in real exper-
iments, P was varied from 3200 to 5600 W. However, after 
carrying out the analysis using MOEA, it had been seen that 
by varying S in the range of (1285.11, 1690.04 mm/min) and 
keeping P fixed at 3200 W, significant changes in the outputs 
could be achieved. This deciphered knowledge about the 
effective ranges of the input parameters of the EBW process 
must benefit the user in efficiently managing and stabiliz-
ing the process outputs. This is undoubtedly a phenomenal 
achievement regarding the EBW process of SS201.

Table 8   Parameter settings of different MOEAs used in this study

Algorithm Parameter Numerical value

SPEA-II [38] Archive size 100
Crossover percentage 0.7
Gamma of crossover 0.1
h for mutation 0.2

PESA-II [38] Archive size 100
Number of grids per dimen-

sion
7

Inflation factor 0.1
Beta_deletion 1
Beta_selection 2
Crossover percentage 0.5
Gamma of crossover 0.15
h for mutation 0.3

NSGA-II [38] Crossover percentage 0.7
Mutation percentage 0.4
Mutation rate 0.02
Mutation step size 0.1 × range of variable
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4.2.1 � Discussion on Multi‑objective Optimization Results

It was already mentioned that the input parameters P and 
S were varied in the ranges of (3200, 5600 W) and (600, 
1800 mm/min), respectively, in real experiments. However, 
it was observed from Table 9 that the Pareto front suggested 
the use of the lowest power and higher welding speed values 
from the predefined ranges of input parameters to obtain 

high VHN and low SDAS. This is so, because for both low 
power and high welding speed, the net heat input decreases, 
resulting into a relatively higher cooling rate. This speeds up 
the solidification process, resulting into the restricted grain 
growth and smaller SDAS values [7]. As a result, the fusion 
zone’s hardness values increase for SS201 material and these 
become close to that of the base metal, thus, improving the 
joint strength.
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Fig. 9   Pareto front correlating SDAS and (1/VHN) using three MOEAs, such as NSGA-II, PESA-II and SPEA-II

Table 9   A few Pareto front 
solutions obtained in multi-
objective optimization

Pareto solutions Input parameters MOEA suggested outputs Experimentally meas-
ured outputs

P (Watt) S (mm/min) VHN SDAS (µm) VHN SDAS (µm)

Extreme Solutions 3200 1285.11 233.61 4.16 231.61 4.11
3200 1690.04 230.20 4.05 228.97 4.02

In-between solutions 3200 1444.56 233.08 4.09 234.72 4.08
3200 1482.05 232.80 4.08 230.49 4.05
3200 1414.92 233.26 4.09 232.65 4.10
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However, it is also observed that the Pareto front ignored 
the welding speed, lying in the range of 1690–1800 mm/min. 
This happens so, because the observed changes in hardness 
and SDAS values at the welding speed set above 1690 mm/
min are negligible. Hence, increasing the welding speed 
above 1690 mm/min seemed to be unnecessary.

Among the three multi-objective evolutionary algorithms 
(MOEAs), NSGA-II was the best performer to generate the 
best possible Pareto-optimal front for the problem. NSGA-
II uses the concept of non-dominating sorting and crowd-
ing distance approach. It has no other parameter except the 
parameters for the GA. The crowding distance approach is 
a very efficient method to maintain both population diver-
sity and uniformity in the Pareto-optimal front. This is a 
simple but potent approach. Thus, NSGA-II could yield the 
better Pareto-optimal front for a variety of multi-objective 
problems and it showed the best performance in this study. 
On the other hand, PEAS-II and SPEA-II are not equipped 
with such efficient operator like crowding distance approach. 
Therefore, these algorithms showed the poor performance, 
in this study.

5 � Conclusions

In this paper, modeling of electron beam welding (EBW) 
of SS201 material, a cheaper alternative to SS304 without 
affecting the weld quality, was done. From this study, the 
conclusions are drawn as follows:

•	 Among the developed four different adaptive neuro-
fuzzy inference systems (ANFIS), BO–ANFIS, a hybrid 
ensemble of recently proposed bonobo optimizer (BO) 
and ANFIS, was found to perform the best in both the 
training and test cases. As an intelligent and adaptive 
optimization algorithm, BO was observed to tune the 
ANFIS model in a better way.

•	 Apart from BO, particle swarm optimization (PSO) was 
also seen to perform well, and it was the second-best 
performer among the used algorithms, followed by GA 
and GWO.

•	 Overall, all four ANFIS models were found to be of capa-
ble of predicting the responses accurately. These models 
can be used efficiently to predict the responses for some 
new input–output scenarios. Thus, it may save the experi-
mental time and cost for the EBW process.

•	 In multi-objective optimization, among the three obtained 
Pareto fronts (PFs) using SPEA-II, PESA-II and NSGA-
II, that by utilizing NSGA-II was observed to have the 
best uniformity and spread.

•	 A few reasonable solutions from the obtained PF had 
been suggested to achieve both the objectives in good 
proportionality. Moreover, these recommended solutions 
were verified through real experiments, and the obtained 
results were found to have good matching with the sug-
gested ones.

•	 From the solutions lying in PF, it was observed that input 
parameter P was kept fixed at the value of 3200 W. From 
this observation, it is concluded that the practical value 
for P to get the variations in the outputs is 3200 W, for 
this experiment. Therefore, the fundamental analysis can 
be done again considering P as constant and this may be 
included in the scope for future study.

•	 The effective range of welding speed (S) was found to 
be squeezed from (600, 1800 mm/min) to (1285.11, 
1690 mm/min) in the Pareto-optimal front data set. It 
showed that the effective range for the input parameter 
S was shorter than that of the original range considered 
during the real experiments. These were some of the cru-
cial observations on the EBW of SS201.

Appendix

See the Table 10.
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