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Abstract

Analysing learners’ behaviours in MOOCS has been used to identify predictive features associated with positive outcomes in
engagement and learning success. Early methods predominantly analysed numerical features of behaviours such as the page
views, video views, and assessment grades. Analysing extracted numeric features using baseline machine learning algorithms
performed well to predict the learners’ future performance in MOOCs. We propose categorising learners by likely English
language proficiency and extending the range of data to include the content of comment texts. We compare results to a model
trained with a combined set of extracted features. Not all platforms provide this rich variety of data. We analysed a series of
a FutureLearn language focused MOOCs. Our data were from discussions embedded into each lesson’s content. Analysing
whether we gained any additional insights, over 420,000 comments were used to train the algorithm. We created a method
for identifying one’s possible first language from their country. We found that using comments alone is a weaker predictive
approach than using a combination including extracted features from learners’ activities. Our study contributes to research
on generalisability of learning algorithms. We replicated the method across different MOOCs—the performance varies on
the model though it always remained over 50%. One of the deep learning architecture, Bidirectional LSTM, trained with
discussions on the language learning 73% successfully predicted learners’ performance on a different MOOC.

Keywords MOOCs - Deep learning - English as a second language - FutureLearn - Predictive models - Natural language
processing
1 Introduction

Large-scale datasets generated from MOOC participants
have stimulated research to analyse and categorise learners’

52 Tsmail Duru behaviours. Statistical methods have been used to investigate
ismail.duru@izu.edu.tr aggregated data associated with learners’ behaviours (learn-
Ayse Saliha Sunar ing analytics). The objective has been to better understand
assunar @beu.edu. tr the learner and thus gain insights which may potentially help
Su White optimise learning. Data that tracks learning activities, used
saw @ecs.soton.ac.uk as a basis for learning analytics, is one of the biggest and
Banu Diri the most reliable information sources associated with online
diri @yildiz.edu.tr participants [1,2].

Learning analytics when applied to MOOCs mainly uses
three distinctive sources: (a) click-stream data gathered as
users click on screen as they progress on the platform; (b)
outcomes of course assignments and quizzes—if this exists;
and (c) social data from activities such as writing comments,
peer interactions, and contributions on other social media
tools where applicable.
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Depending on what they want to analyse, and what is avail-
able, studies have selected different combinations of source
data. Studies including [3-5] use sequences of click-stream
data to predict participants’ future performance; other studies
use social interactions on the courses to model their partici-
pants’ behaviours to have insight into their course experience
[6,7].

Methods have been refined, in an attempt to increase the
value of information, and researchers have begun to investi-
gate their datasets using artificial intelligence approaches of
machine learning. Machine learning has established its value
for predicting likely outcomes in other domains. Cobos and
Olmos [8] first extended the method to MOOC:s, predicting
likely future performance and course dropouts [9,10].

In a previous, proof of concept study, we exploited com-
monly used machine learning algorithms to predict perfor-
mance of participants categorised into the different language
groups according to their first language in a single language
MOOC on FutureLearn [11].

Our approach was motivated by the assertion that under-
standing the behaviours of learners for whom English is a
second language (ESL) may have value when improving
MOOC design. ESL speakers typically comprise the largest
proportion of MOOC participants in a course. Identifying the
behaviours and needs specific to ESL speakers can poten-
tially help the MOOC authors and the platform designers
create more effective environments for a greater proportion
of participants to get the best possible learning experience.
But first, we needed a technique to easily identify whether
a learners’ first language is likely to be English, and their
likely level of English language proficiency.

Our proof of concept study was limited to only one MOOC
course. It predefined set of search terms (regular expressions)
to search and identify participants’ language from their posts.
We identified numbers of limitations: (i) We could improve
our method to identify a participants’ first language to be
more precise; (ii) our dataset was relatively small—we exper-
imented with only one iteration of a MOOC (understanding
Language MOOC analysing the data from over 25,000 partic-
ipants who posted over 50,000 comments); (iii) the machine
learning techniques we used required extensive feature engi-
neering.

The first study identifies learners’ behaviour on posting
comments to discussions differing according to the language
group of the learner. Perhaps unsurprisingly, the findings
show that learners whose first language is not English tend
to write shorter comments in English than those whose first
language is English. Therefore, we need a more sophisti-
cated method to investigate the comment data. An artificial
intelligence-based approach taken from machine learning
was the most promising candidate. We proposed that deep
learning methods could be a possible solution to overcome
the identified limitations of our original study applied the
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method to data drawn from the series of MOOCsS on a range
of different subjects.

Deep learning is a machine learning technique which is
a sub-field of artificial intelligence using neural networks,
so called because they use mathematical models structured
in a way inspired by the neural system of the brain. To be
effective, deep learning requires massive data sets.

Deep learning is not a new method, but early use was
limited because the computational process requires pow-
erful computers. Advances in computer architecture in the
early 2000s [12] has provided more widespread availability
of computers capable of processing the large data required.

The widespread use of deep learning has also been a con-
sequence of the availability of large volumes of data. Deep
learning requires larger data sets than other machine learn-
ing techniques. Since MOOCs produce large data generated
from thousand of participants, we took our inspiration from
examples in the literature of deep learning applied to MOOC
research for a variety of purposes (i.e. [13,14], see Sect. 2.1
for more example).

When applying machine learning to MOOC data, the ini-
tial data (extracted features, comment texts, and others),
forms an input layer of the neural network to which we can
apply the learning algorithm. Hidden layers are an interim
where the algorithm learns from the data, and finally an
output layer is created generating the final prediction (clas-
sification). When the number of hidden layers is many, the
neural network is called as deep learning [15].

In this new study, we refined our method not only using
the extracted numeric features from learning activities plus
the comments’ content. The FutureLearn MOOC platform is
designed with a social-constructivist approach. It promotes
engaging with the course through conversations [16].

FutureLearn MOOC:s typically generate large amounts of
conversational data that we have used as a primary source
to feed the deep learning model. These rich conversation
data have been already used by different researchers to gain
insight into the learners’ social behaviour on FutureLearn
[6,17-19].

Our method of comparing the deep learning models devel-
oped with different architectures and multiple types of input
sets allow us to more thoroughly evaluate the prediction per-
formance of the model across the language-based groups.

We extended our approach to incorporate larger datasets
aggregated from a number of MOOCs on different subjects
in order to evaluate its accuracy and show the potential for
generalisability amongst different MOOC domains.

We aimed to exploit deep learning models for performance
prediction of second language English speakers by using their
posts to discussions gathered from a range of MOOCs with-
out performing feature extraction. Therefore, we developed
three deep learning models which are slightly re-structured
based on the input data: (i) only comments, (ii) only extracted
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features, and (iii) comments and extracted features together.
The highlights of the models we have applied are as follow-
ing:

— We developed deep learning models by using a selec-
tion of different deep learning architectures: convolu-
tional neural network (CNN), long short-term mem-
ory (LSTM), bidirectional LSTM, gated recurrent unit
(GRU), convolutional neural network and long short-
term memory (CNN_LSTM). We trained the models
with data aggregated from the language focused MOOC
and tested them on the last run of the language focused
MOOC and on a set of other MOOCs from different edu-
cational domains (see Fig. 7).

— Before training the deep learning model with only com-
ments, we pre-processed the data (removing the punctu-
ation and making all words lowercase) and then used the
GloVe library [20] to let the model recognise the patterns
in the comments posted to discussions.

— We compared the performance of each deep learning
model with comments only, extracted features only, and
comments and extracted features together.

— We compared the performance of the deep learning
models for the learners from different language groups:
English as an Official and Primary Language (EPL),
English as an Official but not a Primary Language (EOL),
and English as a Second Language (ESL).

Studies in the existing literature (see Sect. 2) generally
train and test their algorithms within the same set of MOOC:s.
Our research differs in that it uses not only iterations of the
same MOOC but also a selection of MOOC:s from different
subject domains. This approach was adopted so that we might
also investigate the generalisability of the model as well as its
accuracy. While the literature provides examples for identify-
ing ESL learners in MOOC:s and analysis to understand their
engagement with the course [21,22], there is, to the best of our
knowledge, no study which incorporates this approach with
using deep learning for predicting their future behaviours.
We anticipate that our work will stimulate further widespread
research with this focus.

We identified the contributions of this paper as follows:

— Identifying language status: We have created a reference
source in table format for the languages and the proba-
bility of the status of English in the countries where a
non-English language is spoken (see Tables 1, 2 and 3).

— Predicting course engagement: A deep learning model
which is trained only with comments is not as strongly
predictive for course engagement as a model trained with
both extracted features and comments.

— Consistent model accuracy irrespective of commenting
behaviour: The deep learning model trained with only

extracted features was also trained and tested for each
language group. The accuracy of the model is almost
same (84%) for each language-based group of learners,
whereas their behaviour in commenting was quite differ-
ent [11].

— Generalisability of our approach: The model with only
comments was trained with the seven instances of a lan-
guage MOOC delivered on FutureLearn. The trained
model with only comments was then tested on MOOCs
from different scientific domains for predicting learn-
ers’ performance. The accuracy of the model always
remained above 70% for each course.

— Identifying best performing algorithm: Among the deep
learning models applied, the model implemented with
the gated recurrent unit (GRU) architecture always per-
formed slightly better than others in each experiment.

— Identifying strong predictors: Quantity of the comments
is more strongly predictive than the content of the com-
ments posted to the discussions.

— Establishing reliability of each subset of data: The algo-
rithms performed very similarly for each language group,
namely EPL, EOL, and ESL. However, transfer learning
which indicates the success of the trained algorithm on
a different set of data, is slightly worse on the data pro-
duced by the ESL learners.

2 Related Studies
2.1 Deep Learning in MOOCs

A study conducted in 2018 by Dalipi et al. [23] examined
how machine learning techniques are used in the literature for
MOOC dropout prediction. The authors find that most studies
use engagement patterns and clickstream data as predictive
factors in machine learning models. The authors also iden-
tify that basic algorithms such as logistic regression, support
vector machine, and decision tree are used much more fre-
quently compared to probabilistic models, neural networks,
and natural language processing techniques.

MOOC:s are attracted by the growing number of people
over the years. With the COVID-19 lockdowns since mid-
March 2020, there are 18 million newly registered MOOC
users in August 2020, according to the report of Class Cen-
tral [24]. As the growing number of MOOC users generates
ever larger amounts of data from learners’ activities, we can
use deep learning techniques to identify patterns of learner
behaviour and thus potentially more accurately predict future
achievements of the learners within MOOC:s.

Hernandez-Blanco et al. [25] present a systematic review
of how deep learning has been used in educational data min-
ing in general. Their study and other related studies show that
deep learning is already being used by MOOC:s to respond to
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the needs of learners during their involvement in the course
and in evaluating the social and design functions of the
courses [14].

Existing studies using machine learning for prediction dif-
fer according to the following criteria: (i) objective, (ii) data
resources used, (iii) feature engineering, (iv) deep learning
architecture, and (v) performance of the model and achieve-
ments.

Wang et al. [26] show that the use of a deep learning
approach combining convolutional and recurrent neural net-
works can be effective in predicting course dropouts since
it can free the analysis of the costly, and often difficult,
overhead of applying prior knowledge to the domain being
investigated. The authors do not perform manual feature
engineering, but instead they automatically extract the fea-
tures from the raw data such as time, browser source, event
type, and so on.

Sun et al. [27] take a different approach to predict dropouts
in MOOCs by using the Urls in a recurrent neural net-
work (RNN). RNNs are compatible with time series, and the
sequence of Urls is threatened in their study as time series.
The sequence of the Urls is embedded in the embedding layer
and predicts the dropout rate. The deep learning algorithm is
more powerful than the baseline algorithms.

Similarly, Korosi and Farkas [4] aim to predict learner
performance by applying deep learning without feature engi-
neering. The authors apply an RNN model to the raw
clickstream data identifying some actions such as video
stop, page open, video forward, and so on. According to
the results, their model performed better than the baseline
algorithms.

Deep learning can also be used with extracted features.
Xiong et al. [28] extract a number of features from learners’
course activities to train a deep learning model constructed
with RNNs (the long-short term memory architecture) to
predict dropouts at a given week. The performance of the
algorithm varied depending on the definition of dropout.

Xing and Du [13] adopt deep learning methods to assess
individual dropout probabilities that help personalise and pri-
oritise interventions for at-risk students. The authors perform
a feature extraction from the clickstream and discussion data.
They conclude that the use of deep learning is the most suc-
cessful approach to predict the probability of dropout for
each individual in any week and develop a temporal predic-
tion model by using numerical features such as number of
assignments and number of active days.

Deep learning is not always used to predict course comple-
tion. Tang and Pardos [29] use this approach to predict which
course page a learner will navigate next. After a deep learning
implementation with 13 edX MOOC:s, their proposed model
usually performs better than the commonly used machine
learning models.

S @ Springer

Yang et al. [46] use a combination of click-stream video-
watching data and assessment grades for grade prediction.
They show that no single behaviour is particularly correlated
with performance, but the combination of factors is effective
for predictive analysis.

These examples use data such as the time spent on a
resource, the number of times a particular page is viewed,
or whether learners ever use specific tools. Our research uses
an additional data source. We are particularly interested in
the potential use of comments posted by learners to classify
behaviour and predict the likely success of learners in com-
pleting the course.

2.2 A Clue for the Future: Posts in Discussions

Discussion forums provide us with richer data than simple
numeric tracking like counting page views and logging, time
spent reading an article or watching a video. Forums contain
more nuanced information such as participants’ reflections,
opinions, questions and emotions about the course and the
content. Therefore, researchers are interested in using content
from discussion posts to understand the attitude of partici-
pants, and to predict dropouts in order to diagnose those who
need help [31].

Although deep learning approaches are not the miracle
solution that beats all other methods for predicting at-risk
students in MOQOC:s, they are well-suited to the analysis of
loose data such as students’ posts in discussions. In addition
to traditional and modern machine learning techniques, var-
ious applications of deep learning were applied to text data
from discussions.

Chaplot et al. [32], for example, perform sentiment analy-
sis of forum posts to determine the week in which the student
would dropout. The authors use the sentiment analysis along-
side numerical data. Research to determine the emotions of
MOOC participants through their contributions remains a
research interest [33]. Chen et al. [34] use a method of deep
learning for sentiment classification of forum posts, and their
results show that the semi-supervised model of deep learning
is more successful than the traditional and deep supervised
models.

Wei et al. [35] use deep learning to classify forum
posts that express either confusion or urgency using cross-
domain MOOC data and obtain promising results for further
improvements. Sun et al. [36] use another method of deep
learning, the recurrent neural network, to identify urgent
posts that require immediate attention. In a similar study, Har-
rak et al. [37] design an automatic annotation tool to mark
each question in forum posts so that it can be analysed in
relation to the course success of the participants.
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Chanaa and El Faddouli [38] apply BERT, which is a deep
learning algorithm for multiple tasks of natural language pro-
cessing, to the posts in the discussion forums to identify the
confused learners. The preliminary results are promising, so
it could be used in a larger model to intervene in the learning
process.

The previous studies we identify draw on a range of
different technical approaches to investigate large sets of edu-
cational data—from virtual learning environments and from
MOOC:s. In some cases, these methods have been used to
predict outcomes for learners. When the predictive methods
are applied to discussions in particular, they usually aim to
perform a mood analysis or to identify urgency and confu-
sion.

Doleck et al. [39] compare the different frameworks
and libraries of deep learning applying to two different
educational dataset, which are a MOOC dataset and an aca-
demic performance dataset. The authors conclude that deep
learning methods are not always superior to basic models,
which is also reflected in our literature analysis. The authors
also emphasise that a large and well-prepared dataset is
important for the application of deep learning methods. Fur-
thermore, researchers should focus on interpretability and
explanation of accuracy as criteria for the selection of com-
putational techniques for educational research for practical
reasons.

Considering the example from the literature, we observed
that for a number of targets, the techniques of deep learning
were applied to the different data sources with or without
the use of feature engineering. We find that there is not
enough research on the application of deep learning to con-
versational data without feature engineering, focusing on the
primary languages of learners. This would be particularly
beneficial for MOOC platforms that include social learn-
ing and therefore produce a large amount of conversation
data that would provide information about learners’ perfor-
mance.

Our study was designed to compare the performance
of the proposed different deep learning models already
tested in different circumstances with a single large set
of FutureLearn MOOC data. In this paper we try to con-
tribute to research on the prediction of MOOC perfor-
mance:

— using the body of forum discussions instead of numerical
data

— to compare different deep learning models trained with
different sets of input data and different deep learning
architectures

— assessing cross-domain transfer learning i.e. using the
trained algorithm within one MOOC to test it on another
MOOC

3 Implementation

In order to implement the research, there are two main tasks
in this study:

1. Intelligently and accurately allocate the learners into a
language group based on their primary languages. Partic-
ipants are placed in one of three groups: Those for whom
English is an Official and Primary Language (EPL), those
for whom English is an Official but not a Primary Lan-
guage (EOL), and those for whom English is a Second
Language (ESL).

2. Building deep learning models and pre-processing the
data for experiments to evaluate the proposed models
across the MOOC:s in different domains and between our
defined different language groups.

The rest of the section explains in detail how we imple-
ment these two tasks to enable us to conduct meaningful
experiments.

To identify which language group a participant belongs to,
we use pre-course survey information and discussion forum
content. If a participant posts a comment which includes
information about their primary language, nationality, or
country they live in, it is possible for us to identify this infor-
mation from comment text by using the regular expressions
techniques, as explained in the next section in greater detail.

3.1 Categorisation of Learners into Language-Based
Groups

As it is emphasised in Sect. 1, identifying the participants
who speaks English as a second language is important to
provide them with any necessary assistance they may need.
In this study, there are three categories of learner by language:

1. English as an official and primary languages (EPL)
Where participants’ first language is English or they live
in a country where the frequently spoken language and
the official language is English i.e. British people or those
from the US.

2. English as an official but not a primary language
(EOL) Where participants’ first language is not English
and/or they live in a country where English is official but
not primary language. There are some countries where
English is an official language but not a dominantly spo-
ken local language. For example, in India, which attracts
large numbers of MOOC participants, there are a large
number of official languages including English. While
people from some states in India speak fluent Indian
English, participants from other states are far less likely
to be fluent in English especially if the local government
does not favour English language education [40].
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3. English as a second languages (ESL) Where partici-
pants neither have English as a first language nor do they
live in a English-speaking country they are categorised
as ESL, e.g. German, Japanese, or Turkish.

Identifying participants’ first languages through their
comments is a challenging task for the computer. We cur-
rently have two means of identifying a participant’s primary
language: (i) the location information they provided during a
pre-course survey and (ii) their statements in the discussion
forums.

However, the participants do not necessarily identify their
first language, instead they talk about their nationality, their
home country, or where they live. We therefore first need
a set of rules to teach the machine which defined category
includes which language, nationality, and place information.

The language information in the comment itself gives us
a clue about use of English and thus the countries in which
the detected language might be spoken. Unfortunately, there
is no single authoritative source we could use for this pur-
pose, thus, we combined existing categorisations identified
via Wikipedia to create our set of reference tables (Tables 1, 2,
and 3). These tables show the languages and the probability
of the status of English in the countries where a non-English
language is spoken. To create these tables, the following steps
have been carried out:

1. Identify a list of countries where English is an official
language'

2. Identify a list of countries and their official and minority
languages>

3. Identify a list of the largest cities of countries®. We need
this because participants may not write the name of their
country but instead write which city they are from. In
these cases, we have used the list to identify the country
participants are from in order to identify their language
group.

4. Identify a list of the nationalities, their countries and the
languages spoken*. Some people refer to their nation-
ality rather than their country. We have used this list to
identify a participant’s country and thereby identify their
language.

The first table (Table 1) lists languages frequently spoken
in countries where English is an official and/or primary lan-

1 https://en.wikipedia.org/wiki/List_of_territorial_entities_where_
English_is_an_official_language.

2 https://en.wikipedia.org/wiki/List_of_official_languages_by_
country_and_territory.

3 https://en.wikipedia.org/wiki/List_of_largest_cities.

4 http://www.vocabulary.cl/Basic/Nationalities.htm.

@ Springer

Table 1 Languages frequently spoken in countries where English is an
official and/or primary language (criteria at least 75%)

Spoken language EPL—frequency (%)
Irish 100
Yoruba 100
Igbo 100
Manx 100

Table 2 Percentages of the most dominant EOL language group (at
least 75%) for the languages different than English

Spoken language EOL—frequency (%)
Hindi 100
Urdu 100
Tamil 100
Bangla 100
Sindhi 100
Afrikaans 100
Tagalog 100
Shona 100
Telugu 100
Marathi 100
Zulu 100
Burmese 100

guage. For example, if a participant stated their first language
is Yoruba, we will categorise them as EPL participants.

Participants who use languages like Hindu are categorised
in EOL since the language is predominant in locations where
English is an official language although not the primary
language spoken in the region. Table 2 shows the list of lan-
guages categorised in EOL.

Identifying participants who belong is the English as a sec-
ond language group is rather complicated. Some languages
are spoken across a number of different countries, but the
status of the English language varies across those countries.
For example, Spanish is an official language in more than 20
countries. We used Wikipedia’s list of official languages by
country as our reference to help build this list>.

Our approach here is that despite English not having an
official status in those Spanish speaking countries. Nonethe-
less, English is effectively a secondary language in the 87%
of the countries where Spanish is spoken. Therefore, if a
participant says that Spanish is their first language, they are
categorised in ESL because there is an 87% chance that they
have ESL ability.

5 https://en.wikipedia.org/wiki/List_of_countries_where_Spanish_is_
an_official_language.
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Table3 Percentages of the most dominant ESL language group (thresh-
old at least 75%) for the languages different than English

Spoken language ESL—frequency
Portuguese 100
Spanish 87
Chinese 80
Indonesian 100
Valencian 100
Italian 86
Dutch 100
German 100
Greek 75
Korean 100
Persian 100
Galician 100
Kurdish 100
Bahasa 100
Tatar 100
Quechua 100

Another example is the Persian language. English is a sec-
ondary language in every country in which Persian is spoken.
So, if a participant’s first language is Persian, we assume
100% they are ESL participants. This is because English is
a secondary language for at least 75% of a country’s popula-
tion; therefore, we have assumed that the participant belongs
to the listed language group in the third table (Table 3).

Having established a fundamental approach to identifying
language-based groups and created the reference source, we
were ready to begin analysing the comment data. The rest of
the section explains what constitutes our data and how we
applied the regex method to identify language-based groups.

Table 4 shows the total number of participants, comments,
participants’ posted comments and survey replies in each
iteration of understanding language MOOC delivered by the
University of Southampton via FutureLearn. Only 5.87%
(12,545) of participants provided their country information
in the pre-survey (Table 4).

However, 34,166 (15.99%) participants provided com-
ments which could potentially be analysed to identify their
linguistic groups. The advantage of using this data lies in the
potential to improve the accuracy of allocating participants
to the different language groups and increase the volume of
candidate comments.

Searching via regular expressions (regex) is a technique
which has been used to tag the words in a sentence in a
way that enables the researchers to match patterns in other
sentences [41]. Regular expressions offer a route to powerful,
flexible, and efficient text processing. We use expressions like

a general pattern notation allow us to describe and derive
meaning from texts [42].

Regular expressions have been used to identify hashtags,
keywords or certain words from texts of comments and tran-
scripts. Various researchers have already analysed MOOC
content using regular expressions. For example, Acosta and
Otero [43] exploit regular expressions to automatically assess
learners’ answers to open questions in a MOOC. Shukla and
Kakkar [44] use regular expressions to identify the noun
chunks in a video transcript of a MOOC to extract keywords
which may be helpful for assessing the content of video. An
et al. [45] used the regular expressions with hashtags to link
internal and external resources in MOOCsS.

We use regular expressions to identify sets of words linked
to individuals’ primary languages. In our study, if a partici-
pant’s language group identified in the MOOC’s pre-survey is
the same as the language group identified from the comments
in discussion forums, then no changes occur. Otherwise, the
allocated language group of the participantis updated accord-
ing to the information identified from the comments.

To improve the accuracy of identification, we created an
algorithm combining searching for regular expression pat-
terns with a similarity metric to extract the information about
participants’ country, city, nationality and language from
their comments in order to allocate their language groups
whenever possible.

Figure 1 shows the flowchart of our method to identify
language groups as using regular expressions and similar-
ity metric. The algorithm checks all the written comments
to extract information regarding their language, country/city,
or nation. To eliminate the information loss during this pro-
cess, the algorithm also checks the string similarity in case
there are misspelled words. For example, if someone wrote
Trukish instead of Turkish, the algorithm is able to identify
these misspelled words as long as they are 75% similar to
the original word. Also, when the extracted nation or lan-
guage is one of the languages spoken in different countries
based on the Tables 1, 2 and 3, the algorithm checks whether
these countries are mostly (75%) the same country. Then, the
algorithm checks the information with participants already
grouped by pre-survey. If the participant has not already been
classified during the pre-survey or if it is classified different
from the result of the regular expressions method, the algo-
rithm updates the participant’s language group.

Across the set of MOOC runs examined (Understanding
Language: Learning and Teaching from the first run to the
seventh), 31,478 participants wrote 421,059 comments. With
our method with regular expression, we detected 344,260
comments (81.8% of all comments) we could analyse and
identified the language group of 21,621 participants (68.7%
of all participants).

Figure 2 shows one of the regular expression patterns
(C3) used to identify learners’ country. For example, a com-
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Table 4 Number of participants and comments in understanding language (UL) MOOCs

Commented Participants

Participants replied to pre-surveys

Participants Comments
UL 1 58,781 145,425
UL2 41,912 86,139
UL 3 44,293 58,285
UL 4 25,597 50,332
UL 5 19,866 37,637
UL 6 10,275 18,616
UL 7 12,893 24,941
Overall 213,617 421,375

11,315 (19.25%)
7585 (18.10%)
5199 (11.74%)
4164 (16.27%)
2431 (12.24%)
1319 (12.84%)
2153 (16.70%)
34,166 (15.99%)

1793 (3.05%)
1516 (3.6%)
1207 (2.7%)
3305 (12.9%)
2292 (11.5%)
1019 (9.9%)
1413 (10.96%)
12,545 (5.87%)

Fig.1 Flowchart of regular
expressions (regex) model for
language group identification

) information

| N

Grouped based on

iated |

|

Grouped based on
language
information

ment including a sentence ‘I came from northern Turkey.’ is
matched with the pattern shown in Fig. 2.

Figure 3 shows one of the regular expression patterns (L3)
used to identify learners’ language. For example, a comment
including a sentence ‘English language is my first tongue.’
is matched with the pattern shown in Fig. 3.

Figure 4 shows one of the regular expression patterns (N1)
used to identify learners’ nation. For example, a comment
including a sentence ‘I am a typical Japanese.” is matched
with the pattern shown in Fig. 4.

Table 5 displays the percentages of language groups iden-
tified from pre-survey and regular expression patterns.

@ Springer

Not grouped with
regex

3.2 Building Deep Learning Models and
Pre-processing Data

A deep learning model consists of structured hierarchical
layers [15] computers learn complicated concepts by building
them starting with the simpler layer.

We based our investigation of the MOOC data on meth-
ods which were successful in previous studies and compared
the performance of each approach: convolutional neural net-
work (CNN), long short-term memory (LSTM), bidirectional
LSTM, gated recurrent unit (GRU), convolutional neural
network and long short-term memory (CNN_LSTM). The
rest of this section explains the logic and application of the
selected models.
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Fig.2 Sample regular
expression pattern (C3) to
identify country

Fig.3 Sample regular
expression pattern (L3) to
identify language

Fig.4 Sample regular
expression pattern (N1) to
identify nation

WbA\J*(?1\\s+\\w+{eo]r)

3.2.1 Pre-processing Data and Word Embedding

Some pre-processing of data was needed. This included
removing URLs (since they are not actual words), convert-
ing all words into lower case to avoid duplication of the same
word, and deleting posts shorter than 100 characters as they
are not long enough to reveal usable information.

A text can be analysed letter by letter, word by word,
or sentence by sentence. Processing data at the letter level
increases the complexity, processing at sentence level can
result in overlooking important data. In our study, we chose
to process text data at the word level.

In addition to the pre-processed text data, some of the
extracted features from our previous work [11] have been
used in order to compare the performance of the algorithms.
The extracted features used in the developed deep learning
model are categorised in two areas, Step Activity and Com-
ments, presented in Table 6.

In order to process the text after the pre-processing phase,
the GloVe word-vector library has been used. The GloVe
library represents over 400,000 words in English language
with vectors in 300 dimensions. We have replaced the words
in posts with these vectors defined in GloVe. As a conse-
quence, we have an n-length vector for each post including
n number of words.

The model is going to embed the words on the embedding
layer to be trained on the hidden layers later. In this layer,
the most frequently used 20.000 words in posts are stored as
vectors and then converted to vectors. The reasons why we
need this layer instead of giving the word-vectors directly to
the neural network layer as input are:

— it is faster.

— less burden on GPU. As explained in Sect. 1, deep learn-
ing requires a powerful machine in terms of memory and
speed. Therefore, it is crucial to use the memory effi-
ciently for the machine performance.

When the posts are ready to be processed, the neural network
layers process the data to produce the prediction result for
the optimal class of a participant.

\\b(?:i|we|i\\s*'\\s*a?m?|i\\s*am|im | (?:my\\s+name\\s+is\\s+\\w+))\\s+["\\.]*?(?:c[oa]m
e\\s+)?from(?:\\s+here)?(?:\\st+the)?\\s+(?:(?:east(?:ern)? | north(?:ern)?| west(?:ern)?| sout
h(?:ern)?)\\s+)?(?:0f\\s+)?(\\w{2,}(?<\\bmy)(?:\\s+republic)?)
\\b(A\W{Z, ) \\s+(2:\\(-*\\)\\s+)?(?:I[aelnguage\\s+) ?(?:is\\s+|as\\s+)?( ?:also\\s+) ?(?:ma?y\\s
+)?(?:first| 1st| mother | native | of+icial | main | national | primary | best)[\\s\\]*(?:t[aou]{1,2}n[g
ql(?:[uel{1,2})?|l[ae]nguan?ge|speaker)

\\b(?:i\\s*"\\s*m|i\\s*am |im|we|am)\\s+(?:a\\s+|an\\s+|are\\s+)?(?:typical\\s+)?(\\w{4,})

Figure 5 shows the general flowchart of the system
including the data pre-processing, embedding layers and
the specific deep learning architectures. The FutureLearn
MOOC platform offers three types of data source: (i) text of
comment data collected through discussion forums, (ii) fol-
low data which indicates the Twitter-like friendships between
the learners, and (iii) course activities such as opening a page,
completing a task and so on.

After cleaning and pre-processing the data, our model does
two things: (i) extracts features by learning analytics and (ii)
transforms the comment into the vectors to be used in the
embedding and deep learning structure as an input.

The model then applies a final training, concatenating the
extracted features and the output of the deep learning training.
Finally, the model produces the predictions as an output for
learners’ performance in the course.

The rest of the section explains how different models are
constructed and how they handle the data.

The deep learning models that we developed differ from
each other in terms of

1. input data: comments only, extracted features only, and
comments and extracted features together

2. used deep learning architecture in hidden layers: CNN,
RNN or hybrid

We now explain the different architectures that are used
in our study.

3.2.2 Convolutional Neural Networks (CNNs)

CNNs have hidden layers which can learn the internal struc-
ture of data and detect the patterns by applying filters.
Although this approach to pattern recognition is particularly
successful in image processing, it is also applied to natu-
ral language processing tasks to filter text with sequences of
words/sentences [35]. CNNs have also been used for other
textual purposes including sentiment analysis [46].

Figure 6 displays our developed deep learning model
which is implemented with the convolutional layers and
‘comments and comments+extracted features’ as inputs. The
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Table 5 Number of people
whose language group identified
by different methods

Table 6 Extracted features from
the learners’ course activities

Fig.5 Flowchart of the deep
learning model with comments
and extracted features for
predicting learners’
performance

@ Springer

Total people EPL EOL ESL
People identified 9853 1760 (17.69%) 1281 (12.86%) 6908 (69.43%)
ONLY with
pre-survey
People identified 18,928 3036 (16.04%) 1935 (10.22%) 13,957 (73.74%)
ONLY with regex
People identified and 2692 684 (25.00%) 254 (9.28%) 1798 (65.72%)
updated with
combined method
(pre-survey and
regex)
Step activity Comments
1. Number of steps opened 1. Number of comments posted
2. Number of steps opened but not completed 2. Number of comments initiated
3. Total completed Week 1 steps 3. Number of replies
4. Total completed Week 2 steps 4. Average length of all comments
5. Total completed Week 3 steps 5. Average length of initiated comments
6. Total completed Week 4 steps 6. Average length of replies
7. Average numbers of likes that a comment received

Future

_F'J Learn

D 2

Discussions

Follow  Course activity

[ Data cleaning and pre-processing ]

Content of comments are cleaned and transformed
10 a vector form by Glove

Embedding layer:
most frequently used 20,000 words in posts are stored as
vectors

onvolutional Neural Network, Long-Short Term Memory,

Chosen deep learning structure
C
Bidirectional LSTM, Gated Recurrent Unit

\

[ Fealure extraction by leaming analytics ]

Exiracted fealures from learners' activities on
discussions, follow (when applicable),

Final Training with output of deep leaming model and
extracted features

Output: Course Performance Classification
|Drop-outs, Slow Paced Learners and Completers)
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input: [ (None, 200)
Text: InputLayer
output: | (None, 200)
. . input: (MNone, 200)
cembedding_2: Embedding
output: [ (None, 200, 300)

)

input: | (None, 200, 300)
convld_4: ConvlD

- output: (None, 198, 64)
input: | (None, 198, 64)

dropout_5: Dropout
output: [ (None, 198, 64)

input: one, 198, 64

convld_35: ConvlD ! L )
output: [ (None. 194, 32)

!

input:

(None, 194, 32)

dropout_6: Dropout
- (None, 194, 32)

output:

l

input:

®None, 194, 32)

convld_6: ConvlD

output: [ (None, 190, 24)
input: one, 190, 24
dropout_7: Dropout ! il )
output: [ (None, 190, 24)
input: one, 190, 24
flatten_2: Flatten ! Ll )
- output: (None, 4560)
input: (None, 4560) input: (None, 13) input: | MNone, 3)
dense_4: Dense ! StdFeatures: InputLayer ! [LangGroup : InputLayer L
output: ®None, 80) output: | (None, 13) output: | None, 3)

\

concatenate_2: Concatenate

input:

[(None, 80), WNone, 13), (None, 3)]

output:

(one, 96)

|

dense_5: Dense

input: | None, 96)

output: [ (None, 64)
input: one, 64,
dropout_8: Dropout 1 Ll )
output: | (None, 64)
input: one, 64
dense_6: Dense ! @ )
output: | (None, 3)

Fig.6 The proposed deep learning model implemented with ‘comments and comments + extracted features’ as inputs and with convolutional layers

as a deep learning architecture

models are various depending on the inputs and the imple-
mented deep learning architecture.

In our model, the first layer consecutively runs to search
three neighbour words, the second is to search five neigh-
bour words, the third is to search seven neighbour words,
respectively. After each layer, a dropout layer is run for better
learning where the model drops some results that are unnec-
essary. The model then produces an output of training to be
used as an input again for the classification in the output layer
of the model.

3.2.3 Recurrent Neural Networks (RNNs)

In RNNs, the algorithm keeps the previous input in mind
and consistently gives feedback after each run. Since this
architecture enables the model to deal with sequences and
lists, RNNs are convenient for modelling text [25], this is
used in our research with posts (text body of comments) in
discussion threads. There are different kinds of application
of RNNs, we have used three of them explained below.
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Long Short-Term Memory (LSTM) Using LSTM intro-
duces memory cells which model long-range dependencies,
especially useful for sequence learning problems involving
textual analysis. In each cell, there are three gates: input,
output and forget gates. According to the weights appointed
to dependencies, the cell decides when and which informa-
tion stored is going to be forgotten. Therefore, it carries the
information from the past to the future for a longer time. It is
different in this way from the convolutional layer as convolu-
tional layer decides which information is going to be dropped
certainly at the end of each run.

Bidirectional LSTM In addition to the traditional LSTMs,
bidirectional LSTM carries the information between the past
and the future forward and backward.

Gated Recurrent Unit (GRU) This is the simpler version
of LSTM as it has only two gates instead of three gates.

3.2.4 Hybrid Models

Combining more than one deep learning architectures as
hybrid models is also one of the methods for possibly more
effective training and accurate results. The hybrid model
used in this study is the combination of the convolutional
neural network and the long short term memory models
(CNN_LSTM).

4 Experiment Results
4.1 Experiment Design

Experiments have been carried out in order to compare the
deep learning models in the cross-domain MOOC:s.

We trained the models with the data generated from the
first seven runs of the FutureLearn’s language MOOC enti-
tled Understanding Language (dated back from 2014 to
2018). Then, we tested the deep learning models on 20%
of the first seven MOOC:s, the eighth run of the same MOOC
and further runs, on the same platform, of the Exploring Our
Oceans MOOC (four weeks length), and the Web Science
MOOC (six weeks length).

Figure 7 shows four different experiment scenarios. These
four scenarios show the features and courses used in the train-
ing and testing phases. Models used in the scenarios vary
according to the data used in training. In the first three exper-
iments, comments and extracted features were used as input
data. In the fourth experiment, only extracted features were
used as input data. In all scenarios, data from the first seven
runs of the Understanding Language: Learning and Teach-
ing MOOC was used for training. Also, in the first three
experiments, two deep learning model with comments only,
and comments and extracted features together were imple-
mented with different architectures (Convolution, LSTM,

Springer

Bidirectional LSTM, GRU and CNN+LSTM). However, in
the fourth scenario, a deep learning model with only extracted
features used for training were trained and tested.

Data was pre-processed before entering the models. For
example, we have removed data of participants whose lan-
guage group could not be identified and participants whose
end-of-course performance information was unknown.

In the first experiment in Fig. 7, we used 80% training and
20% test data with a random selection from the commenting
participants in the first seven versions of the Understanding
Language: Learning and Teaching MOOC.

In the second scenario in Fig. 7, we used the data of the par-
ticipants who commented in the ‘Understanding Language
8: Learning and Teaching’. This course is the eighth iteration
of the MOOC series used.

In the third scenario in Fig. 7, we used two MOOCs from
different domains as test data from the MOOC series used
in training. One of the courses used for the test is the “Web
Science-1’, the MOOC for Science, and the second is the
‘Exploring Our Oceans-4’, the MOOC for natural sciences.

In the fourth scenario in Fig. 7, different from the first three
scenarios, we split the data based on the language groups
and only the extracted features were used in both training
and testing. Three different test datasets were used. The first
test dataset was obtained by allocating 20-80% of the same
MOOC series. The second test dataset was created from dif-
ferent iterations of the same MOOC series. The third test
dataset was created from different types of courses.

We observed the highest accuracy in performance predic-
tion of learners when only extracted features are used. We
first implemented models with data from all three English
language groups in all scenarios.

According to the results we obtained, we found that the
estimation made with the extracted features in the fourth
scenario showed the best result. Therefore, unlike other sce-
narios, in the fourth scenario, in order to observe the change in
the performance estimation success of the language groups,
we created the data belonging to each language group EPL
(English as Primary Language), EOL (English as an Official
Language) and ESL (English as a second language) and per-
formed performance estimation using extracted features of
these courses separately.

4.2 Experiment I: Training and Testing Within the
Same MOOC

In the first experiment in Table 7, we calculated the results
of the performance predictions of learners on the first
seven versions of ‘Understanding Language: Learning and
Teaching MOOC” series (80% train 20% test) with two sep-
arate deep learning models (comments only, comments and
extracted features) and five different architectures (Convolu-
tion, LSTM, Bidirectional LSTM, GRU and ‘CNN + LSTM’
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Fig.7 Design of different experimental settings

architectures using Convolution and LSTM). According to
the results in Table 7, when 20% of the same course series
was used as test data, the highest accuracy in learners’ perfor-
mance estimation was obtained when only comments were
used in the Convolution layer architecture.

In the learners’ performance estimation with ‘comments
+ extracted features’, we found that the highest learners’
performance estimation accuracy was achieved with GRU

architecture. In all tested architectures, learners’ performance
prediction accuracy with ‘comment+extracted features’ was
higher than learners’ performance estimation with ‘com-
ments only’. From this result, we can say that analysing
comments alone is insufficient to predict learners’ perfor-
mance in the course.
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Table 7 Performance prediction results with different deep learning
models (Experiment I)

Table9 Results of performance prediction categorised by Deep Learn-
ing model (Experiment III - Exploring Our Oceans 4)

Extracted fea-
tures and
comments (%)

Comments (%)

Extracted fea-
tures and
comments (%)

Comments (%)

Convolution 68.05 82.95
LSTM 61.62 85.92
Bidirectional LSTM 60.76 84.62
GRU 60.49 87.05
CNN and LSTM 66.99 81.70

Convolution 57.69 74.04
LSTM 66.35 74.04
Bidirectional LSTM 73.08 75.96
GRU 68.27 77.89
CNN and LSTM 63.46 71.15

Bold values indicate the highest accuracy

Table 8 Results of performance prediction categorised by deep learn-
ing model (Experiment II)

Comments (%) Extracted
features and
comments
(%)

Convolution 55.88 69.91
LSTM 51.36 76.92
Bidirectional LSTM 48.19 75.79
GRU 51.58 84.62
CNN and LSTM 52.71 72.62

Bold values indicate the highest accuracy

4.3 Experiment ll: Transfer Learning 1.0: Training
with a MOOC and Testing with Another Iteration
of the Same MOOC

In the second experiment, Table 8 shows how we calcu-
lated the results of the learners’ performance predictions in
a MOOC with two separate deep learning models (com-
ments only, comments and standard features) and five
different tested architectures (Convolution, LSTM, Bidirec-
tional LSTM, GRU and ‘CNN + LSTM’ architectures using
Convolution and LSTM). The first seven versions of the
‘Understanding Language: Learning and Teaching” MOOC
series were used as training dataset. The eighth version of
the course was used as test dataset. The results presented
in Table 8, show that as in the first experiment, when the
eighth version of the same course series was used as test data,
the highest accuracy in learners’ performance estimation
was achieved using the convolution layer on the ‘comments
only’ learners’ performance prediction . In the learners’ per-
formance prediction with ‘comment + standard features’,
we found that the highest learners’ performance estimation
accuracy was achieved with the GRU architecture. In all
tested architectures, learners’ performance estimation accu-
racy with ‘comment + extracted features’ was higher than
learners’ performance estimation with ‘comments only’.
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Bold values indicate the highest accuracy

Table 10 Results of performance prediction categorised by Deep
Learning model (Experiment III—Web Science 1)

Extracted  fea-
tures and
comments (%)

Comments (%)

Convolution 57.79 70.93
LSTM 58.82 74.39
Bidirectional LSTM 57.79 73.70
GRU 59.52 79.24
CNN and LSTM 55.02 71.28

Bold values indicate the highest accuracy

4.4 Experiment lll: Transfer Learning 2.0: Training
with a Series of MOOC and Testing with Another
MOOC from a Different Domain

In the third experiment, learners’ performance predictions
results with two separate deep learning models (comments
only, comments and extracted features) and five differ-
ent tested architectures (convolution, LSTM, bidirectional
LSTM, GRU and ‘CNN + LSTM’ architectures using con-
volution and LSTM) are given. The first seven versions of the
‘Understanding Language: Learning and Teaching’ MOOC
series were used as a training dataset. “Web Science-1" and
‘Exploring Our Oceans-4’ were used as test dataset. Results
are shown in Tables 9 and 10. ‘Exploring Our Oceans-4’
MOOC, one of the MOOCss used for testing, is a four-week
course just like the ‘Understanding Language: Learning and
Teaching’ series MOOCs, while the “Web Science-1° MOOC
is a six-week MOOC. Due to this difference, we used the first
four weeks of the “Web Science-1’ course.

The results presented in Table 9, show that when the
‘Exploring Our Oceans-4’ course was used as test data, the
highest accuracy in learners’ performance estimation was
achieved with the bidirectional LSTM architecture using
‘comments only’. In the learners’ performance prediction
with ‘comment + extracted features’, we found that the high-
est learners’ performance estimation accuracy was achieved
with the GRU architecture. In all tested architectures, learn-
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ers’ performance estimation accuracy with ‘comment +
extracted features’ was higher than learners’ performance
estimation with ‘comments only’.

In the results presented in Table 10, we see that when the
‘Web Science-1’ course was used as test data, the highest
accuracy in learners performance estimation was obtained
with GRU architecture for both ‘comments only’ and ‘com-
ment + extracted features’ learners performance predictions.
In all tested architectures, learners performance estimation
accuracy with ‘comment + extracted features’ was higher
than learners performance estimation with ‘comments only’.

4.5 Experiment IV: Deep Learning Model with
Extracted Features Applied to Different
Language Groups by Primary Languages

In this case, the first seven editions of the Understanding Lan-
guage: Learning and Teaching MOOC were used as training
data. We trained the deep learning models with participants’
extracted features. Table 11 shows the test results using the
data of three different MOOC courses: 1) the eighth version of
the same Understanding Language MOOC, a science course
Web Science-1, and an environmental course Exploring Our
Oceans-4.

The results presented in Table 11 show that we can observe
that the success of the learners’ performance prediction does
not show a significant decrease when the course data used for
testing changes. We can also see that the accuracy of learners’
performance estimation of different English language groups
is very close to each other. It is observed that the performance
prediction accuracy of the extracted features does not vary
much according to the type of course and always gives good
results.

5 Discussions

This study addressed two research areas: identifying a par-
ticipant’s language from their comments and predicting their
future performance in the course based on learners’ com-
ments by using deep learning.

For identifying a participant’s language from their com-
ments, our proposed method uses regular expression pattern
searching. We can clearly identify language-based groups
as long as they have mentioned their primary language,
city/country they are from, or their nationality during the con-
versations they had on the platform. However, considering
the small proportion of participants joining the discussions,
the chance that a participant gives at least one of these items of
information is very low. Therefore, there is a need for another
method to identify the participants’ language-based groups
no matter what they wrote about to the discussion board.
For example, Mahmoud et al. [47] used natural language

Table 11 Results of performance prediction categorised by different
language groups (Experiment V)

Overall (%) EPL (%) EOL (%) ESL (%)

Training and 83.47 84.31 84.48 84.44
Testing within
the same
MOOC

Training with a
MOOC and
Test with
another
iteration of the
same MOOC

Training with a
MOOC and
Test with
another MOOC
on a different
domain-1
(exploring our
oceans-4)

83.78 84.72 84.84 84.55

83.78 84.02 84.84 84.55

Training with a 83.51 84.72 84.04 83.60
MOOC and

Test with

another MOOC

on a different

domain-2 (web

science-1)

processing techniques to identify how similar two written
documents, which can be modified to group the comments.

Different deep learning models have been developed to
compare performance across a number of MOOCsSs from dif-
ferent domains, either by solely using comment texts or
taking comment texts together with the extracted features.
Even though working with raw data, i.e. comment texts,
lessens the workload of feature engineering, the difference
between the performance of models sometimes reached over
20%.

We expected that the content of comments with or with-
out combining with other features would be valuable to
better understand and predict the users’ future performance
on MOOCs. The results show that using solely the content
of the comment is not strongly predictive compared to the
results from quantitative features extracted from learning
activities. However, the results show that combining both
is more promising for prediction, which can be investigated
and improved by further studies.

In our previous studies, we were only able to train and
test the algorithms on one case of the Understanding Lan-
guage MOOC delivered on FutureLearn by University of
Southampton. Since transferring learning is a crucial task
in machine learning and potentially important in to enable
generalised application in distance learning, we tested the
developed models on MOOC:s from different domains. It was
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observed that even though the accuracy of the model fell by
around 10%, it is still above 70% for each model, which is a
very promising result.

However, it needs to be noted that the FutureLearn MOOC
platform is designed according to the social-constructivist
learning theory [16]. Therefore the design of MOOCs on
FutureLearn facilitates posting comments and interacting
with other fellow learners. Another MOOC platform which
only provides Q& A forums may not generate sufficient infor-
mation about users from their comments so in that context
the accuracy of the model might be much lower.

6 Conclusions

In this study, we aimed to exploit deep learning models
for performance prediction of different of second language
English speakers categorised by their likely linguistic skills.
We based our predictions, without performing feature extrac-
tion, on the content their posts to discussions gathered from
a range of MOOC:s.

Our research categorises learners into three language
groups: those who have English as an Official and Primary
Language (EPL), those for whom English is an Official but
not a Primary Language (EOL), and those for whom English
is a Second Language (ESL).

Using regular expressions is a handy approach to recog-
nise the words and phrases associated with language, nation-
ality, and country, which helping us to identify primary
languages. Our research showed that deciding the primary
language is a challenging task even though we have infor-
mation regarding country or nationality. To overcome this
difficulty we created a reference list for the languages and the
probability of the status of English in the countries where a
non-English language is spoken. In addition, we defined reg-
ular expression rules for identifying certain sentences giving
a hint to the languages.

Having identified the language-based groups, the next task
in the research was building deep learning models and testing
them. We built a deep learning model by using solely com-
ment texts. For the comparison, we also built a deep learning
model by using acombination of comment texts and extracted
features from user activities during the course.

We implemented five different deep learning architectures
in the developed deep learning models: convolutional neural
network (CNN), long short-term memory (LSTM), bidirec-
tional LSTM, gated recurrent unit (GRU), and a hybrid of
convolutional neural network and long short-term memory
(CNN_LSTM).

According to the results, the deep learning models we
implemented performed better with the combination of
comment texts and extracted features than if they were con-
structed based solely on comment texts. When we tested
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the models using MOOCS from different domains, the deep
learning with extracted features-only performed better.

However, some of the deep learning models with the com-
bination of comment texts and extracted features performed
better than the extracted features-only models when training
and testing within the same series of a MOOC or testing on
a different iteration. In addition, the trained algorithms per-
formed reasonably well on MOOCs from different domains
which shows the generalisibilty of our model.
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