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Abstract
Accurate prediction of multiphase flow rate is of prime importance in controlling production of oil fields. Direct measurements
using multiphase meters are time-consuming and very costly. On the other hand, none of the published models can be
considered as a universal model and most of these models are designated only for the critical flow. The aim of this study is to
develop and validate practical models for the Algerian Hassi Messaoud (HMD) oil field covering both critical and subcritical
multiphase flows through chokes of naturally flowing and gas lift wells. The new choke models are developed on the basis of
the Gilbert model by incorporating the downstream pressure of the choke under the subcritical conditions. A large data set is
used to evaluate the new models and to compare their performance with previously published prediction models. These data
are divided, for each flow regime, into five selected categories based on the gas–oil ratio and a nonlinear regression algorithm
is implemented to validate the new models. The comparison revealed the accuracy of two new models that improved the
predicted production rates of the current model of HMD field in 130 wells out of 174 and the sum of absolute differences
between the measured and the predicted oil flow rates (SAD) was reduced by 16.68% on 6,786 measurements. For the wells
that are assisted with gas lift, the predictability was improved considerably: There was improvement in 85 wells out of 93
and the SAD was reduced by 42.11% on 2,317 measurements.
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List of Symbols
Q Gross liquid rate (bbl/day [m3/h])
Qo Oil flow rate (bbl/day [m3/h])
Pu Wellhead (or upstream)pressure (psig [bar])
Pd Flowline (or downstream) pressure (psig

[bar])
φ Choke size (1/64 inch [m])
GLR Gas–liquid ratio (MSCF/BBL)
GOR Gas–oil ratio (MSCF/BBL [sm3/m3])
ΔP Pressure drop across the choke (psig [bar])
Qe Estimated oil flow rate (bbl/day [m3/h])
Qm Measured oil flow rate (bbl/day [m3/h])
SAD Sumof absolute differences (bbl/day [m3/h])
SD Sum of differences (bbl/day [m3/h])
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RAE Relative absolute error
RE Relative error
Wi Well i
Nb data Number of measurements
a, b, c and d Empirical constants

1 Introduction

The phenomenon of multiphase flow (liquid and gas) occurs
in the wellhead of almost all producing wells. The flow rate
of these wells is usually regulated using wellhead chokes.
A choke is a restriction in cross sectional area of flow path,
restricting flow rate by imposing pressure drop to the pro-
ducing fluid. There are two main types of chokes: fixed with
non-adjustable diameter and variable that allow adjustments
to their diameter. Controlling the flow using wellhead chokes
prevents reservoir damage by creating a back pressure, main-
tains the integrity and safety of surface equipment against
slugging at high flowing pressures, stabilizes production flow
rate and prevents water and gas coning and sand production

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s13369-020-04971-z&domain=pdf
http://orcid.org/0000-0002-2731-0514


6818 Arabian Journal for Science and Engineering (2021) 46:6817–6833

[1]. Besides controlling the flow rate, the chokes are also
used to provide sufficient data for rate estimation. The study
of the flow rate of a multiphase mixture through a wellhead
choke is a critical part of many important applications in the
oil and gas industry including the optimization and control
of production, as well as the characterization of reservoirs.

Before calculating the liquid flow rate through chokes,
it is necessarily to determine if the flow behavior of the
gas–liquid mixture through the choke is critical (sonic) or
subcritical (sub-sonic). When the velocity of the fluids flow-
ing across the choke reaches the sonic velocity for the fluid,
the flow in the choke is critical. In contrast, the subcritical
flow occurs when the velocities of the fluids traversing the
choke drop below the sonic velocity of the fluids [2]. There-
fore, in the critical flow conditions, the rate is related only to
the upstream pressure of the choke and any pressure fluctua-
tions introduced downstream the chokewill not affect the rate
because these fluctuations can never be transmitted upstream.
In the subcritical conditions, however, the flow rate is a func-
tion of the downstream pressure of the choke. The wellhead
chokes are usually operated under the critical regime in order
to achieve stable flow rates and to isolate the reservoir from
the frequent perturbations in the surface equipment. Since it
is difficult to estimate the local sound speed in the field, the
boundary between the two regimes is defined by a pressure
ratio of downstream to upstream. The value of the ratio is
usually considered in the literature equal to 0.5 [3].

The most accurate tools used to measure the oil well
production through wellhead chokes in a multiphase envi-
ronment are the separators and the multiphase meters [4].
However, these methods are very costly and time-consuming
to implement on a field-wide basis [5]. In contrast, it is
required to have a quick and an accurate evaluation of the
well production in order to optimize the performance of
the entire production system. Due to the complexity of the
Navier Stokes equations, it is difficult to have an exact eval-
uation of the oil flow rate of a multiphase mixture through
a choke, but several models have been developed with the
intention of having an accurate estimation of the oil rate
with minimum number of parameters using numerical solu-
tions. These models fall into twomain categories: theoretical
and empirical [6]. The theoretical models are derived from
the mass, momentum and energy balance laws of the fluid
across the choke [7]. These models have too many parame-
ters and require fluid properties which may not be available
in many fields, and this makes them difficult to apply. The
empirical models are limited to special operational condi-
tions including the range of field or experimental data used in
their development stage [8]. As a result, these models return
acceptable results within the flow conditions upon which
they were based, but the accuracy of the estimation decreases
when extrapolated to new flow conditions. Although numer-
ous empirical models have been developed for describing

simultaneous liquid and gas flow through wellhead chokes,
almost all of them are under the critical conditions, while
there are few ones for the subcritical regime. These models
are surveyed in the next section.

The objective of the present study is to develop practi-
cal and accurate multiphase flow models for predicting the
oil production rate through chokes of naturally flowing and
gas lift wells under critical and subcritical flow conditions.
The developed models extend the Gilbert model [9] to fit the
measured data and to handle both flow regimes. The idea of
these models is to take into account the downstream pres-
sure of the choke under the subcritical conditions. Based on
a large data set collected from the HMD oil field, a nonlinear
regression algorithm is used to find out the correlations that
best fit the measured data for different ranges of the gas–oil
ratio. It should be noted that during the last years in HMD,
most of the flows are in the subcritical regime. A comparison
between the obtained models and other existing models is
done with different error parameters. The proposed models
are valid on a wide range of flow variables, especially for
high GOR values.

2 Related Literature

Over the past six decades, many papers have addressed the
prediction of the oil flow rate through wellhead chokes in a
multiphase environment either by proposing new models or
by conducting a comparison study to test the efficiency of the
existingmodels on a given field. Tangren et al. [10] presented
in 1949 the first study that analyses the gas/liquid two-phase
flow through a choke under the critical flow conditions. They
assumed a homogeneous mixture in which the gas bubbles
are so small and uniformly distributed in the liquid that the
velocities of the two phases can be considered the same dur-
ing expansion. This assumption occurs where the liquid is
the continuous phase. Gilbert [9] developed in 1954 the most
popularmultiphase flowmodel for calculating the liquid flow
rate through a choke. He used 268 production test data of the
Ten Section field in California for choke sizes between 6/64
and 18/64 inch. Thismodel is valid for the critical flow occur-
ring when the mixture velocities through the choke reach the
speed of sound. As seen in the previous section, the speed of
sound is known to be reached when the upstream pressure of
the choke is at least twice the downstream pressure. Gilbert
noted, however, that his model is good when the upstream
pressure of the choke is at least 70% greater than the down-
stream pressure of the choke. This model takes the following
from:

Q = a
Pu · φb

GLRc (1)
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Table 1 Correlation constants
for Gilbert-type equations under
the critical flow conditions

Correlation a b c References

Gilbert 0.1 1.89 0.546 Gilbert [9]

Baxendell 0.104 1.93 0.546 Baxendell [30]

Ros 0.05747 2.0 0.5 Ros [11]

Achong 0.2618 1.88 0.65 Achong [24]

Pilehvari 0.021427 0.313 2.11 Pilehvari [31]

Safar Beiranvand et al. 0.0328 2.275 0.586 Safar Beiranvand et al. [38]

whereQ (bbl/day),GLR (MSCF/BBL), Pu (psig) andφ (1/64
inch). The correlating exponents of Gilbert [9] are as follows:
a = 0.1, b = 1.89, c = 0.546. This formula offers the pos-
sibility of using the choke as a flow meter; from its pressure
readings, the Q can be estimated once GLR is known, and
vice versa. Many subsequent studies and adaptations have
emerged on the basis of the study of Gilbert [9]; Table 1 sum-
marizes some of the correlations that have the same form as
that of Gilbert [9] but with different constants and variables
exponents.

Ros [11] extended the work of Tangren et al. [10] and
studied the case in which the gas is the continuous phase.
Poettmann and Beck [12] proposed a model in which they
introduced some fluid properties. This model is obtained by
converting Ros’s correlation [11] to graphical forms. Omana
[13] also introduced the fluid properties in his model which
is obtained by series of laboratory tests for critical two-phase
flow of gas–water mixtures. This model is valid for specific
ranges of choke size, liquid flow rate and upstream pressure.
Ashford and Pierce [14] presented a model that is valid for
both critical and subcritical regimes. They derived the model
from the energy balance for flowing fluids across a restric-
tion, and they used the specific heat ratio in their derivations.
Examples of other well-known models are Sachdeva et al.
[2], Perkins [15], Al-Safran and Kelkar [16] and the Hydro
model that has been proposed first in [17] and improved later
in [18,19]. The reader is referred to Shao et al. [7], Mwa-
lyepelo and Stanko [6] and Rastoin et al. [20] for a detailed
literature review and a comparison of the latter models.

Al-Attar and Abdul-Majeed [21] conducted a compari-
son study between three models on 155 well tests, where 20
tests are from the East Baghdad oil field. The overall results
showed that the Gilbert model [9] was, in general, more effi-
cient thanPoettmannandBeck [12] andAshford [22]models.
The Gilbert model [9] is then revised in two forms to find out
the correlations that best fit the measured data from the East
Baghdad oil field. Abdul-Majeed and Maha [23] tested the
accuracy of eight correlations on 210 well tests with 56 tests
from Iraq wells. They found that the Gilbert model [9] seems
to perform better especially when the choke size increases
followed by Ashford [22] and Ros [11] models. Poettmann
and Beck [12] and Ros [11] models yielded better results for

small choke sizes,whereasAchong [24],Al-Attar andAbdul-
Majeed [21] and Omana [13] were totally unsatisfactory.
Then, four new correlations were developed using multiple
regression analysis for different data categories. Elgibaly and
Nashawi [25] also tested a number of correlations on 260
well tests: 154 tests under critical regime and 106 tests under
subcritical regime. In the critical flow, the correlation based
on Gilbert model [9] performed better than two correlations
derived fromAshford and Pierce [14] model. For the subcrit-
ical flow, the authors developed the model given in Eq. (2),
in which they used ΔP rather than Pu in the Gilbert equa-
tion [9]. They found that the accuracy of their equation on
flow data of Kuwait is closely comparable to the Ashford
and Pierce [14] correlation modified by Abdul-Majeed and
Aswad [26]. They also evaluated the Ashford and Pierce [14]
correlation modified by using the correlations developed by
Al-Marhoun [27] and Dranchuk et al. [28] to estimate the
PVT properties of the produced fluids. The results showed
that this latter model performed better than the former two
models. Mirzaei-Paiaman and Salavat [29] used 132 mea-
surements from 15 Persian oil fields. These data include,
besides the parameters of the Gilbert model, the gas and
oil specific gravities. The authors showed that choke perfor-
mance is fairly insensitive to the latter two parameters. They
also calculated a Gilbert-type correlation based on the data
of the Persian oil fields, and they found that their correlation
yields statistically better results than those of Gilbert [9], Ros
[11], Baxendell [30], Achong [24] and Pilehvari [31]. In sum-
mary, Gilbert-type formulae have been developed by many
investigators, they appear to be practically more favorable
due to their simplicity, and they do not require measurements
of many parameters in the field.

There are few publications addressing the subcritical flow
regime through wellhead chokes, examples of these papers
include Fortunati [32], Ashford and Pierce [14], Pilehvari
[31], Sachdeva et al. [2], Surbey et al. [33], Elgibaly and
Nashawi [25], Al-Attar [34], AlAjmi et al. [35], Nasriani and
Kalantariasl [36] and Seidi and Sayahi [3]. Al-Attar [34] used
a plotting technique to describe the subcritical flow behav-
ior of gas condensate in three wells located in the Middle
East. They found that this approach is superior to the applica-
tion of a nonlinear regression analysis on a modified version
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of the Gilbert-type formula (replace Pu by ΔP in Gilbert
model [9]). Nasriani and Kalantariasl [36] extended the plot-
ting technique of Al-Attar [34] and his modified Gilbert-type
formula to describe the subcritical flow of high rate gas con-
densate wells with large choke sizes located in Iran.

Petroleum engineers have shown a high degree of open-
mindedness in utilizing new technologies from different
disciplines to solve old and new petroleum engineering prob-
lems. Ghorbani et al. [37] used a nonlinear and evolutionary
optimization algorithms of an Excel solver and a genetic
algorithm to calculate the coefficients of a modified Gilbert
model inwhich they added basic sediment andwater parame-
ter. They used a data set of 182measurements of theReshadat
offshore oil field of Iran to find the coefficients that best fit
these data. They found that the models obtained by the two
algorithms of the Excel solver outperform the other models
including their model of the genetic algorithm, Gilbert [9],
Baxendell [30], Ros [11], Achong [24], Safar Beiranvand
et al. [38] and Mirzaei-Paiaman and Salavati [29] models.
Choubineh et al. [8] used an artificial neural network algo-
rithm combined with teaching-learning-based optimization
algorithm to predict the liquid flow rate in the critical regime.
They introduced three parameters to the Gilbert model: gas
specific gravity, oil specific gravity and temperature. They
conducted an experimental study on a data set of 113 well-
head flow tests from the oil wells in south Iran, and they
compared the accuracy of their models with some published
models in the literature. Seidi and Sayahi [3] established, for
the subcritical two-phase flow regime, a new Gilbert-type
correlation on the basis of Nasriani and Kalantariasl [36]
correlation by adding to the pressure drop an exponent. They
used a genetic algorithm and a nonlinear regression tech-
nique. The new models as well as other models from the
literature have been tested on 67 measurements of 10 dif-
ferent fields in high rate gas condensate reservoirs in south
Iran and on 39 data points gathered from gas condensate
wells of Fars province of Iran. They found that the nonlinear
regression analysis is more efficient in fitting the data in com-
parison with the genetic algorithm. AlAjmi et al. [35] used
an artificial neural network algorithm to predict the oil flow
rate for the critical and subcritical regimes. They added the
temperature and water cut to the parameters of the Gilbert
model. In the case of the subcritical regime, the downstream
pressure is included in the model together with the latter two
parameters. Mirzaei-Paiaman and Salavati [39] also used an
artificial neural network technique to predict the oil flow rate
in two-phase flow through wellhead chokes using upstream
pressure, choke size and producing gas to oil ratio. The accu-
racy of the developed model was compared to the Gilbert
[9], Baxendell [30], Achong [24] and Mirzaei-Paiaman and
Salavati [29] models.

3 Models Expressions andMethodology

On the above methods, only few approaches can be applied
for the subcritical regime and significant errors may result
from the application of the current correlations to predict
choke performance under multiphase flow conditions of the
HMD field wells. For this reason, the aim of this study is
to develop simple, yet accurate, models for estimating the
oil flow rate under critical and subcritical flow conditions
through chokes of naturally flowing wells and of wells that
are assisted with gas lift in the HMD oil field. The model
that is used actually in the HMD field is a function of the
choke size, the flowline pressure, the wellhead pressure and
an adjustable parameter. Correlations were used to find out
the constants and the variable exponents of this model that
best fit the measured data.

Most of the studies published in the literature to compare
the existing models reveal the accuracy of the correlations
derived from the Gilbert model [9]. This model possesses
also the practical advantages of having few variables that
are available in most of the fields (by telemetry or in the
data bank) as compared with other approaches that require
many parameters (e.g., the PVT properties of the produced
fluids). However, the Gilbert model is valid only under the
critical flow conditions in which the flow rate reaches a max-
imum value that is independent of the pressure drop across
the choke, but in the subcritical regime, changes in the pres-
sure downstream the choke affects the flow rate. Al-Attar
[34] and Nasriani and Kalantariasl [36] substituted pressure
drop for upstream pressure in Gilbert formula to predict the
choke performance under subcritical flow conditions of gas
condensates. Seidi and Sayahi [3] added an exponent to the
pressure drop to consider the fact that the relation between
the pressure and the flow passing through the chokes of gas
condensate wells is not always a straight line but may be
concave to the origin.

Elgibaly and Nashawi [25] proposed another extension of
the Gilbert model [9] for the subcritical regime. This exten-
sion is given in Eq. (2). They justify the form of their model
by the fact that the relationship between the pressure drop
across the choke and the flow rate is quadratic and plots as a
parabola.

Q =
[
a

ΔP · φb

GLRc

](1/2)

(2)

In this study, two new forms of the Gilbert model are
proposed and tested on the data of 178 wells of the HMD
field. These models are valid for both critical and subcriti-
cal regimes. In the first model, the flowline pressure (Pd) is
introduced in a ratio with an exponent. Since the threshold of
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the critical flow in HMD is taken 0.75, the developed model
is given as follows:

Q = a
Pu · φb

GORc . f (Pu, Pd), where

f (Pu, Pd) =
{
1, if Pd

Pu
≤ 0.75 (critical flow)

[ f1(Pd, Pu)]d , otherwise (subcritical flow).

(3)

where GOR (MSCF/BBL).
The second model is obtained by introducing a function

that is used in the equation applied currently in HMD field
for the subcritical regime without an exponent, the resulting
model is:

Q = a
Pu · φb

GORc · f (Pu, Pd), where

f (Pu, Pd) =
{
1, if Pd

Pu
≤ 0.75 (critical flow)

f2(Pd, Pu), otherwise (subcritical flow).

(4)

f1 and f2 are functions of Pd and Pu (see Sect. 4).
Thenonlinear regression algorithmofLevenberg–Marquardt

[40,41] was applied to determine the values of the constants
and the variables exponents of the models that best fit the
measured data. Nonlinear regression is based on an itera-
tive process which is able to fit the measured data with a
parameterized function that nonlinearly depends on one or
more parameters. This approach is often used when there are
physical reasons for believing that the data and the parame-
ters follow a particular functional form [42]. The parameters
are estimated byminimizing the sumof the squares of the dif-
ferences between the data points and the function, but other
criteria can be considered as well if it is desired to protect
against non-normal errors.

Among the existing algorithms, Levenberg–Marquardt is
a popular method to solve nonlinear least squares prob-
lems effectively due to its ability to converge from a wide
range of initial solutions [43]. This algorithm interpolates
between the gradient descent method and the Gauss–Newton
method. In the gradient descent method, the sum of the
squared errors is reduced by updating the parameters in the
steepest-descent direction. In the Gauss–Newton method,
the sum of the squared errors is reduced by assuming that
the least squares function is locally quadratic and find-
ing the minimum of the quadratic. When the solution is
far from the minimum, the Levenberg–Marquardt algorithm
behaves more like a gradient-descent method. However, as
the solution gets closer to the minimum, it acts more like the
Gauss–Newton method.

Given a set of m data measurements (xi , yi ) and a func-
tion f of a vector parameter θ and a vector variable x , the
objective is to minimize the sum of the squares of the errors:

E(θ) =
m∑
i=1

[yi − f (xi ; θ)]2 (5)

The basis of the algorithm is a linear approximation of f
in the neighborhood of θ . For a small ||δθ ||, a Taylor series
expansion leads to the approximation

f (xi ; θ + δθ ) ≈ f (xi ; θ) + Jiδθ (6)

where Ji = ∂ f (xi ;θ)
∂θ

. From an initial point θ0, the algorithm
produces a series of vectors θ1, θ2, . . . that converge toward
a minimum for E . Hence, at each step, it is required to find
the δθ that minimizes E(θ + δθ ). This leads to:

(JT J)δθ = JT [Y − F(θ)] (7)

where J is the Jacobian matrix, whose i-th row equals Ji , and
where F(θ) and Y are vectors with i-th component f (xi ; θ)

and yi , respectively. Levenberg [40] proposed the following
search scheme to update the parameter:

(JT J + λI )δθ = JT [Y − F(θ)] (8)

where I is the identity matrix and λ is a damping factor.
Small values of λ result in a Gauss–Newton update and large
values ofλ result in a gradient descent update.Marquardt [41]
suggested to replace I with the diagonal of JT J resulting into
the Levenberg–Marquardt algorithm:

(JT J + λdiag(JT J))δθ = JT [Y − F(θ)] (9)

4 Models Evaluation

For the purpose of this study, a large set of critical and sub-
critical production tests consisting of choke size, wellhead
and flowline pressures, gas–oil ratio and oil flow rate were
collected from three satellites of theHMDoil field.A satellite
refers to a set of wells that are related to the same separator.
The production tests were taken from portable separators
designed for well testing. The set of data is divided into three
sets corresponding to the three satellites. The first (second
and third respectively) set contains 1,255 (1,025 and 4,506,
respectively) data points that considers all the history of 41
(41 and 92, respectively) wells of the first (second and third,
respectively) satellite. The broad ranges covered by the var-
ious flow parameters of these data are listed in Table 2. The
number of data points of each flow regime and of each range
of GOR is given in Tables 6, 7, 8, 9, 10, 11, 12, 13, and 14
for the first satellite.

For each set of data, a comparison between the Gilbert
model [9] and the model that is used actually in the HMD
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Table 2 Different parameter ranges of the data tests

Parameters φ (1/64 in.) Q (bbl/day) GOR (MSCF/BBL) Pu (psia) Pd (psia)

min max min max min max min max min max

Satellite 1 17.64 129.99 1.51 4077.43 0.084 1273.18 120.87 2149.50 28.44 487.75

Satellite 2 22.68 107.09 1.51 7754.82 0.129 1022.87 119.45 1399.25 32.00 543.20

Satellite 3 15.12 94.01 21.13 3938.55 0.112 92.12 126.558 3697.2 29.862 679.716

field (called in what follows the current model) is first per-
formed. Then, in order to correlate the parameters of Eqs. (1),
(3) and (4), the data points of each set are divided for each
flow regime into five subsets representing five GOR intervals
(the unit sm3/m3): 0 ≤ GOR < 250, 250 ≤ GOR < 550,
550 ≤ GOR < 750, 750 ≤ GOR < 1000 andGOR ≥ 1000.
A global comparison including these models along with the
Gilbert [9] and Elgibaly and Nashawi [25] models is con-
ducted, and the best models are selected to examine their
applicability in comparison to the current one. The perfor-
mance criteria used to estimate the accuracy of the different
models are:

SAD =
∑

|Qe − Qm| (10)

SD =
∑

(Qe − Qm) (11)

RAE = |Qe − Qm|
Qm

(12)

RE = Qe − Qm

Qm
(13)

We also calculated the minimum, mean and maximum of
the relative absolute error in percentage (MinRAE, Mean-
RAE and MaxRAE, respectively) and the minimum, mean
and maximum of the relative error in percentage (MinRE,
MeanRE and MaxRE, respectively). The results of the first
satellite are summarized in the Appendix in Tables 6, 7, 8, 9,
10, 11, 12, 13, and 14.

4.1 Study A

In this study, the current model and the correlation proposed
by Gilbert [9] (by replacing GLR with GOR) are tested
against the measured data of the three satellites. The results
are depicted in Figs. 1, 2, 3, 4 and 5. Table 3 summarizes
the SAD of the two models and the percentage of improve-
ment (IMP) in comparison to the current model, note that ↗
indicates an increase in the SAD.

Figure 1presents themeanofSADof the twomodels on all
the wells of the first satellite corresponding to the first set of
data. The results show that the Gilbert model performs better
than the currentmodel in 34wells out of 41, and the SADwas
reduced by 17.40% (from 1678.36m3/h to 1386.27m3/h on
1,255 measurements). Regarding the second (respectively,

the third) satellite corresponding to the second (respectively,
third) set of data, the Gilbert model outperforms the current
model in 24 wells out of 41 (respectively, in 40 wells out of
92) and the SADdecreased by 8.48%on 1,025measurements
(respectively increased by 9.93% on 4,506 measurements).

Note that the Gilbert model considers the gas–oil ratio
which is not included in the current model. In contrast, this
latter takes into account the downstreampressure of the choke
under the subcritical flow conditions that does not appear in
the Gilbert model. To study the impact of these two param-
eters, further analysis has been performed: A comparison
between the results of the two models on the wells that are
assisted with gas lift (known with high GOR values) and
on the naturally flowing wells, and a comparison between
the two models on the two flow regimes for different GOR
intervals.

Figure 2 shows the results obtained on thewells when they
were assisted with gas lift. Clearly, the Gilbert model is more
efficient than the current model in 32 wells out of 35, and the
SAD was reduced by 27.62 % (from 1292.05 to 935.20m3/h
on 933 measurements). However, by considering the mea-
surements in which the wells were naturally flowing (see
Fig. 3), improvements have been observed in only 9 wells
out of 33 and the SAD increased by 14.36% (from 386.31
to 451.08m3/h on 322 measurements). Regarding the sec-
ond (respectively, the third) satellite, the Gilbert model was
more efficient in 19 wells out of 25 (respectively, 27 wells
out of 33) by considering the measurements in which the
wells were assisted with gas lift and the SAD was reduced
by 24.31% on 684 measurements (respectively, by 19.48%
on 700 measurements). When the wells were naturally flow-
ing, the Gilbert model was less efficient, improvements have
been obtained in 14 wells out of 34 (respectively in 30 out of
92) and the SAD increased by 19.45% on 341 measurements
(respectively, 15.41% on 3806 measurements).

It can be concluded from these results that the accuracy
of the oil flow rate estimation clearly depends on the gas–oil
ratio. The Gilbert model yields better results on the wells
that are assisted with gas lift even if the downstream pres-
sure of the choke is not considered. However, the current
model is more efficient on the naturally flowing wells that
are known with low GOR values. This latter observation can
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Fig. 1 First satellite:
comparison between the current
and the Gilbert models by wells
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Fig. 2 First satellite:
comparison between the current
and the Gilbert models when the
wells were assisted with Gas Lift
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Fig. 3 First satellite:
comparison between the current
and the Gilbert models when the
wells were naturally flowing
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Fig. 4 First satellite:
comparison between the current
and the Gilbert models under
critical regime for different
GOR intervals
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Fig. 5 First satellite:
comparison between the current
and the Gilbert models under
subcritical regime for different
GOR intervals
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Table 3 SAD (m3/h) of the Gilbert [9] model on each satellite in comparison to the current model

Wells’ status Satellite 1 Satellite 2 Satellite 3

All Gas lift Naturally flowing All Gas lift Naturally flowing All Gas lift Naturally flowing

Current model 1678.36 1292.05 386.31 1422.97 908.19 514.78 6038.02 948.31 5089.71

Gilbert model 1386.27 935.20 451.08 1302.34 687.43 614.91 6637.54 763.55 5873.99

IMP (%) 17.40 27.62 14.36↗ 8.48 24.31 19.45↗ 9.93↗ 19.48 15.41 ↗

be explained by the fact that the current model introduces the
downstream pressure of the choke in the subcritical regime.

Figures 4 and 5 present the mean of the RAE in percent-
age of both models for different GOR intervals (the unit is
sm3/m3) under critical and subcritical regimes, respectively,
of the first satellite. As it can be observed, the performance
of the current model decreases while increasing the GOR
and this is under both flow regimes, whereas the Gilbert
model has a more stable performance and performs better
under the critical regime. Furthermore, the current model
provides the best accuracy with the least mean RAE for low
GOR values (0 ≤ GOR < 250 for the critical regime and
0 ≤ GOR < 550 for the subcritical regime). However, the
Gilbert model does quite better for high values of GOR. On
the other two satellites, we obtained the same conclusions.

These results reveal again the impact of the GOR on the
oil flow rate. For low GOR values and under the subcrit-
ical regime, the effect of the downstream pressure of the
choke can be observed since the efficiency of the current
model increases in comparison to the Gilbert model. On the
other hand, one can observe that the error between the mea-
sured and the estimated flow rate obtained by the twomodels
is important especially for high GOR values; this led us to
develop newmodels that best fit the data of the field all by tak-
ing into account the impact of the GOR and the downstream
pressure of the choke.
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Fig. 6 First satellite:
comparison between the Gilbert
and the revised Gilbert models
under the critical regime for
different GOR intervals
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Fig. 7 First satellite:
comparison between the Gilbert
model and its variants under the
subcritical regime for different
GOR intervals
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4.2 Study B

In this study, the models given in Eqs. (1), (2), (3) and (4)
are evaluated and validated. The constants and the variable
exponents were calculated using the nonlinear regression
algorithm of Levenberg–Marquardt [40,41] to find out the
correlations that best fit the measured data. As observed in
the previous section, the GOR has a major effect on the accu-
racy of the oil flow rate estimation; for this reason, we applied
the Levenberg–Marquardt algorithm on different GOR inter-
vals, and this is for both critical and subcritical regimes to
achieve a better accuracy. In Eqs. (1) and (2), theGOR is used
rather than the GLR. The results are depicted in Figs. 6 and
7 and summarized in Table 4. Note that, in Table 4, IMP is
calculated for the best extension in comparison to the Gilbert
model [9], and the bold values indicate the best SAD for each
satellite.

Under the critical flow conditions, Eqs. (1), (2), (3) and
(4) have the same form and the results of the correlation
obtained by applying the Levenberg–Marquardt algorithm

(denoted revised Gilbert) on the first satellite are given in
Fig. 6 and Table 4 along with the results of the Gilbert corre-
lation [9]. Figure 6 shows that the revised Gilbert correlation
yielded better results in general. In addition, the SAD was
reduced by 20.79% (from820.48 to 649.92m3/h on 797mea-
surements) when using the curve-fitting technique on the five
GOR ranges rather than 3.41% (from 820.48 to 792.56m3/h)
obtained by applying the curve-fitting on all the measure-
ments of the critical regime.

Regarding the second and the third satellites (see Table 4),
the revised Gilbert correlation outperforms the Gilbert cor-
relation on all the GOR intervals. When using the curve-
fitting technique on the five GOR ranges, the SAD of
the second satellite (respectively, the third satellite) was
reduced by 20.12% (respectively, by 10.77%), from 608.23
to 485.87m3/h on 620 measurements (respectively, from
5319.35 to 4746.60m3/h on 3482 measurements), and by
3.05% (respectively, by 3.60% ), from608.23 to 589.65m3/h
(respectively, from 5319.35 to 5127.70m3/h), when apply-
ing the curve-fitting on all the measurements of the critical
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Table 4 SAD (m3/h) of the different extensions in comparison with the Gilbert model [9] for the critical and the subcritical regimes

Models Satellite 1 Satellite 2 Satellite 3

Critical

Gilbert 820.48 608.23 5319.35

Revised Gilbert 649.92 485.87 4746.60

IMP(%) 20.79 20.12 10.77

Subcritical

Gilbert 565.79 694.11 1318.18

Revised Gilbert 421.20 471.18 947.21

Extension (2) 544.4 670.19 1056.28

Extension (3) 397.97 455.09 888.26

Extension (4) 396.13 465.31 881.24

IMP (%) 29.98 34.43 33.15

regime. Therefore, fitting the data on different GOR intervals
minimizes the error between the measured and the estimated
rate and improves the ability of the model to predict the oil
flow rate.

Figure 7 summarizes the results obtained on the first satel-
lite in the subcritical regime. Extensions (2), (3) and (4)
denote the models of Eqs. (2), (3) and (4), respectively.
Recall that in extension (3) the Pd is introduced in a ratio
( f1(Pd, Pu) = Pd

Pu
) and the coefficient d in extension (4)

equals −1.2 ( f2(Pd, Pu) = [ f1(Pd, Pu)]−1.2). As it can be
observed, extensions (3) and (4) seem to be the most efficient
followed by the revised Gilbert model, whereas extension (2)
and the Gilbert model were not satisfactory. Furthermore,
extensions (3) and (4) are closely competitive; however,
extension (4) yieldedbetter results in overall (seeTable 4).On
the other hand, the SAD of the Gilbert model was reduced
by 29.98% (from 565.79 to 396.13m3/h on 458 measure-
ments) when using the curve-fitting technique for extension
(4) on the five GOR intervals rather than 13.63 % obtained
by applying the curve-fitting on all the measurements of the
subcritical regime.

The observations obtained on the accuracy of thefivemod-
els on the other two satellites were the same in comparison
with the first satellite (see Table 4). However, on the second
satellite, the model of extension (3) seems to be more effi-
cient in overall than extension (4). The SAD of the Gilbert
model on the second satellite (respectively, third satellite)
was reduced by 34.43% (respectively, by 33.15%), from
694.11 to 455.09m3/h on 405 measurements (respectively,
from 1318.18 to 881.24m3/h on 1,024 measurements), when
using the curve-fitting technique of extension (3) (respec-
tively, of extension (4)) on the five GOR intervals. Again,
the ability of the models to estimate the flow rate is found to
be improved when applying the Levenberg–Marquardt algo-
rithm on different GOR ranges.

The comparison between the revised Gilbert model and
extensions (3) and (4) shows the characteristics of the sub-
critical flow of the production tests used in this study. Adding
the downstreampressure of the choke in themodelwas essen-
tial to improve the accuracy of the models, since under the
subcritical regime any downstream disturbance is able to
influence the upstream conditions and changes in the down-
stream pressure of the choke affect the flow rate. The results
also show that extensions (3) and (4) are closely comparable;
this can be explained by the fact that the exponent d obtained
in extension (3) (see Table 13) is close to the coefficient used
in extension (4). It is worth noting that the accuracy of the
new models increases while increasing the GOR values.

4.3 Global Comparison

Now, a comparison between the current model used in HMD
field and the best model derived from study B is performed
(see Figs. 8, 9, 10 and Table 5). In the first satellite, improve-
ments have been observed in 39 wells out of 41 by applying
extension (4) (see Fig. 8) and the SAD was reduced by
37.67%.By considering themeasurements inwhich thewells
were assisted with gas lift, the prediction of the oil flow rate
was improved in all the wells (see Fig. 9) and the SAD
was reduced by 42.80% (from 1292.05 to 739.08m3/h on
933 measurements). However, when the wells were natu-
rally flowing, improvements have been obtained on 21 wells
out of 33 (see Fig. 10) and the SAD was reduced by 20.54%
(from 386.31 to 306.97m3/h on 322 measurements).

For the second (respectively, third) satellite (see Table 5),
the prediction of the oil flow rate was improved in 33 wells
out of 41 (respectively, 58 wells out of 92) and the SAD was
reduced by 33.87% on 1,025 measurements (respectively,
by 6.79% on 4,506 measurements). For the measurements
in which the wells were assisted with gas lift, improve-
ments have been obtained in 22 wells out of 25 (respectively,
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Fig. 8 First satellite:
comparison between the current
model and extension (4) by
wells

W
8

W
1
8

W
1
2

W
1
9

W
9

W
2
4

W
3
1

W
1
5

W
3
8

W
3
7

W
1
0

W
6

W
4

W
3
3

W
2
9

W
4
0

W
3
0

W
1

W
1
4

W
5

W
7

W
1
7

W
3
4

W
3
9

W
2
2

W
2
8

W
2
7

W
2
5

W
3
5

W
2
6

W
3
6

W
4
1

W
3
2

W
2
1

W
1
1

W
2
0

W
2
3

W
1
3

W
1
6

W
3

W
2

0

0.5

1

1.5

2

2.5

3

3.5

M
ea

n
S
A
D
(m

3
/
h
)

Current model Extension (4)

Fig. 9 First satellite:
comparison between the current
model and extension (4) by
wells when they were assisted
with gas lift

W
1
2

W
2
2

W
3
0

W
1
9

W
9

W
3
8

W
1
4

W
4

W
2
4

W
6

W
3
1

W
1
5

W
3
7

W
1
0

W
1
8

W
8

W
2
9

W
5

W
3
4

W
4
0

W
7

W
1
7

W
3
9

W
1
1

W
3
5

W
2
8

W
3
3

W
2
5

W
3
6

W
2
6

W
4
1

W
3
2

W
2
1

W
2
3

W
2
0

0

0.5

1

1.5

2

2.5

3

M
ea

n
S
A
D
(m

3
/
h
)

Current model Extension (4)

Fig. 10 First satellite:
comparison between the current
model and extension (4) by
wells when the wells were
naturally flowing
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Table 5 SAD (m3/h) of the Gilbert [9] model and the best extension on each satellite in comparison to the current model

Wells’ status Satellite 1 Satellite 2 Satellite 3

All Gas lift Naturally flowing All Gas lift Naturally flowing All Gas lift Naturally flowing

Current model 1678.36 1292.05 386.31 1422.97 908.19 514.78 6038.02 948.31 5089.71

Best extension 1046.05 739.08 306.97 940.96 512.60 428.36 5627.84 571.05 5056.79

IMP (%) 37.67 42.80 20.54 33.87 43.56 16.79 6.79 39.78 0.65

28 wells out of 33) and the SAD was reduced by 43.56%
(respectively, by 39.78%), from 908.19 to 512.60m3/h on
684measurements (respectively, from 948.31 to 571.05m3/h
on 700 measurements). However, when the wells were nat-
urally flowing, the prediction was improved in 20 wells
out of 34 (respectively, in 50 wells out of 92), and the
SAD was reduced by 16.79% (respectively, by 0.65%), from
514.78 to 428.36m3/h on 341 measurements (from 5089.71
to 5056.79m3/h on 3,806 measurements).

Basedon these results, the estimatedflow ratewith the new
models show a clear superiority to the estimated rate obtained
by the current model. The comparison between the results
obtained in study A and this section confirms the fact that
incorporating the upstream pressure of the choke in the sub-
critical regime and fitting the data on different GOR intervals
improve the accuracy of the oil flow rate estimation consid-
erably.

5 Conclusion

Newmultiphase flowmodels for the prediction of the oil flow
rate through wellhead chokes of naturally flowing wells and
of wells that are assisted with gas lift are developed and eval-
uated under critical and subcritical flow conditions. These
models were derived from theGilbert model which is known,
besides its accuracy, by the fact that it is simple to use in prac-
tice since the parameters required are routinely measured in
thefield. The validity of the proposedmodels alongwith three
existing models was tested on a data set of 6,786 measure-
ments containing the history of 174 wells of three satellites
located in the HMD oil field.

Statistical error analysis showed that the two new models
[extensions (3) and (4)] delivered the best accuracy (in com-
parison with the Gilbert correlation [9] and the Elgibaly and
Nashawi [25] model of Eq. 2) especially for the wells that
are assisted with gas lift. In the latter case, the two extensions
yielded better results than the currentmodel in 85wells out of
93 and the SAD was reduced by 42.11% on 2,317 measure-
ments. On the wells that are naturally flowing, the efficiency
of the two extensions decreases but they are still more effi-
cient than the other models, and we had improvements, in
comparison with the current model, in 91 wells out of 159

and the SADwas reduced by 3.32% on 4,469 measurements.
In overall, the two extensions outperform the current model
in 130 wells out of 174 and the SADwas reduced by 16.68%
on 6,786 measurements.

Incorporating the downstream pressure of the choke in the
new models [extensions (3) and (4)] to handle the subcritical
conditions improved the predictive accuracy. Furthermore,
the precision of these models has been found to be signif-
icantly improved when applied to different GOR ranges.
For this reason, the nonlinear multivariable regression of
Levenberg–Marquardt algorithm has been applied to five
GOR intervals on each flow regime to find out the cor-
relations that best fit the measured data. Among the wide
ranges of the gas–oil ratio used in this investigation, the
newmodels yielded the minimum error for high GOR values
(GOR ≥ 550 sm3/m3).

The proposed models are applicable for a wide range of
input variables covered by the data set of this study and on
conditions similar to those of the HMD oil field.

More tests should be conducted on the other satellites (oil,
gas, and gas condensate wells) of the HMDfield and on other
fields especially with data representing subcritical flow in
order to benchmark the accuracy of the models further. From
the work performed on HMD, it is recommended to calibrate
the coefficients of the models on different GOR ranges and
by separating the naturally flowing wells and the wells that
are assisted with gas lift. It is also important to correlate data
collected from wells that have similar PVT characteristics in
order to better fit the measurements.

Acknowledgements Theauthors gratefullywish to thankFaridCHEM-
IL,AissaDAHMOUNEandBoutheyna FARTAS (ProductionDivision,
Sonatrach, Hassi-Messaoud) for their support to achieve this work.

Appendix

In this section, we present the results we obtained on the first
satellite by the six models (Tables 6, 7, 8, 9, 10, 11, 12, 13,
14).
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Table 6 First satellite: results of the current model under the critical regime

Constraint Nb data MinRAE (%) MeanRAE (%) MaxRAE (%) MinRE (%) MeanRE (%) MaxRE (%) SAD (m3/h) SD (m3/h)

All 797 0.00 58.52 6503.14 −97.67 36.01 6503.14 1088.08 334.58

0 ≤ GOR < 250 210 0.00 22.09 207.36 −97.67 −0.65 207.36 245.85 −26.57

250 ≤ GOR < 550 214 0.014 29.78 354.14 −79.83 9.24 354.14 332.88 80.24

550 ≤ GOR < 750 89 0.24 41.07 550.24 −85.64 14.74 550.24 124.52 33.42

750 ≤ GOR < 1000 67 1.83 54.19 475.85 −93.05 27.46 475.85 111.09 54.85

GOR ≥ 1000 217 0.50 130.63 6503.14 −85.26 109.27 6503.14 273.73 192.64

Table 7 First satellite: results of the current model under the subcritical regime

Constraint Nb data MinRAE (%) MeanRAE (%) MaxRAE (%) MinRE (%) MeanRE (%) MaxRE (%) SAD (m3/h) SD (m3/h)

All 458 0.03 55.46 2326.93 −0.03 26.58 2326.93 590.28 70.92

0 ≤ GOR < 250 182 0.03 28.12 204.98 −0.03 1.07 204.98 208.26 −28.13

250 ≤ GOR < 550 94 0.29 28.42 219.81 −84.91 −5.97 219.81 123.37 −28.82

550 ≤ GOR < 750 49 0.91 38.20 220.40 −77.80 4.83 220.40 60.21 0.70

750 ≤ GOR < 1000 30 5.36 48.04 157.42 −91.92 1.43 157.42 34.19 −4.923637

GOR ≥ 1000 103 0.28 138.82 2326.93 −96.39 119.03 2326.93 164.25 132.09

Table 8 First satellite: results of the Gilbert correlation under the critical regime

Constraint Nb data MinRAE (%) MeanRAE (%) MaxRAE (%) MinRE (%) MeanRE (%) MaxRE (%) SAD (m3/h) SD (m3/h)

All 797 0.03 29.35 313.82 −70.61 6.53 313.82 820.49 −295.38

0 ≤ GOR < 250 210 0.43 28.95 313.82 −70.61 1.28 313.82 305.52 −104.91

250 ≤ GOR < 550 214 0.38 24.28 247.46 −57.35 −8.58 247.46 296.49 −194.79

550 ≤ GOR < 750 89 0.03 24.21 81.02 −62.90 −6.92 81.02 84.03 −45.46

750 ≤ GOR < 1000 67 0.33 21.56 209.83 −64.13 1.97 209.83 41.96 −11.37

GOR ≥ 1000 217 0.53 39.26 247.19 −51.72 33.45 247.19 92.49 61.16
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