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Abstract
A major problem text classification faces is the high dimensional feature space of the text data. Feature selection (FS)
algorithms are used for eliminating the irrelevant and redundant terms, thus increasing accuracy and speed of a text classifier.
For text classification, FS algorithms have to be designed keeping the highly imbalanced classes of the text data in view. To
this end, more recently ensemble algorithms (e.g., improved global feature selection scheme (IGFSS) and variable global
feature selection scheme (VGFSS)) were proposed. These algorithms, which combine local and global FSmetrics, have shown
promising results with VGFSS having better capability of addressing the class imbalance issue. However, both these schemes
are highly dependent on the underlying local and global FS metrics. Existing FS metrics get confused while selecting relevant
terms of a data with highly imbalanced classes. In this paper, we propose a new FS metric named inherent distinguished
feature selector (IDFS), which selects terms having greater relevance to classes and is highly effective for imbalanced data
sets. We compare performance of IDFS against five well-known FS metrics as a stand-alone FS algorithm and as a part of
the IGFSS and VGFSS frameworks on five benchmark data sets using two classifiers, namely support vector machines and
random forests. Our results show that IDFS in both scenarios selects smaller subsets, and achieves higher micro and macro
F1 values, thus outperforming the existing FS metrics.

Keywords Text document classification · Feature selection · Feature ranking metrics

1 Introduction

Advancement in Internet technologies revolutionizes the
need for automatic textual data classification [1]. Nowadays,
web is a main source of ever increasing unstructured textual
data. Approximately 70–80% information of an organization
is stored in an unstructured text format [2]. Arranging text
documents into predefined different categories1 is called text
document classification [3]. Categorization of documents
into known categories helps to find documents related to user
queries. Text classification can be performed automatically
and efficiently with the help of machine learning algorithms.
Text classification is a prevailing application of natural lan-

1 In text classification, category is the same as the class.
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guage processing having a wide range of applications, e.g.,
game industry [4], stock price prediction [5], news agencies
and escalating businesses via social media [6].

Broadly, there are three stages for implementing text clas-
sification with machine learning: (i) feature extraction or
representation (ii) feature selection and (iii) classification
[7]. In the feature extraction or data representation stage,
each raw text is converted into a vector of numerical val-
ues. The most commonly used model for text representation
is Bag of Words (BoW) [8]. Assuming a document to be a
sequence of independent words, it does not take the structure
and order of text into account. To make the BoW represen-
tation more compact and effective, various pre-processing
steps such as stemming, stop words removal and pruning
are applied [9]. In stemming, conversion of words2 to their
root form is performed, e.g., connection becomes connect,
and taught is converted into teach. Stop words such as “the,”
“an,” “a,” “and,” etc., are too frequently occurring words in

2 In the paper, “features,” “words” and “terms” are used interchange-
ably.
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documents that do not provide any information about the
category of a text and, thus should be removed with the
help of a list of stop words [10]. Normally, a corpus of
documents consists of a number of rarely occurring terms
and a few very frequently occurring terms [11]. Such terms
are irrelevant in discriminating among classes and are, thus
removed via pruning [10]. In pruning, terms whose occur-
rence is below a certain lower threshold or above a certain
upper thresholdvalue are removed. Finally, a text document is
represented as a vectord = {tw1, tw2, tw3, . . . , twn},where
W = {w1, w2, w3, . . . , wn} is a vocabulary of n words and
twi is the weight of the i th term [12].

In the quest for improving the performance of text clas-
sification, researchers have proposed a number of term
weighting schemes. For example, terms can be represented
by Boolean values indicating whether the term is present
or absent. This is more suitable for shorter documents [13].
A term can also be represented by considering the num-
ber of times it appears in a document (called term count)
or term count that is normalized by the length of a document
(called term frequency) [14]. Among the schemes proposed
in the literature, the most popular weighting scheme is term
frequency-inverse document frequency (tf.idf) [15,16].How-
ever, researchers have highlighted issues of tf.idf and have
suggested alternatives of it. For example, [17] proposed a
relevance frequency (rf) to capture the distribution of a term
in different categories and showed that better performance
for text classification can be obtained with tf.rf as compared
to tf.idf. In another work [18], inverse gravity moment (igm)
was proposed to capture the class distinguishing power of a
term. It considers a term concentrated in one class to be more
important than a term having relatively uniform distribution
in a number of classes or all classes. Text classification based
on tf.igm weighting scheme was found to outperform tf.idf
but is computationally slightly more expensive. Similarly, a
modified version of term frequency and inverse document
frequency was proposed by [19]. The new scheme takes
the amount of missing terms into account while calculating
the weight of existing terms and has shown to improve text
classification results.

Even for a moderate sized text data set, the d vector or
vocabulary of words can contain tens of thousands of unique
words [20]. Not all these words have the same discriminating
power: terms can be relevant, irrelevant and even redundant
for discriminating among the categories of the text docu-
ments [21]. Also, high dimensionality of the data degrades
the classification accuracy and increases the computational
complexity of a classifier [22,23]. Moreover, the processed
text data are highly sparse as most of the words are absent
and contain no information [24]. Therefore, the data used for
text classification require dimensionality reduction or fea-
ture selection (FS) [25]. In this stage of text classification,

filter3 methods are preferred because they are simple and
computationally efficient as compared to other feature selec-
tion methods [7].

Filter methods can be divided into two groups referred
as global and local, which depends on whether the method
assigns a unique score or multiple class-based scores to a
feature [7]. For a local feature selection method, we define a
globalization policy that converts the multiple local scores
into a unique global score, while a global method uses
the scores directly for ranking the features. Features are
then sorted in descending order and the top N features are
selected in the final set, where N can be determined empiri-
cally [26]. Some well-known examples of the global feature
selection methods include information gain (IG) [27], Gini
index (GI) [28] and distinguishing feature selector (DFS) [1].
Another criterion with which we can categorize filter meth-
ods iswhether it uses a one-sidedor two-sided feature ranking
metric [29]. One-sided metrics select those features that are
most indicative ofmembership of a given category (i.e., posi-
tive features),while the two-sidedmetrics implicitly combine
the featuresmost indicative ofmembership (i.e., positive fea-
tures) and nonmembership (i.e., negative features) [30]. For
example, GI and IG are two-sided FS metrics, while odds
ratio and correlation coefficient are examples of one-sided
metrics [29].

The final set when populated by a global filter with the
addition of top N terms, there can be a number of classes
whose terms may not be present in it, thus degrading the
text classification performance [7]. To solve this problem,
an improved global feature selection scheme (IGFSS) was
proposed, which is an ensemble of local and global filter
metrics [7]. The classification performance of global meth-
ods has shown to be improved by constructing a final set that
contains almost equal number of terms from all the classes.
In [31], the authors observed that IGFSS does not work well
for imbalanced data sets having a large number of classes of
varying sizes and addressed this limitation by suggesting a
variable global feature selection scheme (VGFSS). This new
approach shows better performance as compared to IGFSS
and the global filters by selecting a variable number of fea-
tures fromeach class dependingon the distributionof terms in
the classes. Although this approach shows promising results,
its performance varies with the selection of different metrics,
thus providing a room for improvement.

Themajor contributions of our research work in this paper
are summarized:

– We discuss and highlight limitations of existing feature
ranking metrics with the help of an example data set.

– We propose a new feature ranking metric named inherent
distinguished feature selector (IDFS), which is effective

3 We use filters, FS metrics or feature ranking metrics interchangeably.
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in choosing relevant terms from highly imbalanced data
sets.

– We show the effectiveness of IDFS against five well-
known feature ranking metrics as a stand-alone FS
algorithm and as a part of the IGFSS and VGFSS frame-
works.

– We carry out experiments on five benchmark data sets
using twoclassifiers, namely support vectormachines [32]
and random forests [33].

The remainder of this paper is organized in five sections.
Section 2 provides a survey of the existing works related
to feature selection. In Sect. 3, we illustrate problems with
existing feature rankingmetrics and also explain the working
of our newly proposed IDFS feature rankingmetric. Section 4
provides details of our experiments, while Sect. 5 presents
the results and discusses them. Finally, we draw conclusions
of the work done in this paper in Sect. 6.

2 RelatedWorks

We divide this section into two subsections. In the first sub-
section, we provide an overview of the works of feature
selection (FS) algorithms for text classification, while the
second subsection focuses on the well-known filters.

2.1 Overview of Feature SelectionMethods

The aim of feature selection is to further improve the per-
formance of classifiers (e.g., text classifiers) while reducing
their computational complexity [34]. This can be achieved
by searching the feature space for an optimal feature sub-
set whose relevance for the class variable is maximum and
redundancy among the features is minimum [35]. In other
words, we want to eliminate the irrelevant and redundant
features. Feature selection algorithms proposed in the lit-
erature can be categorized based on multiple criteria [36].
The most important one is whether an FS algorithm seeks
the help of the classifier while searching for the optimal sub-
set [37]. Broadly, there can be three categories: filter, wrapper
and embedded methods [38]. Unlike wrapper and embedded
methods, filters search for the optimal feature subset without
the guidance of the classifier [39]. The filters use a metric to
evaluate the usefulness of features and output a ranked list of
features according to their relative importance. Wrapper and
embedded systems are more complex and computationally
more expensive than filter methods due to which the latter
methods are preferred for high-dimensional data sets such as
text data [40].

Text classification researchers have mostly been focus-
ing on designing filters because they are computationally the
least expensive. We discuss some well-known examples in

Sect. 2.2. In addition to the proposal of filters, we can find
that new feature selection frameworks are being designed to
further improve performance of text classification task.

Feature ranking methods ignore the redundancies among
the terms. The output is a subset that consists of top
ranked features highly relevant for the class but can pos-
sibly be redundant [41]. The final subset can miss two or
more such features that are individually less relevant but
together can better discriminate among the classes [39].
Therefore, designing algorithms for feature selection for
high-dimensional data that take term dependencies into
account without becoming computationally intractable is a
major challenge. Toward this end, researchers have proposed
two-stage algorithms. In the first stage, we select a subset of
highly relevant termswhile the second stage gets rid of redun-
dant terms from the reduced space of features. For example,
[42] found that combining IG in the first stage and princi-
pal component analysis or a genetic algorithm in the second
stage can improve the text classification performance. Simi-
larly, [25] proposed to capture the redundancy among terms
selected in the first stage with the help of a Markov blanket
in the second stage. The performance of text classification
was found to improve significantly.

More recently, FS algorithm designers have focused on
the class imbalance problem of the text data, which fur-
ther aggravates in the one-vs-rest setting. To make feature
selection more effective in the class imbalance scenario, [7]
proposed an ensemble approach named IGFSS incorporating
global and local filters for selecting equal number of features
from each class. But [31] found that IGFSS approach does
not work well on imbalanced data sets having large num-
ber of classes and proposed a new scheme named VGFSS.
Unlike IGFSS, VGFSS selects a variable length of features
depending on the class size and works well for imbalanced
data sets. The downside is that its performance heavily relies
on the underlying FSmetrics. In case themetrics fail to select
useful features, VGFSS also performs poorly.

2.2 Feature RankingMetrics

Mostly, feature ranking metrics are based on document fre-
quency. For two-class text classification, we present the basic
notations in Table 1 and the confusion matrix in Table 2,
which will allow us to better understand the feature ranking
metrics. The confusion matrix defines true positive (tp), true
negative (tn), false positive ( f p) and false negative ( f n), and
their calculations are given in Table 1.

We further need to define term importance. There can be
four different types of terms:

(a) Rare orUnique terms: termspresent in onlyone classwith
higher weight of true positive rate (tpr) or p(ti |C j ) val-
ues and absent in other classes, where tpr = p(ti |C j ) =
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Table 1 The basic notations
adapted from [31]

Notations Values Description

tp count(ti ,C j ) Document count of a term ti in positive class C j

fp count(ti ,C j ) Count how many times term ti occurs in other classes except in C j

fn count(ti ,C j ) Count how many times respective term doesn’t

Occur into current class C j

tn count(ti ,C j ) Count how many times term ti not occurs in

Other classes except in C j

M tp + fp + fn + tn Number of documents in corpus

p(ti ) (tp + f p)/M Probability of term ti independent of class

p(ti ) ( f n + tn)/M Probability of negative of term ti independent of class

p(C j ) (tp + f n)/M Marginal probability of class C j independent of term

p(C j ) ( f p + tn)/M Marginal probability of negative of class C j independent of term

p(ti ,C j ) tp/M Joint probability of term ti and class C j

p(ti ,C j ) f p/M Joint probability of term ti and negative of class C j

p(ti ,C j ) f n/M Joint probability of negative of term ti and class C j

p(ti ,C j ) tn/M Joint probability of negative of term ti and negative of class C j

p(ti |C j ) tp/(tp + f n) Probability of term ti when class C j present

p(ti |C j ) f p/( f p + tn) Probability of term ti when negative of a class C j present

p(ti |C j ) f n/(tp + f n) Probability of negative of term ti when class C j present

p(ti |C j ) tn/( f p + tn) Probability of negative of term ti when negative of class C j present

p(C j |ti ) tp/(tp + f p) Probability C j when term ti is present

p(C j |ti ) f n/( f n + tn) Probability C j when negative of term ti is present

p(C j |ti ) f p/(tp + f p) Probability of negative of C j when term ti is present

p(C j |ti ) tn/( f n + tn) Probability of negative of C j when negative of term ti is present

Table 2 The confusion matrix

Data class Class classified as

Positive Negative

Positive a = trueposi tive(tp) c = f alsenegative( f n)

Negative b = f alseposi tive( f p) d = truenegative(tn)

tp
tp+ f n and false positive rate , f pr = p(ti |C j ) = f p

f p+tn
[43–45].

(b) Common terms: terms present either in most of the
classes or in all classes.

(c) Negative terms: terms present in all classes but absent in
a specific class is negative term for that class.

(d) Sparse terms: rare terms with very low tpr weight.

Accuracy (ACC) is a metric that simply takes the differ-
ence between tp and f p [13] and is given in Eq. (1). This
metric assigns a higher score to frequent terms in the positive
class as compared to the frequent terms in the negative class,
thus penalizing latter terms that are highly relevant for the
negative class.

ACC = tp − f p (1)

Balanced accuracy measure (ACC2) [30] is an improved
version of ACC given in Eq. (2). Although ACC2 addresses
shortcomings of theACCmetric but can fail in differentiating
important terms from redundant terms.

ACC2 = |tpr − f pr | (2)

Mutual information (MI) selects features based on their
mutual dependence and chooses a higher number of terms
of a larger class [46]. Its major weakness is that it is based
on marginal probabilities and largely depends on tp values,
ignoring class wise importance of terms [27]. The MI local
metric is given in Eq. (3). If CT denotes the total number of
classes, then its global version is given in Eq. (4) [47].

MI (ti ,C j ) = log2

(
p(ti ,C j )

p(ti ) × p(C j )

)

= log2

(
tp × M

(tp + f p) × (tp + f n)

)
(3)

MImax (ti ) = CT
max
j=1

{MI (ti , C j )} (4)

Information gain (IG) is ametric,which givesmoreweight
to negative terms as compared to common terms. Strong com-
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mon and negative terms are weighted more than rare terms.
IG performs poorly for a data set having large number of
redundant features [48]. Information gain is given in Eq. (5).

IG(ti , C j )C = −P(C j ) × log2 P(C j ) (a)

IG(ti , C j )p(C j |ti ) = P(ti ) × P(C j |ti ) × log2 P(C j |ti )
(b)

IG(ti , C j )p(C j |ti ) = P(ti ) × P(C j |ti ) × log2 P(C j |ti )
(c)

IG(ti , C j ) = (a) + (b) + (c) (5)

Distinguishing feature selector (DFS) selects most promi-
nent and strong rare features [1] but can neglect negative
features. The mathematical expression of DFS is given in
Eq. (6).

DFS(ti ) =
CT∑
j=1

p(C j |ti )
p(ti |C j ) + p(ti |C j ) + 1

(6)

Bi-normal separation (BNS) is the two threshold criterion
between tpr and fpr, calculating normal inverse cumulative
distribution function of these values a.k.a z-score [49] and
is given in Eq. (7). It gives more importance to rare, weak
rare and sparse terms. Also, negative terms are assigned
more weight as compared to common terms. The BNS met-
ric locally gives more importance to strong rare features. In
case strong rare terms are not present, then more importance
is given to sparse terms due to which the BNS metric’s per-
formance deteriorates.

BNS(ti ) =
CT∑
j=1

| F−1(tpr) − F−1( f pr) |

=
CT∑
j=1

| F−1(p(ti |C j )) − F−1(p(ti |C j )) |
(7)

Normalized difference measure (NDM) is an improve-
ment overACC2 proposed by [50]. It differentiates two terms
having the same difference of tpr and f pr , by considering
the minimum of tpr and f pr in the denominator. It is given
by Eq. (8). NDM assigns correct labels to negative, and rare
but for common terms it is biased toward larger classes. How-
ever, in large and highly skewed data, highly sparse terms are
present in one or both the classes. NDM assigns high scores

to sparse terms.

NDM = | tpr − f pr |
min(tpr , f pr)

= | (p(ti |C j )) − (p(ti |C j )) |
min(tpr , f pr)

= | recall − (p(ti |C j )) |
min(tpr , f pr)

(8)

Odds ratio (OR) is another well-knownmetric and is given
in Eq. (9) [51]. Due to the log2 function, it is a one-sided
local metric assigning scores to features in both positive and
negative ranges. It gives more importance to negative and
rare terms than common features.

OR(ti ) =
CT∑
j=1

log2
p(ti |C j )(1 − p(ti |C j ))

(1 − p(ti |C j ))p(ti |C j )
(9)

2.3 The Text Categorization Pipeline

The general steps involved in automatic text categorization
are shown in Fig. 1, which has been adopted from [52]. First,
the text documents are pre-processed. In the second step,
weight of the terms is calculated. The third step applies an
FS algorithm. In the fourth and final step, quality of terms
selected by the FS algorithm is tested using a classifier.

In Fig. 1, LFSM refers to the local feature selection met-
ric and GFSM means a global feature selection metric. The
pipeline remains the same even for global feature selection
schemes, including ensemble-based IGFSS [7] and VGFSS
[31] approaches that employ both global and local FS met-
rics.

2.4 TheVGFSS Algorithm

Now, we describe the VGFSS approach for selecting terms.

(a) After applying the pre-processing step on the data set
split the word-set into Dtrain and Dtest sets.

(b) Apply the FS {IG, DFS, BNS, NDM, OR} metrics on
vocabulary of Dtrain set to obtain the feature set and
arrange the feature set in descending order of their global
scores. Global score is obtained by combining local
scores of the features.

global_score(ti ) = GFSS (ti ,C j ) (10)

(c) Assign the class label of terms based on the max local
policy of GFSS metrics.

label(ti ) = Cn = max(GFSS(ti ,C j )) (11)
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Fig. 1 The general pipeline steps for text classification

(d) Count label of each class and total terms (tt) in the vocab-
ulary

Count(C j ) =
CT∑
j=1

count_if(label(ti )) (12)

t t =
CT∑
j=1

Count(C j ) (13)

(e) Let the length of the final feature set isN, then the variable
split criterion for each class is:

var_spli t(C j ) = Count(C j ) × N

tt
(14)

(f) Selecting features from each class according to the
var_split criterion and total count of the selected features
is equal to or less than N number of features.

final_feature_set(FSS) = N

if (sizeof(FSS) > N )then

Nextra = sizeof(FSS) − N

(15)

(g) Arrange the features in descending order of their scores
and eliminate Nextra features from the bottom.

Unlike VGFSS, IGFSS employs the OR metric to assign
labels in which case we count negative and positive features

of each class and calculate the positive feature ratio (pfr)
and negative feature ratio (nfr) and select equal number of
features from each class.

The VGFSS algorithm, which selects positive and nega-
tive terms from the classes based on their size, has shown
promising results to address the text classification class
imbalance problem. However, performance of VGFSS is
highly dependent on the metric it employs. So, one ques-
tion that arises is which metric in this VGFSS approach will
produce the best results? Different metrics rank the features
differently [41]. Hence, different metrics can represent each
class with different number of features. If the metric mod-
els a class with less number of features, then alternatively
the least number of features will be selected by both global
FS metric and VGFSS approach for that class. For example,
[31] use a synthetic data set that consists of three classes with
different sizes {C1 = 2, C2 = 2, C3 = 4 } to investigate the
VGFSS approach. When the IG metric was used as part of
VGFSS, it represented the three classes with 9, 4 and 3 fea-
tures, respectively, thus selecting a larger number of features
from the smaller class C1 and selecting a smaller number of
features from the larger class C3. This is in contradiction of
the concept introduced by [31] that the largest class should
get the largest number of features in the final set. This behav-
ior varies from metric to metric and motivates us to propose
a new metric.

3 Our Proposed Feature RankingMetric:
Inherent Distinguished Feature Selector
(IDFS)

In this section, firstly we present a new metric that has a
better capability of selecting the most relevant features in
imbalanced data sets. Secondly, we illustrate the shortcom-
ings of the existing feature ranking metrics with the help of a
synthetic data set and show how our metric addresses those
problems.

Researchers while proposing feature rankingmetrics have
described different important criteria for the selection ofmost
useful termsof text data. For example, according to [1], a term
present in some of the categories is important and should
be assigned a higher score, i.e., a negative term should be
assigned a higher score compared to common terms. Keep-
ing these criteria in mind, we propose a new metric named
inherent distinguished feature selector (IDFS) that inherently
looks for features which are useful in any sense like rare,
negative and common terms. IDFS assigns a higher score to
negative terms as compared to common terms. Its mathemat-
ical expression is given in Eq. 16. The numerator of IDFS
is a product of the precision, P(C j |ti ) and the ACC2 met-
ric, where P(C j |ti ) is the probability of a class when a term
is present. It also dictates global class worth independent of
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classes, thus giving more weight to strong rare terms. In the
denominator, probability of absence of a term when a class
is present, and the presence of a term when other classes are
present (P(ti |C j ) + P(ti |C j )) is used. This assigns a lower
score to the irrelevant terms present in most of the classes.
The ACC2 metric is included in the equation so as to select
only those features near either f pr or tpr axis according to
criterion [13]. An ε, which is of a small value such as 0.0005
is added in the denominator to further discriminate rare terms
from the rest of the term categories.

IDFS(ti ,C j ) = P(C j |ti )× | P(ti |C j ) − P(ti |C j ) |
P(ti |C j ) + P(ti |C j ) + ε

(16)

To illustrate the shortcomings of existingwell-knownmet-
rics and working of our IDFS metric, we refer to an example
synthetic data set shown in Table 3. It consists of 10 docu-
ments and 12 unique terms. Among the terms, two (“lion,
” “usb”) are rare terms, three (“mouse,” “cat,” “water”)
are common terms, six (“dog,” “fridge,” “laptop,” “cow,”
“phone,” “apple”) are negative terms, and one (“bulb”) is a
sparse term. The three classes are named “house,” “wild,” and
“technology” or “tech,” and the size of each of these classes
is {C1 = 2, C2 = 3, C3 = 5}, respectively. Table 4 shows the
vector space model for this example. For simplicity, we have
considered terms with single frequency in the synthetic data
set. Furthermore, a feature is assigned that class label having
greater tpr value.

Next, we show how the IDFS expression given in Eq. 16
is used to calculate the scores for the 12 features.

IDFS(mouse) =
2
9

( 2
2 − 7

8

)
0
2 + 7

8 + ε
+

3
9

( 3
3 − 6

7

)
0
3 + 6

7 + ε
+

4
9

(
4
5 − 5

5

)
1
5 + 5

5 + ε

=
∑{

0.032 0.056 0.074

house wild tech
= 0.162

IDFS(cat) =
2
4

( 2
2 − 2

8

)
0
2 + 2

8 + ε
+

3
4

( 3
3 − 1

7

)
0
3 + 1

7 + ε
+

0
4

( 0
5 − 4

5

)
5
5 + 4

5 + ε

=
∑{

0.036 4.484 0.0

house wild tech
= 4.515

IDFS(dog) =
1
4

( 1
2 − 3

8

)
1
2 + 3

8 + ε
+

3
4

( 3
3 − 1

7

)
0
3 + 1

7 + ε
+

0
4

( 0
5 − 4

5

)
5
5 + 4

5 + ε

=
∑{

0.036 4.484 0.0

house wild tech
= 4.515

IDFS(fridge) =
1
4

( 1
2 − 3

8

)
1
2 + 3

8 + ε
+

0
4

( 0
3 − 4

7

)
3
3 + 4

7 + ε
+

3
4

( 3
5 − 1

5

)
2
5 + 1

5 + ε

=
∑ {

0.036 0.0 0.5

house wild tech
= 0.536

IDFS(laptop) =
1
5

( 1
2 − 4

8

)
1
2 + 4

8 + ε
+

0
5

(
0
3 − 5

7

)
3
3 + 5

7 + ε
+

4
5

( 4
5 − 1

5

)
1
5 + 1

5 + ε

=
∑ {

0.0 0.0 1.99

house wild tech
= 1.99

IDFS(water) =
1
4

( 1
2 − 3

8

)
1
2 + 3

8 + ε
+

2
4

( 2
3 − 2

7

)
1
3 + 2

7 + ε
+

1
4

( 1
5 − 3

5

)
4
5 + 3

5 + ε

=
∑ {

0.036 0.307 0.071

house wild tech
= 0.415

IDFS(cow) =
1
2

( 1
2 − 1

8

)
1
2 + 1

8 + ε
+

1
2

( 1
3 − 1

7

)
2
3 + 1

7 + ε
+

0
2

( 0
5 − 2

5

)
5
5 + 2

5 + ε

=
∑ {

0.3 0.117 0.0

house wild tech
= 0.417

IDFS(phone) =
0
3

( 0
2 − 3

8

)
2
2 + 3

8 + ε
+

1
3

( 1
3 − 2

7

)
2
3 + 2

7 + ε
+

2
5

( 2
5 − 1

5

)
3
5 + 1

5 + ε

=
∑ {

0.0 0.017 0.167

house wild tech
= 0.183

IDFS(apple) =
0
7

( 0
2 − 7

8

)
2
2 + 7

8 + ε
+

2
7

(
2
3 − 5

7

)
1
3 + 5

7 + ε
+

5
4

(
5
5 − 2

5

)
0
5 + 2

5 + ε

=
∑ {

0.0 0.013 1.07

house wild tech
= 1.083

IDFS(lion) =
0
3

( 0
2 − 3

8

)
2
2 + 3

8 + ε
+

3
3

( 3
3 − 0

7

)
0
3 + 0

7 + ε
+

0
3

( 0
5 − 3

5

)
5
5 + 3

5 + ε

=
∑ {

0.0 2000 0.0

house wild tech
= 2000

IDFS(usb) =
0
4

( 0
2 − 4

8

)
2
2 + 4

8 + ε
+

0
4

( 0
3 − 4

7

)
3
3 + 4

7 + ε
+

4
4

( 4
5 − 0

5

)
1
5 + 0

5 + ε

=
∑ {

0.0 0.0 3.99

house wild tech
= 3.99

IDFS(bulb) =
0
2

( 0
2 − 2

8

)
2
2 + 2

8 + ε
+

0
2

( 0
3 − 2

7

)
3
3 + 2

7 + ε
+

2
2

( 2
5 − 0

5

)
3
5 + 0

5 + ε

=
∑ {

0.0 0.0 0.67

house wild tech
= 0.67

Now, we compare IDFS against the five well-known fea-
ture ranking metrics on this synthetic data set. Table 5 shows
the ranking generated by each of the six metrics along with
the label assignment for the 12 features.

First, we discuss the ranks assigned to the terms by feature
ranking metrics. This will allow us to understand how good
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Table 3 A synthetic data set Documents Contents Class-label

d1 Mouse Cat Dog Fridge House

d2 Mouse Cat Laptop Water Cow House

d3 Mouse Dog Water Phone Lion Wild

d4 Mouse Cat Dog Apple Lion Water Wild

d5 Mouse Dog Cow Apple Lion Wild

d6 Laptop Fridge USB Apple Technology

d7 Mouse Laptop Cat Apple Phone Water Technology

d8 Mouse Laptop USB Apple Fridge Technology

d9 Mouse Fridge USB Apple Phone Bulb Technology

d10 Mouse Laptop USB Apple Bulb Technology

Table 4 The vector space representation of the synthetic data set

Class-label Mouse Cat Dog Fridge Laptop Water Cow Phone Apple Lion USB Bulb

House 1 1 1 1 0 0 0 0 0 0 0 0

House 1 1 0 0 1 1 1 0 0 0 0 0

Wild 1 0 1 0 0 1 0 1 0 1 0 0

Wild 1 1 1 0 0 1 0 0 1 1 0 0

Wild 1 0 1 0 0 0 1 0 1 1 0 0

Technology 0 0 0 1 1 0 0 0 1 0 1 0

Technology 1 1 0 0 1 1 0 1 1 0 0 0

Technology 1 0 0 1 1 0 0 0 1 0 1 0

Technology 1 0 0 1 0 0 0 1 1 0 1 1

Technology 1 0 0 0 1 0 0 0 1 0 1 1

a metric will work as a stand-alone FS algorithm. The “lion”
is a rare term (i.e., present in only one class) belonging to
the “wild” class. We can see that IDFS, DFS, IG and NDM
metrics rank it at the top but is assigned a lower rank by
the OR and BNS metrics. The term “dog” is present in all
documents of the class “wild”with only one occurrence in the
minor class “house,” while “usb” is a rare term of the major
class “tech” with 80% presence in that class. We can observe
that “dog” is assigned a second rank by IDFS and a third
position by DFS, while DFS assigns second place to “usb.”
DFS assigns it a greaterweight because it is biased toward the
major class. On the other hand, IDFS also employs the tpr
and f pr values to differentiate the terms, due to which the
minor classes also enjoy their share during feature selection
in highly skewed data sets. The IG metric assigns a second
rank to “dog,” but the NDM, OR and BNS metrics assign a
relatively lower score to it. The third important term is “usb”
that is placed at the first position byOR, at second position by
NDM, BNS and DFS while at third position by IDFS and IG
metrics. Although the placement of “usb” at second position
is the best for a balanced data set but for a skewed data set,
the term “dog” should be placed higher so that rare terms of
the minor class can be distinguishable. Next is “cat,” which

is a common term with 33% presence in the class “wild” and
20% presence in the major class “tech” while 100% presence
in the minor class “house.” IDFS is the only metric that ranks
it at the fourth position, while the other FS metrics assign it a
lower rank. If a data set is highly unbalanced and rare terms of
minor classes are not ranked properly, then such featuresmay
be left out in the training procedure. Thus, the incoming test
documents would not be classified properly, causing more
false negative predictions than false positive ones, which is
highly undesirable [53]. Therefore, “cat” should be placed
higher than term “laptop” because it is a rare term of the
minor class. All metrics except DFS assign a lower score to
“laptop” because DFS favors terms with higher probabilities
in the major class. The term “apple” is a rare term for the
major class with 100%distribution, a rare term for the second
class with 67% distribution but a negative term for the minor
class “house.” It should be assigned a lower score compared
to “laptop”because it is strongly related to the twobig classes.
However, only IDFS and DFS rank it correctly, while the
other metrics are ranking “apple” higher than “laptop.” The
term “bulb” has 2/5 distribution in the major class and is a
weak rare term of the major class. It should be ranked lower
than “cat” because it is a common term and a rare term of the
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minor class (100% distributed in the class) and a sparse term
for the two big classes. If we were to select the top 5 features
based on either metric except IDFS for classifying the test
documents, then “cat” a rare term of the minor class would
have been left out, thus making it difficult for the classifier
to predict the appropriate category of the new instances. The
remaining five terms (“fridge,” “cow,” “water,” “phone” and
“mouse”) are not useful for discriminating the classes and
should be positioned in the order as ranked by IDFS and
DFS. However, this is not the case. For example, OR and
BNS assign “mouse,” which is an irrelevant term a higher
rank.

For this data set, the difference between IDFS and DFS
seems to be minor. The term “cat,” which is strongly related
to the minor class “house,” has obtained more importance by
IDFS as compared to “laptop,” which is strongly related to
the major class “tech.” Actually, DFS gives more weight to
the features of themajor class as compared to the rare features
of the minor classes. The IDFS metric does not neglect rare
features from the minor classes. Due to this reason, IDFS is
expected to perform better during feature selection of imbal-
anced data sets as compared to DFS and other metrics. The
time complexity of the IDFS metric is O(n) and is the same
as that of DFS.

The shortcomings of existing FS metrics can be summa-
rized as below.

– The DFS metric ranks features of the major class higher
than those of the minor class. Therefore, features of the
minor class can be expected to be positioned at the bottom
of the ranking in highly skewed data sets such Reuters52.

– The NDM denominator is min(tpr , f pr), but when both
tpr and f pr approach zero the irrelevant features are
assigned higher scores. Theminor class rare features hav-
ing minor distribution in the major classes can obtain a
low score. This can be seen from Table 5, the “cat” fea-
ture which is a rare feature of theminor class “house,” but
having a minor distribution in other classes is assigned a
lower score.

– For the OR metric, the presence of the conditional prob-
ability tpr = p(ti |C j ) in the numerator and its inverse in
the denominator ranks the terms incorrectly.When a term
is present in all classes such as the term “mouse,” which
is highly undesirable. Its tpr inverse value, which is neg-
ligible makes the denominator very small, thus assigning
an overall high score to a common term.

– As BNS is a difference between inverse distributions of
tpr and f pr , a term having a higher tpr in all classes
gets a higher weight and rank when its f pr value is also
comparable. This is highly undesirable. For example, due
to highest values of tpr and f pr of “mouse” (a common
term present in all classes) in Table 5, BNS assigns the
highest score to it.

– IG ranks negative terms higher as compared to the com-
mon terms. For example, “laptop” is a negative term of
the “wild” class and is placed higher than the common
term “cat.”

Now, we look at how well the features are assigned class
labels, which are crucial for the working of VGFSS and
IGFSS frameworks as mentioned toward the end of Sect. 2.

The label assignment performed by different metrics is
computed with the same mechanism as used by IDFS, which
has been shown above. We can observe that the label assign-
ments of the features by IDFS and DFS metrics are better
as compared to the rest of the metrics and are in accordance
to our expectations as depicted in Table 4. The IG metric
assigns an incorrect label to “bulb” and “mouse,” i.e., “wild”
class. Similarly, “cow” is assigned to the “tech” class, which
is also wrong. In case of NDM, we can observe that it asso-
ciates the “apple” term to the incorrect label “house,” which
is correctly assigned to the “tech” class by IDFS and DFS
metrics. The IG, BNS andORmetrics each incorrectly labels
“apple” to the “house” class. The term “laptop,” which is a
negative term for class “wild,” should be assigned a label of
the major class. But unlike IDFS and DFS, all metrics assign
a wrong label to it because these FS metrics mostly assign
labels on the basis of the negative classes. We can find that
the IG, BNS and OR metrics could not label the correct cat-
egory to most of the terms, while NDM assigns the correct
labels to some of the features. IDFS and DFS have shown
the best performance among all the metrics.

Hence, from our above discussion we can conclude that
in comparison with the well-known FS metrics IDFS is not
only better at ranking the terms but also assigns correct class
labels to the them.

4 Empirical Evaluation

This section describes the experimental settings used for the
empirical evaluation of the newly proposed IDFS metric.

4.1 Description of the Data Sets

In our experiments, five data sets have been used that are
widely used by researchers. Table 6 shows the summary of
the data sets. For each data set, we show total number of
documents, number of terms, number of classes, sizes of
the largest and smallest classes and the class names. All the
data sets except for the Classic4 data set have been obtained
from the well-known webpage of Ana Cardoso Cachopo4

and their details are given in [54]. The Classic4 data set was

4 http://ana.cachopo.org/datasets-for-single-label-text-categorization.
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obtained from thewebpageofVolkanTunali.5 These data sets
have different characteristics. For example, the WebKB data
set has four categories and its classes are almost balanced,
while R52 consists of 52 classes and its classes are highly
imbalanced.

4.2 Data Sets Pre-processing

We stemmed all the data sets used in our experiments
and removed the stop words with the help of the Weka
APIs [55]. The multi-class text classification data sets were
converted into two-class classification tasks using the one-
vs-rest strategy, as it ismost widely used by text classification
researchers [13].

4.3 Feature RankingMetrics

We compare the performance of five well known feature
ranking metrics, namely IG, DFS, BNS, NDM and OR
against our newly proposed IDFSmetric. Thesemetrics were
implemented in the JAVA programming language.

4.4 Classification Algorithms

The quality of terms selected by the feature ranking met-
rics has been evaluated with the help of two well-known
classification algorithms, namely support vector machines
(SVM) [32] and random forests (RF) [33]. The implemen-
tation of these classifiers in Weka has been used. Weka uses
the JAVA programming environment [55]. For RF, we have
selected the depth of the tree to be 100, and the number of
features, ntry = √

n ∗ 2, where n is the total number features
in the training set.

4.5 EvaluationMeasures

The macro averaged F1 and micro averaged F1 measures are
the most commonly used evaluationmeasures to estimate the
performance of a text classifier [13].

The F1 measure is defined to be the harmonic mean of
precision (p) and recall (r). We can estimate precision by
considering the number of correct results out of the results
marked correct by the classifier (i.e., p = tp

tp+ f p ), while recall
is the number of correct results out of actual number of correct
results (i.e., r = tp

tp+ f n ) [10]. Higher the F1 value, better is
the performance of the classifier. The best value of F1 is 1,
and its worst value is zero.

The micro F1 is given in Eq. (17), while macro F1 is given
in Eq. (18). Themicro F1 does not take class distribution into
account, and it tends to be biased toward large classes, i.e.,

5 http://www.dataminingresearch.com/index.php/2010/09/classic3-
classic4-datasets/.

favoring features of the larger classes. On the other hand, the
macro F1 considers class distributions and locally precision
and recall values of individual classes, i.e., if a feature is rare
and belongs to the minor class, then that feature might be
getting a higher rank [52]. We use CT to denote the total
number of classes.

Micro Averaged F1 = 2 × precisionμ × recallμ

precisionμ + recallμ
(17)

where precisionμ and recallμ are estimated as,

precisionμ =
∑CT

i=1 tpi∑CT
i=1 (tpi + f pi )

recallμ =
∑CT

i=1 tpi∑CT
i=1 (tpi + f ni )

Macro Averaged F1 =
∑CT

k=1
2×pk×rk
pk+rk

CT
(18)

where pk is the precision and rk is the recall for the kth class.

4.6 Evaluation Procedure

Each data set is randomly split into two sets, namely the train-
ing and test sets. The former contains 70% of the documents,
while the latter has the remaining 30% documents. The data
sets were pre-processed, and then, we applied feature selec-
tion algorithmson the training data set and generated a ranked
list of terms in the decreasing order of importance. From this
ranked list, we construct 4 nested subsets by progressively
adding terms of decreasing importance to find an optimal
smaller subset of terms. The size of these subsets is 100, 400,
700 and 1500 terms. The quality of each subset is evaluated
by training two classifiers (SVM and RF) and measuring the
macro F1 and micro F1 values on the test set.

To see how good IDFS is as a stand-alone global FS algo-
rithm, we compare it against IG, DFS, BNS, NDM and OR
metrics by repeating the above procedure for each of these
feature ranking metrics. For each metric, we sum the local
class-based scores of the metric to obtain a final global score
for a term. In this scenario, IDFS is compared against ametric
for 5datasets × 4subsets × 2classi f iers = 40 subsets.

To see whichmetric performs the best with the IGFSS and
VGFSS ensemble frameworks, we also evaluate the work-
ing of IDFS, IG, DFS, BNS, NDM and OR metrics as a
part of them. In this scenario, IDFS is evaluated and com-
pared against a metric for 2approaches ×5datasets ×4subsets ×
2classi f iers = 80 subsets.
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5 Results and Discussion

This section presents themacro andmicro F1 values obtained
by the top ranked terms of the six feature ranking (BNS,
IDFS, DFS, IG, NDM and OR) metrics in two scenarios:
when each metric is used as a stand-alone FS algorithm and
when each metric is used as a part of the IGFSS and VGFSS
ensemble frameworks. In the tables to follow, for a given
subset we mark the maximum F1 value of a metric(s) bold
and underline that bold F1 of a metric(s) whose value is the
highest for a given classifier instance.

5.1 IDFS as a Stand-Alone Global Feature Selection
Algorithm

Let us look at the performance of the IDFS metric when it
works as a stand-aloneFSalgorithm.Table 7 shows themacro
and micro F1 values of IDFS and the other five metrics on
the five data sets with SVM and RF classifiers.

First, we look at results obtained with the SVM classifier.
We can observe that the highest micro and macro F1 val-
ues are 0.770 and 0.798 on the 20NG data set, respectively.
These values are attained by the subsets consisting of top
1500 ranked terms of IDFS. On the WebKB data set, the top
700 ranked terms selected by IDFS have resulted in the high-
est micro F1 (0.907) andmacro F1 (0.890) values. In the case
of the unbalancedReuters8 data set, the subsetswith top 1500
and top 400 ranked terms of IDFS have produced the highest
micro F1 and macro F1 values, which are 0.980 and 0.941,
respectively. Similarly, we can see that on the highly skewed
Reuters52 data set, the highest values of micro and macro F1
values are 0.943 and 0.613, respectively, and that have been
achieved by subsets of top 700 ranked terms. Finally, it can be
found that a subset with top 1500 ranked terms of IDFS have
resulted in the highest micro and macro F1 values, which are
0.985 and 0.975 on the Classic4 data set, respectively.

In the next half of Table 7, we present the performance
shown by the RF classifier on the five data sets after evaluat-
ing the terms selected byBNS, IDFS,DFS, IG,NDMandOR
metrics.On the 20NGdata set,we can see 0.803 and 0.798 are
the highest micro and macro F1 values, respectively, which
are achieved by IDFS. The highest classification accuracies
on the WebKB data set are 0.901 and 0.889 and are attained
by subsets of IDFS. For the Reuters8 data set, RF classi-
fier exhibits the best performance with micro and macro F1
(0.974 and 0.919) with IDFS subsets. Similarly, subsets of
IDFS have obtained the highest micro and macro F1 values
0.890 and 0.532, respectively, on Reuters52. Finally, the per-
formance (0.975 and 0.969) of IDFS is shown to be the best
on Classic4.

From the above results, we can observe that in balanced
data sets with few categories the OR and DFS metrics have
a comparable performance, while BNS performs better than

NDM. Overall, we can conclude that our newly proposed
IDFS as a stand-alone FS algorithm has a better capability
of selecting the useful terms in comparison with BNS, DFS,
IG, NDM and OR metrics on all the data sets with different
characteristics.

5.2 IDFS as a Part of the IGFSS andVGFSS
Frameworks

Next, we look at how effective IDFS is in comparison with
BNS, DFS, IG, NDM and OR metrics when each of these
metrics becomes a part of the two well-known ensemble
approaches, namely IGFSS and VGFSS. The former was
found not to work well for imbalanced data sets having a
large number of classes of varying sizes.

First, we compare the performance of the six metrics as
part of the IGFSS framework. The first half of the Table 8
shows results using SVM classifier, while the second half
consists of results with RF classifier. On all the data sets with
balanced and imbalanced classes, we can observe that both
the classifiers show the highest micro and macro F1 values
when IDFS is used as a part of the IGFSS framework.

Now, the performance of VGFSS with the six metrics on
the five data sets is shown in Table 9. When we analyze the
results we find that the highest micro and macro F1 values
in almost all the cases are obtained when VGFSS employs
IDFS. There is one instance of the RF classifier whenVGFSS
and NDM have shown the highest macro F1 value.

Hence, we can conclude that performance of IGFSS and
VGFSS ensemble approaches is improved when the newly
proposed IDFS metric is used to select the terms.

5.3 Discussion of the Results

The text classification performance greatly depends on the
FS metric being used to select the most useful terms. The
presence of strong rare and strong negative terms in the final
subset increases the performance of a text classifier. On the
other hand, if weak rare and sparse terms are used to train a
classifier, then performance of the classifier degrades on the
test set. Deterioration in the performances of the SVM and
RF classifiers was observed when sparse terms were added
in the final feature set.

The BNS metric was found to give more importance to
rare, weak rare and sparse terms. Also, negative terms are
assigned higher score as compared to common terms. For
strong rare terms, it is biased toward the largest class. Further-
more, when used with the ensemble approaches BNS assigns
awrong number of features to each class due towhich skewed
classes get very few or almost zero features. This causes the
useful candidate features for that class to be pushed down-
ward in the ranked list and are unable to get selected in the
final feature set. The BNS metric performs better for bal-
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Table 7 The micro and macro F1 values of six FS metrics as stand-alone FS algorithms on five data sets

Dataset Subset (IG) SVM micro F1 (NDM) (OR) (IG) SVM macro F1 (NDM) (OR)

(DFS) (BNS) (IDFS) (DFS) (BNS) (IDFS)

20NG 100 0.552 0.552 0.493 0.573 0.483 0.507 0.582 0.590 0.546 0.608 0.534 0.540

400 0.675 0.667 0.610 0.689 0.606 0.664 0.704 0.703 0.654 0.711 0.647 0.694

700 0.708 0.698 0.645 0.716 0.639 0.699 0.736 0.738 0.690 0.748 0.684 0.727

1500 0.751 0.744 0.724 0.770 0.702 0.748 0.775 0.775 0.754 0.798 0.738 0.772

Webkb 100 0.842 0.832 0.803 0.874 0.663 0.818 0.833 0.820 0.768 0.836 0.630 0.801

400 0.857 0.862 0.849 0.881 0.758 0.863 0.838 0.845 0.830 0.862 0.739 0.845

700 0.878 0.880 0.865 0.907 0.774 0.874 0.864 0.867 0.845 0.890 0.759 0.859

1500 0.874 0.883 0.871 0.896 0.820 0.886 0.861 0.871 0.856 0.880 0.799 0.875

Reuters8 100 0.934 0.934 0.923 0.943 0.894 0.936 0.857 0.863 0.828 0.912 0.763 0.867

400 0.963 0.966 0.949 0.969 0.924 0.959 0.912 0.920 0.890 0.941 0.816 0.906

700 0.965 0.971 0.954 0.974 0.929 0.967 0.911 0.927 0.897 0.937 0.831 0.913

1500 0.963 0.967 0.960 0.980 0.931 0.965 0.911 0.909 0.903 0.925 0.828 0.916

Reuters52 100 0.831 0.831 0.823 0.884 0.815 0.821 0.313 0.518 0.301 0.551 0.254 0.264

400 0.902 0.906 0.887 0.936 0.877 0.869 0.490 0.574 0.466 0.609 0.435 0.408

700 0.914 0.916 0.903 0.943 0.911 0.888 0.554 0.596 0.503 0.613 0.567 0.454

1500 0.919 0.920 0.918 0.939 0.923 0.918 0.582 0.585 0.551 0.605 0.600 0.551

Classic4 100 0.920 0.913 0.901 0.927 0.870 0.906 0.917 0.909 0.901 0.912 0.869 0.904

400 0.956 0.953 0.942 0.972 0.932 0.956 0.957 0.955 0.944 0.963 0.935 0.956

700 0.958 0.959 0.956 0.978 0.937 0.963 0.957 0.959 0.957 0.969 0.939 0.962

1500 0.966 0.964 0.961 0.985 0.957 0.965 0.966 0.964 0.961 0.975 0.958 0.965

Random Forest micro F1 Random Forest macro F1

20NG 100 0.615 0.604 0.521 0.628 0.521 0.588 0.612 0.623 0.569 0.634 0.564 0.603

400 0.738 0.720 0.673 0.749 0.684 0.736 0.733 0.716 0.677 0.744 0.688 0.732

700 0.752 0.751 0.720 0.782 0.718 0.756 0.748 0.746 0.722 0.776 0.722 0.750

1500 0.760 0.779 0.792 0.803 0.777 0.790 0.757 0.774 0.788 0.798 0.776 0.786

Webkb 100 0.863 0.877 0.790 0.895 0.668 0.846 0.848 0.862 0.748 0.875 0.636 0.820

400 0.870 0.875 0.864 0.901 0.769 0.871 0.858 0.863 0.845 0.889 0.746 0.856

700 0.867 0.867 0.880 0.893 0.783 0.863 0.850 0.852 0.869 0.879 0.757 0.850

1500 0.851 0.855 0.871 0.878 0.830 0.856 0.829 0.839 0.859 0.859 0.809 0.840

Reuters8 100 0.945 0.920 0.937 0.972 0.902 0.949 0.889 0.878 0.864 0.884 0.752 0.894

400 0.953 0.930 0.956 0.974 0.938 0.953 0.894 0.878 0.899 0.919 0.852 0.880

700 0.947 0.934 0.952 0.967 0.936 0.947 0.862 0.885 0.882 0.902 0.844 0.865

1500 0.925 0.940 0.934 0.949 0.945 0.937 0.785 0.887 0.805 0.825 0.862 0.814

Reuters52 100 0.851 0.824 0.833 0.841 0.824 0.838 0.376 0.507 0.338 0.532 0.258 0.337

400 0.856 0.872 0.876 0.890 0.856 0.846 0.419 0.472 0.460 0.488 0.405 0.381

700 0.852 0.859 0.859 0.878 0.850 0.842 0.418 0.423 0.426 0.455 0.383 0.370

1500 0.834 0.834 0.832 0.855 0.833 0.834 0.370 0.385 0.386 0.434 0.398 0.385

Classic4 100 0.917 0.918 0.896 0.950 0.879 0.918 0.913 0.916 0.896 0.941 0.880 0.916

400 0.930 0.934 0.949 0.972 0.934 0.941 0.931 0.933 0.950 0.967 0.936 0.941

700 0.937 0.937 0.949 0.975 0.943 0.944 0.936 0.937 0.949 0.969 0.945 0.943

1500 0.932 0.934 0.946 0.966 0.960 0.932 0.931 0.934 0.947 0.962 0.960 0.933
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anced data sets such as the Classic4 and 20NG data sets,
but for unbalanced data sets, its performance is poor. BNS is
found to be more compatible with the RF classifier.

We find that the IG metric assigns wrong labels when
usedwithVGFSSalgorithm. It performs assignment of labels
based on negative terms. IG assigns higher score to the strong
negative and strong common terms as compared to the rare
terms. Also, IG assigns labels based on size of classes and
also ranks the terms in this perspective, i.e., negative terms of
major classes are ranked higher. So, a negative term from the
major class can be ranked higher than a negative term from
a small class. Due to selection of features based on negative
term criterion, IG’s performance degrades inR52 data set and
worsens for the VGFSS and IGFSS frameworks. For all other
data sets, its performance is comparable with DFS metric.

The NDMmetric was observed to assign correct labels to
negative, rare and sparse terms, but for common terms, it is
biased toward larger classes. The main weakness of NDM
is that it can assign higher ranks to highly irrelevant sparse
terms in large and highly skewed data. Even some strong
features having strong recall value are pushed down in the
ranked list and the performance degrades. Also, it is not suit-
able with the VGFSS ensemble approach.

The OR metric prioritizes terms belonging to the larger
class during VGFSS process. It gives more importance to
negative and rarer terms than common features. The IGFSS
algorithm does not do well with the OR metric as the former
needs negative features to perform well, but few negative
features are provided by OR metric.

The DFS metric neglects most of the negative features.
TheVGFSS+DFS and IGFSS+DFS shows comparable per-
formance for the SVM classifier. Although features selected
by DFS metric are good in order, but too many strong fea-
tures assigned to different classes are pushed down in the
ranking during the selection process because of which these
features are refrained from getting selected in the final subset
and thus DFS’s performance decreases. But as features from
each class are selected by the proportion of class sizes during
VGFSS, thus making VGFSS + DFS better.

The newly proposed IDFS metric is designed so that it
uplifts the score of only those features, which are rare and
having class distribution in fewer classes while absent in
other classes as in the case of negative features. From our
results, we saw that IDFS and DFS are more suitable with
VGFSS and IGFSS ensemble methods as compared to the
other metrics. But, both SVM and RF classifiers attain the
highest accuracy values when the IDFSmetric was used with
VGFSS technique on the five data sets. Also, IDFS shows the
best results for the highly skewed data sets such as Reuters52.
The performance of IDFS was found to exceed that of the
other FS metrics in skewed data sets with great margins as
it does not ignore rare features of smaller classes. For the
balanced data sets with high sparseness such as the 20NG

data set, the performance of IDFS is comparable to that of
the DFS, IG and ORmetrics and in few cases less than them.

6 Conclusions and FutureWork

To address the class imbalance problem of text classification,
more recently ensemble approaches (e.g., improved global
feature selection scheme (IGFSS) and variable global fea-
ture selection scheme (VGFSS)) were proposed, but their
performance is heavily dependent on the underlying FS met-
rics. In this paper, we found that existing well-knownmetrics
run into problems while selecting useful terms discriminat-
ing the skewed classes, and thus may not take full advantage
of these ensemble frameworks. For example, we observed
that VGFSS with existing FS metrics leaves out many rele-
vant features from the small classes for highly skewed data
sets such as Reuters52. To solve such problems, we proposed
a new FS metric named novel inherent distinguished feature
selector (IDFS), which is designed to select terms highly
useful in discriminating the skewed classes especially from
smaller classes. We carry out experiments on five data sets
with two classifiers and investigate the effectiveness of IDFS
against five well-known FSmetrics as a stand-alone FS algo-
rithm and as a part of IDFSS and VGFSS frameworks. The
higher micro and macro F1 values of subsets of top ranked
terms of IDFS as a stand-alone FS algorithm and with the
ensemble approaches show its superiority over existing FS
metrics.

As a part of our future work, we are interested in solving
another problem faced by the VGFSS scheme. As VGFSS
selects a larger number of features from the larger class, a
lot of sparse terms from the larger class can become the part
of the final subset, thus degrading the performance of a text
classifier.Another interesting area thatwe intend to explore is
how to design effective feature selection algorithms for hier-
archical learning tasks [56], where instances are classified at
various levels of granularity.
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