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Abstract
Service recommendation is an active research area in cloud computing since mapping of right services as per the desired 
requirements of user is a challenging task. With the rapid development of cloud services, the recommendation techniques are 
facing the problem in predicting the better QoS values because of neglecting the contextual information of cloud services. 
The paper proposes a service context-aware-based cloud broker that extracts the service details by considering the contex-
tual information of cloud services and computes service similarities on the basis of QoS values. Further, it tackles the cold 
start problem by adopting the matrix factorization principle and predicts better QoS values for newly arrived services. To 
validate our approach, we have conducted experimental works on benchmark datasets and the result shows that the proposed 
approach outperforms better results than the model-based approaches. In particular, our proposed system produces improved 
response time for the dataset of sparse nature.

Keywords  Cloud service · QoS prediction · Service context · Matrix factorization

1  Introduction

Nowadays, cloud providers offer different types of cloud ser-
vices and identification of appropriate services as per the 
requirements of the user is a challenging task. To tackle 
the problem, the implication of recommendation systems 
has been greatly recognized by the cloud service research 
community. In the context of cloud computing, a recom-
mender system [1] has been regarded as an information fil-
tering technique used to predict the right services on behalf 
of user. This system uses the concept of ‘rating’ to measure 
the user’s preferences about the services. Many commer-
cial service providers such as Amazon, Netflix, Facebook, 
LinkedIn, Yahoo are using the implication of recommenda-
tion system for the effective delivery of services. In general, 
the recommender system is classified into three different 

categories on the basis of the techniques adopted: (i) con-
tent-based recommended services which are similar to user’s 
liked services in the past, (ii) collaborative filtering (CF)-
based recommended services if they are similar in nature 
(item-based) or if the users are having similar taste (user-
based) and (iii) hybrid method—a combination of content 
and collaborative methods for recommending the services.

Recently, context-based recommendation systems have 
been recognized to a greater extent in the cloud service life 
cycle for improving the quality of service prediction. The 
term ‘context’ is a multifaceted concept and perceived dif-
ferently from the perception of domain experts. In order to 
narrow down the meaning of context, Dourish [2] catego-
rized them into two kinds: representational view and interac-
tional view. In representational view, context attributes and 
their structure are fixed and it does not change its behavior 
over time. In contrast, the interactional view assumes that an 
underlying context induces the user or service behavior. As 
a result, context-aware recommendation system gets signifi-
cant attention to make decisions by incorporating available 
contextual information. Context awareness is the potential 
demand of recommender systems, especially in cloud com-
puting, for better quality of service (QoS) provisioning.

While considering QoS factors in context-aware ser-
vice recommendation, the existing collaborative filtering 
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techniques [3–7] have certain limitations such as cold start 
problem. In addition, they are not integrating contextual 
information during the recommendation process. Hence, 
matrix factorization method [8] is widely adopted to deal 
the QoS-based context-aware recommendation [9]. In this 
method, latent features about the user and the services are 
discovered (Fig. 1). Matrix factorization characterizes users/
items by vectors of factors inferred from item rating patterns. 
Recently, these methods have become popular by combin-
ing good scalability with accuracy and offer flexibility for 
modeling various real-life situations.

With respect to service QoS factors, matrix factorization 
methods faced the following issues: (i) similarity results for 
user and item are affected due to the changes in QoS values 
of services, (ii) individual similarity computation is needed 
for each QoS factor of the services, (iii) the similarity values 
become inaccurate in case of sparse records. Hence, it is 
important to build more effective model with the inclusion 
of contextual information into the existing matrix factoriza-
tion methods. Motivated by these, we have incorporated the 
contextual information about services for achieving a better 
QoS recommendation.

Besides, we have an idea to converge all those activities 
under a single term called ‘broker,’ which is responsible 
to perform the service identification, extraction of service 
context for their similarity checking, prediction of missing 
QoS values for the recommendation purpose. From the per-
spective of cloud computing, a cloud broker [10–12] is a 
software application designed to serve as an umpire between 
consumer and provider by offering value-added services.

In summary, the paper makes the following contributions 
from our end:

(1)	 Proposes a cloud broker framework with a user portal 
for feedback collection and service recommendation 
process.

(2)	 Extracts the service details along with its context values 
for the evaluation purpose.

(3)	 Calculates service similarities and group them accord-
ing to their QoS values.

(4)	 Advocates service context-based matrix factorization 
method to predict the missing QoS for the effective 
recommendation of cloud services.

The rest of this paper is organized as follows: In Sect. 2, 
we account the related work in cloud service recommenda-
tion system. Section 3 introduces our broker-based context-
aware recommender system for effective QoS prediction and 
recommendation of services. In Sect. 4, we briefly explain 
the experimental works. Finally, Sect. 5 concludes our pro-
posal with future direction.

2 � Related Work

Service recommendation has been an active research area, 
and many researchers have proposed their works using 
collaborative filtering, content-based filtering and hybrid 
approaches. Few of the works used the matrix factoriza-
tion approach for QoS prediction and recommendation of 
services. This section highlights various existing research 
works with respect to the service recommendation and QoS 
prediction.

Collaborative filtering (CF) uses preferences of similar 
users in the same reference group as a basis for recommen-
dation. The CF is classified into three categories, namely 
item-based, user-based and hybrid methods. In item-based 
method, the similarities are relatively stable than the user-
based one. Customers with little domain knowledge have 
difficulties in choosing the suitable providers who can match 
their requirements. With the growth of public cloud offer-
ings, multiple services with the same function but different 
quality attributes are available and it is important to evaluate 
them for finding the most suitable one. Therefore, Gao and 
Yu [4] developed a collaborative filtering-based system to 
predict the services for the user. This personalized recom-
mendation system measures and rates the cloud providers in 
terms of the customer preferences. Due to the hybrid nature 
of customer preferences and insufficient services at the pro-
viders end, this system results a mismatched service and 
fails to retain the service quality.

Mezni and Abdeljaoued [5] proposed a collaborative 
filtering-based recommendation system for cloud services 
using fuzzy formal concept analysis to address the problem 
of data sparsity and cold start. They used the lattice repre-
sentation to describe the cloud environment for the service 

Fig. 1   An example for QoS prediction using matrix factorization
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recommendation. However, the dynamic service recommen-
dation is not achieved here.

Afify et al. [6] proposed a recommender system that com-
prises the collaborative filtering and content-based methods 
to recommend the services as per the user’s requirements. 
The authors concentrated on QoS factors of the recommen-
dation system, which uses only objective time-weighted 
feedbacks. However, the automatic discovery of service 
details from the providers’ database has not been addressed 
well in this work. In addition, the trustiness of the recom-
mendation provided by the third parties has also to be vali-
dated. Similarly, Hawalah and Fasli [7] used the user-based 
collaborative filtering to generate appropriate recommenda-
tions. The user preferences about the services are captured 
using keyword and processed by Hadoop MapReduce. As a 
result, they developed an ontological structure to represent 
the user’s context for service recommendation.

Osadchiy et al. [13] proposed a system with pairwise 
association rule to accumulate the required services as per 
the user profiles. Through this method, the author attempted 
an alternate solution rather than the collaborative and con-
tent filtering. By exploring the big data mining concepts, 
the system gets equipped well to perform the association 
with large volume of user profiles. Similarly, Meng et al. 
[14] developed a preference-aware service recommenda-
tion method based on MapReduce and used collaborative 
filtering to recommend the services. The variation in the 
user’s context sometimes affects the efficiency of the over-
all system. Therefore, service-based context can be a better 
solution for this issue.

Xu et al. [15] developed a recommendation system by 
combining the user context (geographical information) and 
service context (affiliation information) to achieve superior 
QoS prediction accuracy. Hence, the authors improved the 
QoS prediction while recommending the services to the 
users. However, consideration of different contexts fails to 
compose the required services on time and leads unexpected 
service pack for the inexperienced cloud user. Similarly, Qi 
et al. [16] utilized the dynamic QoS data of services to build 
a time-aware user index table and then used the less sensitive 
user indices to determine the similar time slots of the target 
user. The diversity of quality criteria with respect to user and 
service is not focused in this work.

Ding et al. [17] proposed a time-aware service recom-
mendation approach to improve the quality of service during 
their recommendation. The authors applied the collaborative 
filtering method to record the user’s similarity dynamically. 
However, the focus toward the unstructured data is missing 
in their work. In another work, Ma et al. [18] proposed a 
MCDM-based variation-aware approach via collaborative 
QoS prediction to select an optimal cloud service accord-
ing to users’ non-functional requirements. However, the 
authors have concentrated the QoS values (central tendency, 

variation range, frequency of variation and period) the 
basic cold start problem has not yet resolved in this work. 
Similarly, processing of huge collections of data is also not 
approached properly.

Liu and Chen [19] developed a novel clustering-based 
and trust-aware approach to predict the QoS values from 
similar user history. The similarity is calculated by incorpo-
rating both explicit textual and rating information. The trust 
values from the unreliable cloud user are reconstructed with 
the trust-aware approach to find out the right QoS values. 
Due to the different nature of cloud user, the effectiveness of 
the clustering-based recommendation system is moderate.

Wang et al. [20] proposed a cloud service recommenda-
tion approach based on collaborative filtering via exploring 
user usage history. They have included three phases such 
as user similarity computation, user neighbor selection and 
possibility prediction for performing the recommendation. 
The cosine similarity with improved weighting factor is used 
for the similarity checking and grouping of services. The 
method is effective only for the active user history and lack 
in the prediction of QoS for the newly arrived services.

Fan et al. [21] presented a user location-based (context-
based) recommendation system to provide the services. 
The authors have recorded the authors’ location and then 
performed the similarity mining for the updated location. 
The QoS about the services is predicted by the Bayesian 
inference. As a result, an ideal service is recommended to 
the appropriate user. However, the investigation on the cor-
relations between context properties, such as temporal and 
spatial correlations, to improve the accuracy of QoS predic-
tion is to be dealt.

Kuang et al. [22] predicted the QoS of a service for the 
users and their context detail. According to that, a cluster is 
formed with same context information. The authors also rec-
ommended the unused services by measuring their similarity 
with the existing services. In another work, Yu et al. [23] 
presented a recommendation system based on role mining 
with the context of user information. By role mining, the 
authors predicted the user’s service consumption behavior 
before the recommendation. Both the works focused only on 
user-based service recommendation and not considered the 
service/item context.

Xue et al. [24] proposed an online to offline recommenda-
tion system, which provides suitable services according to 
user profile as well. This work relies on four categories of 
data sources such as user data, context data, social data and 
service data. Due to different categories of data, the perfor-
mance of the system is reduced while predicting the better 
services for the cloud user. The analyzing process of data 
sources certainly increases the system overhead and need 
of high-end computational components.

Jiang et al. [25] combined collaborative and content-
based methods to consider the tag, time and users’ social 



2932	 Arabian Journal for Science and Engineering (2020) 45:2929–2943

1 3

relations during the recommendation of services. Similarly, 
Colombo-Mendoza et al. [26] presented a recommendation 
approach that comprises three kinds of contextual informa-
tion such as location, time and crowd. Hence, the authors 
constructed an ontology-based context modeling approach. 
Their work did not observe the user’s feedback about the 
services while recommending the services.

The user-based methods are not suitable to offer the newly 
arrived services, and hence, the need for the item-based rec-
ommendation has been focused. In addition, the tag details 
about the services have been varied according to the user’s 
need. Hence, the need for the item based with its contex-
tual information is to be explored. Li et al. [27] developed 
a recommendation system that considered the contextual 
information’s of services. The details about the services are 
extracted from the server side for the identification of its 
QoS value. Then, these values are matched with the client’s 
requirements for recommendation process. The authors are 
not furnished any solution to obtain the QoS for the dynamic 
services in the server end.

Sundermann et al. [28] insisted about the use of con-
textual information (item details) for the recommendation 
purpose. They proposed an unsupervised method to extract 
contextual information of the item instead of user. The privi-
leged information of the service/item is considered for the 
recommendation process. Hence, the items with moderate 
ratings are not considered for the recommendation.

Jiang et al. [29] proposed a model by utilizing the descrip-
tive texts and tags of cloud services to extract latent rela-
tions among cloud services. Their model segments cloud 
services into clusters based on the latent information and 
then ranked them for recommendation. Due to the handling 
of huge amounts of textual and tag information, the need for 
the data analytics tools must be focused to improve the data 
analysis process.

Wu et al. [30] proposed a context-aware (location-based) 
QoS prediction system for the Web services. Their work is 
based on the spatial context of the user instead of nature of 
services involved. Accordingly, the proposed approach clas-
sified the location details in order to predict the QoS infor-
mation. Though the approach attempted to predict the QoS 
of Web services, recommendation of better QoS services has 
not been focused, and hence, the need for recommending 
cloud services with better QoS is emerged.

In our earlier works [11, 12, 31], we have evaluated the 
trust level of services with a fuzzy-based MapReduce frame-
work. The massive amount of user’s feedbacks are simpli-
fied with the mappers, reducers and promoted to predict the 
trust level of services. The system uses the Hadoop to store 
and process the user’s feedback, but it is not applicable for 
the sparse data. In another work [32], we have developed a 
fuzzy-based intelligent cloud broker (ICB) for facilitating 
the service requirements (computing, storage and network 

components) for an inexperienced cloud user. The broker 
identified the suitable services based on fuzzy inferencing 
process, and the importance of the service is expressed with 
the help of membership values. A fuzzy decision-making 
model is developed to calculate the information gain for 
the service attributes by constructing a fuzzy decision tree. 
Based on that, the opted services are recommended to the 
inexperienced cloud user. However, the contextual informa-
tion about the services has not been focused while gener-
ating recommendation. In this proposed work, the service 
details along with its context values are extracted for the 
evaluation purpose. Then, the proposed system calculates 
service similarities and groups them according to their QoS 
values. To tackle the problem of cold start, we advocate a 
service context-based matrix factorization method to predict 
the missing QoS for the effective recommendation of cloud 
services.

3 � Proposed Context‑Aware 
Recommendation System with Matrix 
Factorization

We introduce a broker-based context-aware recommendation 
system with QoS factors for IaaS type of cloud services, 
which is shown in Fig. 2. In addition to the user portal, the 
proposed system consists of three main sub-systems: extrac-
tion of service details, evaluation of service and service 
recommendation. In order to support that, broker includes 
three repositories: feedbacks, service repository and recom-
mended services repository.

3.1 � User Portal for Feedback Collection, 
Requirement Gathering and Service 
Recommendation

Normally, all recommendation system has input portal for 
the user convenience. In addition to the prescribed activi-
ties such as service requirements gathering and submission 
of recommended service list to the user, we have added a 
provision to record user feedbacks with respect to availed 
services from the user point. Using these feedbacks, QoS of 
the services is recorded for further recommendation. Some-
times, the services may not have proper QoS values and not 
yet consumed by the cloud user for a long period. For this 
scenario, we have proposed a solution in Sect. 3.3. The fol-
lowing table shows the service requirements of some cloud 
user (Table 1).

3.2 � Extraction of Service Details

Cloud computing provides different types of services such 
as software as a service (SaaS), platform as a service (PaaS), 
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infrastructure as a service (IaaS). In short, anything can be 
provided as a service, termed as ‘XaaS.’ In this proposal, 
we concentrate on IaaS type cloud services only. Computing 
performance, storage and network facilities are classified 
under the infrastructure services of cloud, and hence, we 
denote these facilities as ‘service context.’

In this paper, we use service description to identify the 
context of service. Each cloud service provider has their 
own service registry and provides the service descriptions 
in terms of ‘description’ or ‘service level agreement (SLA).’ 
Contextual features describe the functionalities of the ser-
vice. Hence, we identify the service contexts and perform 
the similarity computation with our proposed algorithm. 
In addition to that, the sub-system enables the cloud user 
to post feedbacks for consumed services. Similar to rat-
ing concept of collaborative filtering technique, the matrix 
factorization utilizes the user feedbacks while predicting 
the QoS values for the non-rated services. With respect to 
our earlier work [11], we have recorded the user feedbacks 
for some QoS factors and processed using a MapReduce 

framework to reduce the data sparsity in calculation. Here, 
we address these issues with matrix factorization principle 
and improved the system quality by predicting the service 
with the highest QoS values.

In this sub-system, the service details such as service 
nature, service type, service capabilities and the proposed 
usage cost are identified with the help of service crawler. 
It visits the cloud service providers’ sites to identify the 
descriptions of the services. By investigating these descrip-
tions, the basic details about the services can be discov-
ered and updated with the service repository. We referred 
Amazon,1 Google,2 Microsoft Azure,3 IBM,4 Oracle,5 

Fig. 2   Proposed system archi-
tecture for IaaS service recom-
mendation

Table 1   User requirements User (U) Type of service (S) Computing 
speed (GHz)

Storage type with speci-
fication

Network bandwidth 
specification (Gbps)

Hard disk 
(TB)

RAM (GB)

U1 Infrastructure services 3.0 1 8 8
U2 Infrastructure services 2.5 2 8 16
U3 Infrastructure services 3.2 1 16 32

1  https​://aws.amazo​n.com/produ​cts/.
2  https​://cloud​.googl​e.com/terms​/servi​ce-terms​.
3  https​://azure​.micro​soft.com/en-in/servi​ces/cloud​-servi​ces/.
4  https​://www.ibm.com/softw​are/sla/sladb​.nsf/sla/bm.
5  http://www.oracl​e.com/us/corpo​rate/contr​acts/iaas-servi​ce-descr​
iptio​ns-19074​77.pdf.

https://aws.amazon.com/products/
https://cloud.google.com/terms/service-terms
https://azure.microsoft.com/en-in/services/cloud-services/
https://www.ibm.com/software/sla/sladb.nsf/sla/bm
http://www.oracle.com/us/corporate/contracts/iaas-service-descriptions-1907477.pdf
http://www.oracle.com/us/corporate/contracts/iaas-service-descriptions-1907477.pdf
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Rackspace6 for the study purpose. Also, WS-DREAM data-
set7 offers a wide collection of service descriptions for the 
experimental purpose. Table 2 shows the important provid-
ers’ products with its service names as a response to the 
user’s requirements of Table 1.

3.3 � Evaluation of Services

The important task of this sub-system is to preprocess the 
service context with respect to the posted user’s require-
ments. The functional specification of services is presented 
in Table 1. By considering the given input requirements, we 
evaluate the services by its context and then compute the 
similarities among them. Finally, the missing QoS values 
are predicted for the recommendation purpose.

3.3.1 � Evaluation of Service Context

The service context refers to the characteristic value of the 
service such as speed, space and access facility of computing 
device, storage device and network bandwidth, respectively. 
It is necessary to classify these service characteristics before 
the service selection. Even though many service providers 
are transforming their services into cloud computing with 
standard configuration, the need from the cloud user side is 
varied with respect to the QoS such as speed, availability 
and cost. Hence, it is appropriate to preprocess the service 
request before they are processed against the service selec-
tion. The extracted service details of the previous sub-system 
help to perform the service evaluation process.

We use three important service contexts (computing 
speed, storage type and network accessibility) from the ser-
vice description of the respective IaaS cloud service. The 
service descriptions and SLA’s are used to describe the ser-
vice functionalities with its characteristics. In our proposed 
approach, we process the service descriptions and extract the 
vector of representative contents. The detailed processing 
procedure for the service context evaluation is as follows:

Analyzing of service context The content of a service 
description file splits into a service vector (Si) by incorpo-
rating the data such as service nature, type, computing char-
acteristics, storage details and the bandwidth information. 
With respect to our proposal, we have collected a number of 
services (n) from the most popular cloud service providers 
(Table 1). All those services have a variety of instances with 
a variation in the instance configuration. As an example, the 
following table (Table 3) lists out few service instances for 
‘computing’ from two cloud service providers. From that, 
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https://github.com/wsdream/wsdream-dataset
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we can extract the service contexts using the instance types, 
models and features.

Filtering the service context With reference to Table 2, 
service instances and their values are to be filtered from the 
service vector (Si). In this paper, we employ Bloom filters 
[30], a compact data structures for probabilistic representa-
tion of a set with user requirements. Consider the vector 
Si = {a1, a2, …, an} of N elements. Bloom filters define mem-
bership information of Si using a bit vector Sj of length M. 
For this, k hash functions, h1, h2, …, hk with hi: X → {1.. m} 
are used. The following procedure builds an m bits Bloom 
filter, corresponding to the input vector Si and using h1, h2, 
…, hk hash functions. Therefore, if x is member of a set Si, in 
the resulting Bloom filter Sj, all bits obtained corresponding 
to the hashed values of x are set to 1. Testing for membership 
of an element e is equivalent to testing that all corresponding 
bits of Sj are set.

As a result, the Bloom filter guarantees no false negatives 
and uses limited memory while filtering the service context.

3.3.2 � Service Similarity Computation

In common, similarities among the services are carried out 
by considering three important factors: (i) ratings of the ser-
vice, (ii) user’s past purchasing history and (iii) description 
about the services. In the first case, if any of the services are 
not rated earlier or if it is a new service, then it leads to the 

problem of cold start. In the second case, user’s buying history 
is a dynamic one and their tastes may be varied with respect to 
time and service QoS factors. Therefore, we consider the third 
case to find out the similarities among services.

In existing approaches, two methods are used for similar-
ity calculation among the items (here services), (i) Pearson 
correlation coefficient (PCC) [33–35] and (ii) cosine (COS) 
[36] methods. Both are memory-based models and used to 
find the item similarity. In PCC, the similarity between two 
items i and j is calculated as follows:

Here, r′ is the average QoS value when the user invokes 
them.

Similarly, the cosine method is used to find the item simi-
larity in many works and is shown in Eq. (2):

In some circumstances, the similarities of items are not 
predicted correctly, and hence, the existing methods yield 
incorrect result, because PCC does not consider the differ-
ences of QoS attribute values. In the case of cosine method, 
the angles of the vectors are measured by neglecting the 
length of the vectors. To overcome these shortcomings, the 
contextual information of the services is used for calculat-
ing their similarities. In our work, similarity of services can 
be evaluated by extracting the service QoS values from the 
cloud service providers. Normally, the similarity computa-
tion is based on user–service matrix. It is composed of m 
users and n available services.

Construction of service-to-service matrix with same ser-
vice context is a tedious one. An alternate to this approach 
is to scan the service instances with its features (Table 4) 
and then identify the related services by computing their 
similarities.

As per Table 4, we obtain the context value C for the 
services S1, S2, …, Si of the providers P1, P2, Pn, respec-
tively. Suppose that service context C1,1 is similar to C3,3, 
and then, they are grouped together. Indirectly, the context 

(1)Sim(i, j) =

∑
u∈U (ru,i − r�

i
)(ru,j − r�

j
)

�∑
u∈U (ru,i − r�

i
)2
�∑

u∈U (ru,j − r�
j
)2

(2)Sim(i, j) =

∑
u∈U (ru,iru,j)�∑

u∈U (r2
u,i
)

�∑
u∈U (r2

u,j
)

Table 3   Instances of computing 
service

a https​://aws.amazo​n.com/ec2/insta​nce-types​/
b https​://cloud​.googl​e.com/compu​te/prici​ng/

Cloud service providers Service name Instance types Models

Amazona EC2 T2, M3, M4 Nano, Micro, Small, Medium, 
Large, Xlarge, 2xlarge

Google Cloudb Compute Standard n1_standard_1 to n1_standard_96
Compute Shared core f1-micro, g1-small

https://aws.amazon.com/ec2/instance-types/
https://cloud.google.com/compute/pricing/
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values may give QoS about services that can perform the 
similarity among the services. The QoS is numerical in 

(by Eq. 3) is checked, and then, the service instances are 
arranged in an order with the service matrix (Sm).

Table 4   An example of 
provider–service–context matrix

Provider/service/
context

S1 S2 S3 S4 … Si−1 Si …

P1 C1,1 C1,2 C1,3 C1,4 … C1,i−1 C1,i …
P2 C2,1 C2,2 C2,3 C2,4 … C2,i−1 C2,i …
P3 C3,1 C3,2 C3,3 C3,4 … C3,i−1 C3,i …
P4 C4,1 C4,2 C4,3 C4,4 … C4,i−1 C4,i …
… … … … … … … … …
Pn−1 Cn−1,1 Cn−1,2 Cn−1,3 Cn−1,4 … Cn−1,i−1 Cn−1,i …
Pn Cn,1 Cn,2 Cn,3 Cn,4 … Cn,i−1 Cn,i …

nature, and their similarity represents the degree of service 
consistency. We measure the service instances characteris-
tics to determine the similarity. Our method to measure the 
similarity between the services Si and Sj by their context is:

The following algorithm calculates service similarity 
using context values. The user requirements, service repos-
itory and the service matrix with the extracted services 
details have been taken as input for the algorithm. By con-
sidering the input values, the service context is evaluated 
and extracted by applying the Bloom filter. Then, the filtered 
services (Sj) with its service instances such as compute, stor-
age and network are analyzed. Now, the context similarity 

(3)
Sim(Si, Sj) =

∑n

s=1
val(Context(Si)) ∩ val(Context(Sj))

�S�

3.3.3 � QoS Prediction Using Service Context Matrix 
Factorization

In our earlier work [11], we approached the service pre-
diction by using MapReduce framework. By constructing 
the appropriate mappers and reducers, we have processed 
the quality of services to ensure about its trust level before 
they are selected. If the user’s responses are increased, then 
it becomes difficult to predict the QoS. To overcome, we 
proposed a model-based approach with matrix factorization 
concept which in turn uses the services context.

Matrix factorization technique is more efficient than the 
item-based collaborative filtering [3, 37–42] and MapRe-
duce [11, 14, 43]. This method predicts the missing values 
by factorizing the user–service details. With this, the under-
lying details of the services are discovered and termed as 
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‘service context.’ In addition, the predicted context values 
influence the user’s choice while posting their requirements. 
Hence, we proposed a matrix factorization-based prediction 
method to improve the recommendation process. Our pre-
dicting process defines the function:

These factors represent the domains of users, services, 
service details and QoS, respectively. For indexing the above 
such factors, we define the following notations: u for cloud 
users, s for cloud services and c for service contexts. The 
notation Psc indicates an available quality score of the cloud 
service s under the context c, and the notation P′

sc
 represents 

the predicted value of Psc . The available QoS values ( Psc ) 
are depending upon the provider’s service details, whereas 
the prediction is based on the service context such as speed, 
storage and network access. By improving Eq. (3), the pre-
diction rule is defined as:

where Uvector and Svector are real-valued vectors which repre-
sent the cloud_user ‘u’ and cloud_ service ‘s.’ Cvector,context 
and Svector,context represent the contextual values of user and 
services, respectively. Even though the prediction rule 
includes the user context, our focus is to observe the ser-
vice context only. Therefore, we give consideration only to 
service context and the user contextual values are optional 
here. Through this, we define the learning procedure as 
follows:

Here, the terms (u, s, c) symbolize to find vectors of 
user, service, context, respectively. Followed by that, we 
have given the regularization terms for adjusting the loss 
value because of missing QoS values in the input training 

(4)
f (Cloud_User) ∩ f (Cloud_Service) ∩ f (Service_Context) ⇒ QoS

(5)

P�

sc
=

(
Uvector +

n∑
context=1

Cvector,context

)(
Svector +

n∑
context=1

Svector,context

)

(6)
L =

1

2

�
(u,s,c)

⎡
⎢⎢⎣

�
Psc −

�
Uvector +

n�
context=1

Cvector,context

��
Svector +

n�
context=1

Svector,context

��2

+�s

�
��Svector��2 +

n�
context=1

��Svector,context��2
�

+ �u

�
��Uvector��2 +

n�
context=1

��Cvector,context��2
��

dataset. Also, �s and �u denote the latent factors of service 
and user context, respectively, for controlling the regulariza-
tion terms. The regularization process with respect to user 
and service is shown as follows:

We employ gradient descent algorithm to perform the 
update operations with the specified parameter settings to 
derive the solutions for user and services. The update rules 
for user ( Uvector ) and service ( Svector ) are as follows:

After obtaining the updated information with a pre-
defined iteration ( eta ) and initial learning rate ( � ), the 
unknown QoS values are predicted. By changing the values 
of matrix dimension, performance of the prediction process 
is improved and the loss values are reduced.

Algorithm 2 comprises the steps involved in prediction 
of better QoS values. Here, the user and service vectors are 
considered to construct the user matrix and service matrix. 
The obtained QoS values are normalized according to their 

service context, and then, prediction rule (Eq. 5) is applied. 
Further, the regularization process (Eqs. 7, 8) is performed 
to calculate the loss value. Finally, the update rule (Eq. 9) is 
applied to ensure the better QoS value collection.

(7)Uloss =

n∑
i=1

(
1

2
∗ �u ∗ (Uvector)

2

)

(8)Sloss =

n∑
i=1

(
1

2
∗ �s ∗ (Svector)

2

)

(9)

C
vector1,context =

n∑
i=1

C
vector,context−eta ∗ U

vector
, S

vector1,context

=

n∑
i=1

S
vector,context−eta ∗ S

vector
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3.4 � Service Recommendation

After the QoS prediction process, the services are listed 
according to their highest values for the recommendation 
purpose. From the listing, the user may opt the services 
as per their wish by considering the factors such as price, 
response time, availability and throughput. Instead of higher-
level service recommendation, the user can avail service 
pack according to their budgetary constraints. Hence, the 
proposed system saves the user time and allows them to uti-
lize the second level of services.

Our intention toward the design of the recommender 
system is to find the relevant services with respect to the 
user’s requirements (Table 1). Hence, the related services are 
grouped together after their QoS prediction. By considering 

Fig. 3   Instances order a before QoS Prediction and b after QoS prediction

the training dataset (Table 2), the proposed work prepares 
the selected service instances with the newly predicted QoS 
values and ranks them as per the user’s requirements. In 
simple, the highest QoS values are accumulated in an array 
(max-heap) to prepare the ranked list of instances for the 
user’s choice. By considering the computing instances of 
Amazon (Table 3), the max-heap is constructed for the rec-
ommendation and shown in Fig. 3.

4 � Experimental Evaluation

To demonstrate the effectiveness of the proposed work, 
we conducted an experiment with WS-DREAM [44, 45] 
dataset. In this section, we have described the evaluation 
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methodology and parameter settings and compared the 
results with the existing methods.

4.1 � Dataset Description

We use WS-DREAM dataset for our QoS prediction pro-
cess. This dataset describes real-world QoS evaluation 
results from 339 users on 5825 Web services. The contents 
of the dataset include the following text data. (i) userl-
ist.txt—which contains information of 339 service users, 
and (ii) wslist.txt—contains information of the 5825 Web 
services. In addition, two major data files rtMatrix.txt 
(339 * 5825 user–item matrix of response time) and tpMa-
trix.txt (339 * 5825 user–item matrix for throughput) are also 
used for our experimental work.

4.2 � Feature Engineering

In our experiments, we have used service details (wslist) 
of dataset1 from WS-DREAM that contains the details of 
services such as service id, service description, provider 
details and IP number. The above fields are considered in 
our works and processed through Algorithm 1 for extracting 
the required details, namely context values of services. The 
resulted data are treated as training set for our experimental 
purpose toward the prediction of QoS values. In addition 
to that, the response time and throughput values as per the 
considered data of service details are evaluated through 

benchmarking evaluation metrics, which are detailed in the 
following section.

4.3 � Evaluation Metrics

In our work, we use two well-known statistical accuracy 
metrics: mean absolute error (MAE) and root mean squared 
error (RMSE), for evaluating the predicted accuracy with 
respect to response time and throughput.

MAE measures the average magnitude of the errors from 
the predicted values. For all predicted services, MAE is cal-
culated as:

RMSE measures the differences between actual and pre-
dicted values, expressed as:

For both cases, Psc denotes the original QoS value of the 
service i and P′

sc
 denotes the predicted value for the service. 

Both MAE and RMSE express average model prediction 
error and range from 0 to ∞. The smaller value of MAE 
indicates better QoS from the predicted values, whereas 
RMSE should be more useful when large errors are particu-
larly undesirable.

(10)MAE =
1

n

n∑
i=1

|psc − p�
sc
|

(11)RMSE =

√√√√1

n

n∑
i=1

(psc − p�
sc
)2

Table 5   Accuracy comparison 
for the response time dataset

Methods Matrix den-
sity = 0.05

Matrix den-
sity = 0.10

Matrix den-
sity = 0.15

Matrix den-
sity = 0.20

Matrix den-
sity = 0.25

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

Biased MF 0.5934 1.3821 0.5135 1.2625 0.478 1.2088 0.4569 1.1786 0.4396 1.1561
LN LFM 0.5602 1.3965 0.5007 1.2884 0.4712 1.2818 0.4512 1.1541 0.4429 1.1390
PMF 0.5690 1.5371 0.4866 1.3163 0.4522 1.2205 0.4308 1.1690 0.4181 1.1395
NMF 0.5456 1.4727 0.4775 1.2824 0.4465 1.2019 0.4291 1.1616 0.4161 1.1374
Proposed 0.5451 1.4714 0.4726 1.2456 0.4214 1.1634 0.4012 1.1511 0.3910 1.1123

Table 6   Accuracy comparison 
for the throughput dataset

Methods Matrix den-
sity = 0.05

Matrix den-
sity = 0.10

Matrix den-
sity = 0.15

Matrix den-
sity = 0.20

Matrix den-
sity = 0.25

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

Biased MF 21.836 56.857 17.852 48.327 15.937 44.303 14.922 42.140 14.124 40.622
LN LFM 20.401 52.420 17.727 46.971 16.765 44.987 16.342 44.143 16.145 43.711
PMF 19.094 57.907 15.974 48.039 14.657 44.007 13.908 41.727 13.407 40.315
NMF 18.882 57.517 15.571 47.790 14.254 43.864 13.525 41.648 13.084 40.318
Proposed 18.024 56.533 15.128 45.989 13.564 42.321 12.212 40.214 11.431 39.001
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4.4 � Parameter Setting

As per the model-based approaches, the default parameter 
setting for our proposed work is as follows: The range for 
the matrix density starts from 5 to 25 with the incremental 
value of 5. We have used the default dimension value as 10. 
The initial learning rates are 0.01 and 0.001 for runtime and 
throughput process, respectively. We have carried out 20 
rounds with the maximum of 300 iterations for both of the 

QoS factors (response time and throughput). The regulariza-
tion parameter is varied from 40 to 800 in order to calculate 
the MAE and RMSE values.

4.5 � Accuracy Comparison

Our proposed approach is compared with well-known 
model-based approaches:
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Biased MF—this approach [3] uses the average QoS 
value as the predicted value. It is a simple QoS predic-
tion method without any optimization involved.
LN LFM—latent neighbor–latent factor model [46], 
which combines the LFM model and latent neighbor 
model to improve the QoS value prediction accuracy.
NMF—uses nonnegative matrix factorization [47] to fac-
torize the QoS matrix into two matrices X and Y, with 
the property that all three matrices have no negative ele-
ments.
PMF—applies the probabilistic matrix factorization 
method on the user–item matrix to generate recommen-
dations [48].

4.6 � Experimental Results and Analysis

By considering the parameter settings in Sect. 4.4, we have 
predicted the QoS values and it is presented in Table 5. We 
observed that our service context-based approach obtains 
smaller MAE and RMSE values for the response time data-
set. In addition, Table 6 shows the predicted values for the 
throughput dataset. Here, the values are improved than the 
other methods.

Since our proposed method is based on model-based 
approach, the existing methods with their parameter set-
tings have produced different results. In contrast, our pro-
posed method, namely service context-aware matrix factori-
zation (SCMF), preprocesses the services by considering 
their context. Hence, the volume of the dataset is reduced 
before they are processed for the QoS prediction in terms 
of response time and throughput. When service is sparse, 
SCMF improves the response time and throughput predic-
tion. Obviously, the model is more robust when the matrix 
dimensionality is increased. Figures show the experimental 
results for the response time and the throughput dataset. Fig-
ures 4 and 5 show the MAE and RMSE results of response 
time dataset.

Consider the metric MAE, the proposed method produces 
less error rates in the beginning and sometimes produces the 
higher error rate in the end. When the matrix dimensionality 
got increased, the error rates reduced automatically. Due to 
the impact of service context-based QoS prediction, the pro-
posed method slightly improves the error rates of the taken 
metrics for the throughput dataset. Figures 6 and 7 show the 
predicted error values of throughput dataset.

4.7 � Impact of Service Context in Error Rate 
Reduction

Service context determines how the preprocessing of ser-
vices reduces the sparse dataset before the QoS prediction. 
To examine, the broker performs the service similarity based 
on its context values (Algorithm 1). For the preprocessed 

dataset, proposed method predicts the missing QoS values 
by Algorithm 2 and their results for the response time data-
set are shown in Figs. 8 and 9.

To achieve the better prediction accuracy, the values of 
matrix dimensionality are extended to some higher range. 
However, it leads to higher computation cost. Hence, the 
changes in the dimension values are avoided.

5 � Conclusion and Future Works

Recommendation of cloud services with its QoS values is 
an immediate need of cloud computing system. This paper 
proposes a service context-aware cloud broker framework 
for the infrastructure type of cloud service recommendation. 
The proposed broker extracts the service details based on 
their contextual information. The challenges addressed in the 
calculation of service similarity with the existing methods 
have been addressed by proposing the context-based service 
similarity checking algorithm. In addition, the broker per-
forms better QoS prediction by improving the PMF model 
with service context-based matrix factorization approaches. 
Hence, we predicted the missing QoS values for the ser-
vices with its specified contextual information. Through 
our experiments, we proved that our proposed broker-based 
service–context-aware recommendation system outperforms 
a better result than the other model-based approaches. The 
results of the proposed work further explore various prom-
ising future research avenues. For example, proposing a 
service recommendation system by incorporating the con-
textual information of users such as location, interest and 
financial status would be an interesting one. Further, addi-
tion of intelligence aspects to the broker in performing rec-
ommendation would also be an important research avenue 
for further exploration.
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