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Abstract
Arabic is the native language for over 300 million speakers and one of the official languages in United Nations. It has a
unique set of diacritics that can alter a word’s meaning. Arabic automatic speech recognition (ASR) received little attention
compared to other languages, and researches were oblivious to the diacritics in most cases. Omitting diacritics circumscribes
the Arabic ASR system’s usability for several applications such as voice-enabled translation, text to speech, and speech-
to-speech. In this paper, we study the effect of diacritics on Arabic ASR systems. Our approach is based on building and
comparing diacritized and nondiacritized models for different corpus sizes. In particular, we build Arabic ASR models using
state-of-the-art technologies for 1, 2, 5, 10, and 23h. Each of those models was trained once with a diacritized corpus and
another time with a nondiacritized version of the same corpus. KALDI toolkit and SRILM were used to build eight models
for each corpus that are GMM-SI, GMM SAT, GMMMPE, GMMMMI, SGMM, SGMM-bMMI, DNN, DNN-MPE. Eighty
different models were created using this experimental setup. Our results show that Word Error Rates (WERs) ranged from
4.68% to 42%. Adding diacritics increasedWER by 0.59% to 3.29%. Although diacritics increasedWERs, it is recommended
to include diacritics for ASR systems when integrated with other systems such as voice-enabled translation. We believe that
the benefit of the overall accuracy of the integrated system (e.g., translation) outweighs the WER increase for the Arabic ASR
system.

Keywords Automatic speech recognition (ASR) · Arabic ASR · Arabic diacritics · Word error rate (WER) ·
KALDI toolkit · SRILM

1 Introduction

Automatic speech recognition (ASR) is the automated tran-
scription of speech into text. Over the last decade, ASR
technologies emerged in different areas such as personal
computers,mobile phones, security systems, health, robotics,
military, education, dictation, among others. ASR has a
promising future because speech is one of the simplest ways
of communication that avoids complex user interfaces. In
addition, ASR systems are under active development and
adopted by awide range of applications due to their function-
ality and simplicity. For instance, it is used in customer care
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applications where a user can interact with a voice-enabled
service instead of human interactions. This helps with serv-
ing higher number of customers and reduce lengthy service
queues. Another example is using ASR in smart homes to
control heating, lighting, and other appliances. We are wit-
nessing an increasing adoption and development of ASR
systems that is expected to continue to grow in the future.

Figure 1 shows a simple ASR system architecture. Input
signal processing and feature extraction steps include noise
filtration, converting the input signal to frequency domain,
and extracting the signal’s feature vectors. For feature extrac-
tion, most of ASR systems use mel-frequency cepstral coef-
ficient (MFCC) [1] or relative spectral transform-perceptual
linear prediction (RASTA-PLP) [2]. The next stage is decod-
ing, it uses statistical models such as hidden Markov model
(HMM) or other techniques such as dynamic time wrapping
(DTW) [3]. The acousticmodel (AM) generates anAMscore
using the extracted features components. A hybrid of HMM
and Gaussian mixture model (HMM-GMM) is widely used
for acoustic modeling. Recently, a hybrid of HMM and deep
neural network (HMM-DNN) is replacing the HMM-GMM
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Fig. 1 Architecture of ASR system

approach because it became more feasible and significantly
reduced error rates owing to the perpetual enhancement in the
computational power and availability of large training sets. It
achieved one-third error rates reduction compared to conven-
tional HMM-GMMmodels [4–7]. The languagemodel (LM)
estimates the probability of the proposed word sequence by
learning the relation between words from a training corpus
[4]. LMs are usually statistical n-grams models that estimate
the distribution of a language. Finally, the system will show
the recognized word(s). Several open-source tools are avail-
able to help researchers to build and test ASR systems such
asHTK [8], CMUSphinx [9], andKALDI [10]. Several tools
are also available for languagemodeling such asSRILM[11],
CMU Sphinx LM tool [9], and KALDI LM tool [10].

Arabic is one of the world’s most common languages and
one of the six official languages of United Nations (UN)
[12,13]. It is the fourthmost spoken language afterMandarin,
Spanish, and English. Arabic has a special set of diacrit-
ics that change letters’ pronunciation and a word’s meaning.
Research on Arabic ASR is limited compared to other lan-
guages such as English andMandarin. Based on our literature
review, we noticed that researchers usually omitted diacritics
for two primary reasons. First, adding diacritics increases the
Word Error Rate (WER) for the AM and increases the LM’s
perplexity. Second, Arabic readers can understand a word’s
meaning from its context without diacritics in most cases.
However, diacritics are crucial is some cases where a words’
meaning cannot be discerned from the context. Researchers
that applied diacritics to their ArabicASR systems found that
they always increased WERs [14–18]. Although the afore-
mentioned reasons are correct, omitting diacritics will limit
the usability of the ASR system for several applications such
as voice-enabled translation.

To the best of our knowledge, no studies addressed nondi-
acritized Arabic ASR systems’ performance when they are
integrated with voice-enabled service such as translation.
This can be problematic becauseASR systems are not always
standalone systems as theymight be integratedwith other ser-
vices that depends on the ASR system’s output. The problem
is in the assumption that the Arabic ASR system’s output will

be used by Arabic human readers, which is not always the
case where the ASR system could be integrated with others

systems such as voice-enabled translation. For instance, ( )

means science, ( ) means he knew, ( ) means he taught,

( ) means a flag. A word can be recognized by ASR to con-
fer one meaning, spoken by TTSwith a second meaning, and
translated using machine translation to have a third meaning.

In this paper, we study the effect of diacritics on Arabic
ASR systems and discuss how they affect other integrated
systems. We build 80 different ASR models for 1, 2, 5, 10,
23h corpora using state-of-the-art technologies. We used
KALDI toolkit and SRILM to build eight models for each
corpus:GMM-SI,GMMSAT (fMMLR),GMMMPE,GMM
MMI, SGMM, SGMM-bMMI, DNN, and DNN-MPE. The
first six models were trained using CPU and the last twowere
trained using GPU. Each model is trained with and without
diacritics. A total of 80models is created.We used phoneme-
based modeling approach as it is widely used for Arabic
language [15,19–21], and to help to compare our results with
other researchers such as [15,22].

The scope of this work is focused on comparing our mod-
els’ WERs for the diacritized and nondiacritized versions as
well as comparing our results with other researchers results.
Integrating the acoustic models with other systems such as
TTS or translation is considered for future work. Our results
show that WERs ranged from 4.68% to 42%. Including dia-
critics increased the WER by 0.59% to 3.29% compared to
the nondiacritized version of the same corpus.

In this context, the primary contributions of this paper are
the following.

– Study diacritics effect on Arabic ASR systems.
– Develop Arabic ASR models using state-of-the-art tech-
nologies with and without diacritics to analyze the effect
of diacritics.

– Provide recommendationswhen diacritics should be used
in ASR systems and when to be excluded.

– Investigate the possible effects of Arabic diacritics on
integrated systems that depend on the Arabic ASR
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system’s output such as voice-enable translation and
speech-to-speech.

The rest of the paper is organized as follows. Section2
discusses the background material. The related work is dis-
cussed in Sect. 3. In Sect. 4, we formulate the problem we
are trying to solve, the questions we are trying to answer,
and the open problems that could be tackled in future work.
Section 5 discusses our research methodology. In Sect. 6,
we present the experimental results and recommendations.
Finally, Sect. 7 concludes this paper some future research
directions.

2 Background

In this section, we provide background material on ASR
systems. In particular, Sect. 2.1 discusses the ASR types.
Section 2.2 discusses the performance metrics and evalua-
tion of ASR systems.

2.1 ASR Types andMechanisms

ASR systems have two types: (i) discrete word and (ii) con-
tinuous speech recognition. Each type is divided into two
categories. First, speaker dependent where the system learns
the unique characteristics of a person’s voice. New users
should train the system by speaking certain words or para-
graphs first. Second, speaker independent, the aim of these
systems is to recognize anyone’s voice for a specific lan-
guage. No training is needed by the end user before using the
system. It is usually used by interactive applications where
the business needs limit asking the user to read few sentences
or pages before the speech recognition starts. This kind of
systems are usually pre-trained with large variety of record-
ings. Training is performed using a statistical models such as
HMM.

Speaker-dependent systems achieve better WERs than
speaker-independent systems because the former is adapted
to an individual user, which can be a factor of two or three
times lower than a speaker-independent system when using
the same amount of training data [23]. Speaker-independent
systemsmight struggle when a new user uses the system. It is
not practical to train the systemagain for each newuser. Thus,
speech adaptation techniques are used to alleviate this burden
by quickly tuning the system parameters to the new user. This
leads to speaker adaptive training (SAT), which produces
smaller models estimated variances, higher training set like-
lihoods, and improved results compared to trained systems
without adaptation. However, it requires higher amount of
storage and more computation power [23–25]. Several tech-
niques are available for speaker adaptation such asmaximum
a posteriori parameter estimation (MAP) [26] and maxi-

mum likelihood linear regression (MLLR) [27]. Reviews of
speaker adaptation techniques are presented in [23,28].

We study some of the methods used for speech recog-
nition in this section. First, DTW is used to find the best
alignment between two time series so that a time series can
be changed nonlinearly by widening or decreasing it along
its time axis (i.e., wrapping) [29].Wrapping can then be used
to calculate the corresponding regions to find the similarity
between them. In speech recognition, DTW is used to decide
which waveform represents the spoken phrase. The scheme
is used to calculate the difference of the time adjustment of
two words. DTW has some limitations such as high com-
plexity of O(n2v), hard to evaluate two elements from two
distinct sequences. It is suitable for simple applications [29].

Second, HMMs are finite state machines where tran-
sition between states is made instantly at equal periods
(clocks). With every movement, the system produces obser-
vations where two processes are taking place: the transparent
process, characterized by the observation string (feature
sequence), and the hidden process characterized by the state
string. The main issues of this technique are the sequence of
time, the comparison methods, the assumption that succes-
sive observation are independent, constant length observation
frames, and large number of parameters [30–37]. Most sys-
tems use a hybrid of HMM and GMM to build their ASR
systems. HMMs are used to determine the temporal variabil-
ity of speech while GMMs are used to determine how HMM
states fits the frames acoustic input [38].

Third, as alternative to GMMs, artificial neural networks
(ANNs) are used in many applications due to their pow-
erful parallel-distributed memories and processing, fault
constancy, and distinguished pattern learning ability [39].
The complexity of ANNs increases as their generality rises.
A deep neural network (DNN) is an ANN with multiple hid-
den layers between the input and output layers [6]. DNN
generates compositional models, where extra layers enable a
composition of features from lower layers, adding a big learn-
ing ability and increase the potential of modeling complex
patterns of speech data [40]. DNNs showed an impressive
success in large vocabulary speech recognition since 2010
where large output layers of the DNN based on context-
dependent HMM states. Large-scale ASR is considered the
most convincing successful case of deep learning in the recent
history [5,41,42]. Disadvantages of DNNcompared toGMM
includes that it is hard to utilize large clusters to train them
on large datasets [38]. Table 1 shows a comparison of the
aforementioned types.

2.2 PerformanceMetrics and Tools

Accuracy and speed are important factors in ASR systems.
Since the last two decades, systems kept benefiting from
Moore’s law validity using the continuous increase in com-
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puting resources. An inverse relationship exists between the
system’s accuracy and speed, as the former demanded to be
higher, maintaining a fast recognition rates becomes a chal-
lenging task. High-speed speech recognition plays a pivotal
role in real-time ASR systems. Speech decoding is one of the
most computational and time-consuming phases of speech
recognition process. The ASR delay should be less than a
tenth of a second in order to make the user feel the system
is reacting instantaneously [43]. Such real-time systems are
beneficial for numerous applications such as live transcrip-
tion and speech-to-speech systems that made the fictional
idea of the global speaker become true as recently published
by Microsoft research [44]. ASR faces several challenges
that reduce its performance and accuracy such as the follow-
ing.

– Vocabulary and nature of the alphabet: Language that has
a large vocabulary increases errors. In general, it is easy
to distinguish a small word set, but when the size grows
the error rates increase. Arabic language has a very rich
vocabulary that make speech recognition more challeng-
ing.

– Speech recognition has to select between discrete and
continuous speech. In software tools, it is easier to
recognize words when they are pronounced separately.
Continuous speech is harder to detect because words
pronunciation can be vague. Understanding a paragraph
is more challenging than understanding a sentence or a
word.

– Adverse conditions: Performance of ASR systems may
vary due to environmental noise, sound distortions (e.g.,
echo), and speaking style (e.g., fast or slow). Accu-
racy depends on many conditions and the surrounding
environment. Human voice has nonlinear properties
influenced by many parameters such as gender, back-
ground and emotions. Thus, languages can vary in terms
of pronunciation, accent, volume, speech, and speed. All
of these factors increase the ASR system’s complexity.

– Homonyms: Homonym is defined as two words with dif-
ferent semantics but sound similar such as “hair” and
“her,” “cup” and “cop.” An ASR system cannot distin-
guish between these words based on their sound only.
Therefore, several training systems consider the context,
which has great impact on ASR system’s performance.

– A limitation in grammatical language: The presence of
diacritics changes the meaning of spoken words. For

instance, means written while means books.
Arabic language has 28 letters. Each letter can be pro-
nounced differently with different diacritic marks, which
are Harakat (Fatha, Dammah, Kasrah), Tanween (Fath,
Dam, Kasr), shadda, mad, and sukun. Table 2 shows the
Arabic alphabet and its correspondent IPA phonemes.

Table 2 IPA phonemes representation for Arabic letters [14]

Kaldi speech recognition toolkit is a free and open-
source toolkit for ASR [45]. Many researchers used Kaldi
tool in their research owing to its ease of use, documen-
tation, and available scripts. Kaldi has important features
such as integration with finite state transducers (build
against OpenFST toolkit [46]), open license, and complete
recipes for building speech recognition systems. It supports
various types of acoustic modeling such as GMMs and
DNNs.

Figure 2 shows a simple representation for the architec-
ture of an HMM-based system. Each part of the system will
be discussed in details, some of the parts are summarized
from [47]. The feature extraction phase takes the input audio
waveform and coverts it into a fixed size feature vectors (Y)
that are compact and efficiently represents the input signal,
Y1:T = y1, . . . , yT . The decoder tries to find a sequence of
wordsw1:L = w1, . . . , wL that most likely have generated Y
as in Eq. 1. Some systems models this directly as in discrim-
inative models [48]. However, since it is difficult to model
in most cases, Bayes rule is used to transform Eq. 1 to an
equivalent problem as in Eq. 2. The AM determines P(Y |w)

and P(w) is determined by the LM.
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Fig. 2 Architecture of a
HMM-based Recognizer

ŵ = argmax
x

{P(w|Y )} (1)

ŵ = argmax
x

{P(Y |w)P(w)} (2)

Speech is non-stationary signal. Thus, the extracted voice
features should be estimated for short intervals, such as 10-30
ms, in which speech can behave stationary. Several tech-
niques are available for feature extraction such as linear
predictive coding (LPC) [49], mel-frequency ceptral coef-
ficients (MFCC) [1], and perceptual linear prediction (PLP)
[2]. MFCC is the predominant technique in the literature.
Figure 3 shows the MFCC steps. It starts with framing, in
which it uses a specific frame length (e.g., 10 ms) with over-
lapping window (e.g., 25 ms). Overlapping window is used
to effectively extract information of two adjacent windows.
Hamming window is frequently used in the windowing step.
Then, Fast Fourier Transformation (FFT) is applied to the
window to get its frequency content. The generated frequen-
cies are then filtered by a Mel-scale filter that imitates the
human ear. It uses frequency filters spaced linearly at low
frequencies and logarithmically at high ones. Finally, theDis-
crete Cosine Transform (DCT) is applied to the logarithm of
the filtered frequencies. This usually uses first N coefficients
as 13 for the feature vectors. The extracted feature vectors
are used in the next steps of speech recognition.

3 RelatedWork

In this section, we discuss related studies onArabic ASR.We
first address similar studies to our work. Then, we address
other related topics for readers to better understand the holis-
tic view of research on the area.

Ali et al. [20] developed an Arabic ASR system using
KALDI toolkit. To the best of our knowledge, the authors
are among the few researcherswho addressedDNN inArabic

ASR. The authors used broadcast news corpus that contains
200h of training data, which consisted of news conversations
and reports (i.e., GALE phase 2 corpus). They achieved a
best-case WER of 15.81% for reports, and WER of 32.21%
for conversations, and overall combined WER of 26.95%.
They used phoneme-based modeling because it is superior
to grapheme-based systems. They usedMFCC features with-
out energy combinedwith a standard 13-dimensional cepstral
mean-variance normalized (CMVN). Their models are three-
state context-dependent models. Regarding the LM and the
lexicon, they started by normalizing the selected Arabic text
sources to remove common Arabic mistakes. They used an
nondiacritized lexicon, LM, and BuckWalters transliteration
for transcriptions. The lexicon is collected from news archive
through collaboration with Aljazeera news. Best results were
achieved using DNN combined with minimum phone error
(MPE) technique. We used similar setup as proposed by
the authors because it covers wide variety of state-of-the-
art models that are used since the last decade, but we used
different corpus because they use a nondiacritized one.

Abushariah et al. [16,17] conducted three experiments
with and without diacritics on a training set of about 8 h.
In all of their results, the nondiacritized systems achieved
better WER by 0.33–1.2%. They used a high-performance
design for ASR using CMU Sphinx toolkit. MFCC was used
for the feature extraction. The system was trained with 7h
of balanced Arabic speech corpus, and tested using 1h for a
similar speaker but with different sentences. They obtained
a WERs of 11.27–10.07%, with different speakers and simi-
lar sentences the system obtainedWERs of 5.78–5.45%, and
with different speakers and different sentences the WERs
were 15.59–14.44%. Abushariah et al. [18] also achieved
an enhancement of 1.31% in WERs when used an nondi-
acritized ASR system compared to diacritized one. Biadsy
et al. [50] tested whether diacritization is important or not.
They usedArabic dialect for their experiment of around 230h
with fully diacritized lexicon and LM. The fully diacritized
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Fig. 3 MFCC Steps

system achieved 29.9% WER, and the nondiacritized pre-
ceded with 24.6%, that is 5.3% enhancement. They used an
automatic diacritizer, which introduces a new error that could
have contributed to the increasedWER.Our corpus, however,
is manually diacritized.

Kirchhoff et al. [14] underscored the importance of diacrit-
ics for Arabic language. They conducted their experiment on
the LDC Callhome corpus using with diacritics (they called
it romanized) and without diacritics (they called it script).
The script version outperformed the romanized one by 4.1%.
Moreover, the authors stated that the results would be bet-
ter by using manually romanization instead of automatic one
since the overall error rate would be reduced. Others said dia-
critics had no noticeable effect on the Arabic ASR system’s
WER [51].

Satori [36] presented an Arabic ASR system based on
CMU Sphinx 4 using the HMM. Hyassat and Zitar [19]
developed an Arabic ASR system for the Holy Quran using
CMU Sphinx 4. It has three types of corpus: the holy Quran
corpus, Arabic commands corpus, and Arabic digits corpus.
Alghamdi et al. [15] developed an Arabic broadcast news
transcription system using CMU Sphinx, with a corpus of
7h for training and 0.5h for testing. They achieved a WER
of 8.61%.

Vergyri et al. [52] studied using morphology-based lan-
guage models for Arabic in several phases of ASR systems.
Two models were tested with an N-best list-rescoring plat-
form: Class-based and single-stream factored languagemod-
els (FLM). There were some difficulties using morphology-
based LMs in an LVCSR system for Arabic language, which
increases theWER. If the factored word representations can-
not be decoded, then the FLM potential cannot be fully
realized. This is considered as the main disadvantage of
FLM. Soltau et al. [53] addressed the vowels in Arabic
language. They tested a large vocabulary size consisted of
129,000 word, in which they achieved 19.8% WER. When
they increased the size to 589,000 words, they achieved a
WER of 18.3%.

Recently, several studies focused on Arabic dialects. This
is an important topic because the MSA is not used anymore
in normal life and it is mainly used in formal situations and
news. Djellab et al. [54] proposed a linguistic overview for

Algerian dialect and introduced a new corpus that is a two
years efforts of collecting phone conversations from different
areas in Algeria. The authors also studied recent recognition
approaches such as GMM-UBM and i-vector to assess the
effectiveness of such mechanisms for dialect recognition.
Ali et al. [21] introduced a dialectical ASR challenge for
the Egyptian dialect (MGB-3). The corpus for this challenge
encompasses Egyptian YouTube videos from several gen-
res such as comedy, cooking, family, sports, and drama. The
length of the corpus is 16h that is split evenly between those
genres. The challenge focuses on Arabic dialect recognition
to distinguish between different dialects such as Egyptian,
Levantine, North African, Gulf, and MSA.

Mohammed and Khidhir [55] developed a real-time Ara-
bic speaker-independent ASR system. They used MATLAB
to identify some Arabic letters by developing a fast and
simple technique. The technique used MFCC for feature
extraction and Euclidean distance to compare the sounds
with the used dataset. The authors achieved 89.6% recog-
nition rate.

Furtună [29] discussed how the voice recognition for
group of words requires comparing voices entered with the
dictionary. A dynamic comparison method was used to allo-
cate an optimal correspondence to the temporal scales of
the two words. DTW was found to be effective for isolated
words recognition in a limited dictionary. A major limitation
of DTW is the complexity O(n2v), which may not be satis-
factory for a larger dictionary. Moreover, it was difficult to
evaluate two features from two different series. Alkhatib et
al. [56] built a mobile application that focuses on detecting
mispronounced Arabic words and further guide the reader
for the correct pronunciation. The authors used MFCC and
DTW algorithms in building their system.

Although software tools can be suitable for real-time per-
formance,many reasonsmotivate usinghardware approaches
to achieve better performance. Some applications used in
call centers require handling a large number of concurrent
requests Gorin et al. [57]. Other application like off-line
transcription or dictation require handling multiple speech
streams simultaneously andmayoffer an important economic
gain. Field programmable gate array (FPGA) can be used for
real-time applications due to its processing power. Several
researchers discussed implementing hardware speech recog-
nition system to gain better recognition speeds as well as
training time. Software- and hardware-based systems have
pros and cons over each other, and no one based on our liter-
ature tried to make a hybrid system to benefit from each part.
On the one hand, the software-based systems are more user
friendly, which can produce more functionality. On the other
hand, hardware approaches as FPGA might provide better
performance due to its processing power. However, hardware
recognizers have several limitations for speech recognition
such as the following Price et al. [58].
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Table 3 Diacritics effect on
word’s meaning

Meaning Word

Wrote

Has been written

Books

Table 4 Diacritics effect on word’s meaning, complex example

Meaning Word

If

Suffer

Sufferer

The time has come

The appropriate time to do something

– Cannot be easily reprogrammedas the speech recognition
algorithms is continuously evolving.

– The required memory size and bandwidth for speech
recognition are high.

Few researches implemented Arabic ASR systems using
FPGA. Elmisery et al. [59] published a hardware and soft-
ware comparison for Arabic ASR system using the HMM.
The FPGA recognizer showed better performance as six
times faster than the software implementation. This is a
promising result that motivates researchers to work in hard-
ware implementations instead of the predominant software
applications.

4 ProblemDefinition

The Arabic language is one of the morphologically rich lan-
guages. Its diacritics play an important role in defining a
word’s meaning. Table 3 shows a simple example of diacrit-
ics effects on the word’s meaning (this word can have nine
meanings as shown by [14], but we used the three most com-
mon uses). A more complex example is shown in Table 4, in
which a two letters word can have fivemeanings by changing
the diacritics.

Based on our literature review, diacritics are being omit-
ted from Arabic ASR systems. This is for two main reasons.
First, using diacritics in ASR increases the AM’s WER and
LM’s perplexity. Second, Arabic reader can discern a word’s
meaning from its context in most cases. This delegates the
diacritization process to the user who is reading the recog-
nized text. Although this process might be carried on by a
native speaker naturally, it is still not decisive and does not
guarantee the exact intended results. More importantly, the
ASRoutputs are not always consumed by native speakers and

it could be redirected to another automated system such as
voice-enabled translation and speech-to-speech applications.
For example, a simple experiment using Google translate
showed that Google ASR recognized the sentence (Sari’s

Books) ( ) as ( ) without diacritics, which by
a native speaker can have at least three meanings and can-

not be discerned by context: ( ) Sari wrote, ( )

Sari’s books, and ( ) Sari was written. However, the
same system reads the recognized words, using TTS, as Sari

was written ( ). Furthermore, it translated the rec-
ognized words to English as (Sari Wrote). Thus, a spoken
sentence can be recognized by ASR to confer one meaning,
spoken by TTS with a second meaning, and translated using
machine translation to have a third meaning.

Research were oblivious to the risks of omitting diacritics
in similar applications.Webelieve this is because they treated
an Arabic ASR system as a standalone system. This limits
its usability for several applications such as speech-enabled
translation, and speech-to-speech applications. For example,
one of the promising future applications in ASR is speech-to-
speech thatwas perceived to be sciencefiction for a long time.
This application converts spoken words from a language to
spoken words of another language (e.g., Arabic to English).
For speech-to-speech application, there are three possible
scenarios based on the ASR output. Figure 4 shows these
scenarios, next we discuss each of them.

First, when the Arabic ASR produces diacritized results
with error rate (Ed). The results will pass through machine
translation phase that adds translation error (Ed_mt). The
translated results will then be sent to a TTS engine, which
will add its error (Ed_tts). The final error for this type will be
as in Eq. 3.

Fd = Ed + Ed_mt + Ed_tts (3)

Second, if the Arabic ASR system results are nondia-
critized, then we can either use it as is or add diacritics
automatically (assuming this helps the translator and/or
TTS). If the system used the output without automatic
diacritization, then the basic error of the ASR (Ewd) is prop-
agated to the machine translation error (Ewd_tts). Afterward,
the translated results will be passed to the TTS engine with
error of (Ewd_mt). The final error for this type will be as in
Eq. 4.

Fwd = Ewd + Ewd_mt + Ewd_tts (4)

Third, when the nondiacritized ASR output is diacritized
using automatic diacritizer such as KACST Automatic Dia-
critized [60] or Mishkal [61]. This will introduce a new error
(Ewd_a). The translation error for this typewill be (Ewd_a_mt).
The TTS error will be (Ewd_a_tts). The final error for this type
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Fig. 4 Speech-to-Speech Scenarios using Diacritized and Nondia-
critized ASR

will be as in Eq. 5.

Fwda = Ewd + Ewd_a + Ewd_a_mt + Ewd_a_tts (5)

To the best of our knowledge, no one investigated the three
aforementioned options to find the suitable case for speech-
to-speech applications for Arabic language. We believe that
regarding the ASR part, including diacritics will increase the
WER slightly (Ed > Ewd). This is showed in the literature
by several studies and confirmed by our experimental results.

We believe that the translation error can be formulated
as in Eq. 6. We used the product instead of summation
because the error will propagate from the ASR error and
amplify on translation where it reduces the optimal accuracy
by (100 − ASRWER). For example, with 10% WER for the
ASR system, the maximum accuracy for the translator would
be 90% relative to the spoken words subtracting a factor that
is added to the translator WER (δ as in Eq. 7). Hence, Eqs. 3,
4, and 5 would not provide accurate representation for the

system’s overall error. The error Emt_basic refers to the trans-
lator error assuming it receives 100% correct input, which is
inherited from its training. However, this should be also cate-
gorized based on the input to be Emt_basic_diac for diacritized
input and Emt_basic_Nondiac for nondiacritized input. For the
TTS engine, the error will be propagated in a similar way.

Emt = δ · Emt_(diac|nonDiac) (6)

δ = (1 + ASRWER_(diac|nonDiac)) (7)

Fd_diac = Ed + (δ · Emt_diac) + (β · Etts_diac) (8)

β = (1 + Emt_(diac|nonDiac)) (9)

In this study, we study the effect of diacritics on Arabic
ASR. This will help to better understand whether the effect
is large or small. The effect can be better understood when
integrated with other systems such as translation. However,
other parts such as translation, automatic diacritization, and
TTS are considered for future work. We expect that the best
combinationwill be using diacritizedASR systemwhen inte-
grated with other parts such as translation or TTS. This is
against the current prevalent convention in the literature for
diacritics to be omitted.We believe this is because other stud-
ies did not integrate the ASR system with other systems, in
which diacritics can affect the overall system’s error rates.

5 Methodology

Figure 5 shows our experimentswork flow. First, we obtained
Arabic news transcription corpus (Audio + diacritized text)
from the authors of [15,22]. The corpus contains 6h of speech
for 4754 sentences. The useddiacritics are Sukoon,Dhamma,
Fatha,Kasra, Shaddah, andTanween (Kasr, Fath, andDham).
Second, we use the transcription to generate our own audio
corpus of 17 h for the same 4754 sentences. Thus, the total
length of our corpus is 23h of 4754 sentenceswith 193 speak-
ers. Third, we created subset corpora of 1, 2, 5, 10, 23h. Each
of which has two version of transcriptions: diacritized and
nondiacritized. This creates a total of ten corpora.

Fourth, we created a diacritized and nondiacritized ver-
sions of the lexicon and LM for each corpus. Finally, each
of the ten sets is trained to create eight different models that
are: GMM-SI, GMM SAT (fMMLR), GMM MPE, GMM
MMI, SGMM, SGMM-bMMI, DNN, DNN-MPE. The first
six models were trained using CPU, and the last two were
trained using GPU. We used KALDI toolkit with similar a
setup to the one used by [20]. It uses classic 13-dimensional
MFCC features that are spliced to include±four neighboring
frames and followed by dimensional reduction to 40 using
LDA [62]. 40 is believed to be the optimal input dimension
for GMM systems [63]. However, the authors indicated that
using larger dimensions is helpful for DNN, which can be
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Fig. 5 Experiments Flow

studied in further research. We used the same dimension for
all models. For DNN, we used five hidden layers each of
which layer has 2048 nodes, and learning rate of 0.008 sim-
ilar to [20]. The final features are then de-correlated using
MLLT [64] (also known as STC [65]). Speaker adaptation
is also applied using feature—space maximum likelihood
linear regression (fMLLR) [66] (also known as constrained
MLLR [67]). For the GMMmodels, they contain 512kGaus-

sians with 8k states and the SGMM has 5k states similar to
[20].

Ali et al. [20] provided their source code, which is adopted
from state-of-the-art methods to build ASR systems. We
used those similar model building techniques and modified
some parts to work with our corpus and language modeling.
This is important in order to build a baseline for com-
parison. However, there are major differences between our
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Table 5 Test corpus specification

Corpora (h) Training Testing Total duration

1 52m:37s 7m:33s 1h:0m:11s

2 1h:45m:3s 15m:4s 2h:0m:8 s

5 4h:22m:34s 37m:37s 5h:0m:12s

10 8h:45m:9s 1h:15m:4s 10h:0m:13s

23 20h:40m:20s 1h:52m:38s 22h:32m:58s

Table 6 Machine specifications

CPU Intel i7-7800X

RAM 32 GB

GPU GTX 1080 TI, 3584 CUDA cores (for
DNN training)

OS Ubuntu 17.10

Disk SSD

CUDA Version 9.1.85

GCC Version 6.4 (downgraded from 7.x for KALDI and
CUDA to work)

Linux Kernel 4.13.0-17

implementations. First, for language modeling, the authors
used MADA toolkit, while we used SRILM because it is
widely used in the literature and MADA is an in-house tool
developed by authors with limited exposure and usage by
researchers in the field. Second, the authors used a non-
diacritized corpus, while we tested both diacritized and
nondiacritized corpora. Another important difference about
the corpus is that they used a closed-source and paid corpus,
while we used a publicly available corpus from [15,22].

6 Experimental Results

In this section, we discuss our experiments setup (Sect. 6.1)
and results (Sect. 6.2).

6.1 Experiments Setup

We used 12.5% of each corpus for testing and the rest for
training as shown in Table 5. The variability between differ-
ent corpus sizeswas controlled throughmaking the validation
dataset incremental. For example, a small corpus validation
set is a subset of each larger corpus. We prepared the training
environment where we faced numerous challenges such as
running the graphics card CUDA library on Ubuntu, which
was not supported because the graphics card was new. How-
ever, we managed to prepare a working environment using a
local machine with the specifications shown in Table 6.

Finally, we categorized and analyzed the results based on
WERs as will be discussed in the next section. The results for
each model is compared between the diacritized and nondi-
acritized version. This should clarify the effect of diacritics
on Arabic ASR.

6.2 Results and Discussion

Table 7 shows the WERs for our 80 models. The WERs
ranged from 42 to 4.68%. The lowest WERwas using DNN-
MPEwith the largest corpus, and the highestWERwas for the
smallest corpus using SGMM-bMMI. DNN-MPE provided
the best WER for most of our models with 40–50% reduc-
tion of traditional GMM models. It shows that the WER is
always decreasing as the corpus size increases. This is valid
for both diacritized and nondiacritized corpus. The DNN
and DNN+MPE outperformed the other techniques. Table
8 shows the accuracy for our 80 models. It is calculated
based on Eq. 10 [15]. Accuracy ranged from 69.89% (for the
1h diacritized model) to 95.32% (for the 23h nondiacritized
model). It shows that the accuracy is always increasing as the
corpus size increases. This is valid for both diacritized and
nondiacritized corpus.

Accuracy = 100 − WER (10)

We conducted another two experiments, in which we pro-
duced another sixteen models to compare our results with
similar datasets we received from the authors of [15]. Com-
parison is shown in Table 9. We included only four of the
produced models in the comparison, two of which are sim-
ilar to the used by the authors and the other two are our
best results (because all were better than the base GMM and
worst than our DNN-MPE). For the same model used by the
authors, we achieved slightly better results (< 1%). With
our DNN-MPE model, we achieved 53% enhancement for
the nondiacritized model and 48% for the diacritized model.

Using diacritics increased WER in all cases (except for
few cases due to using a small dataset). WER increased by
addingdiacritics for the 8models by3.29%for the 1 h corpus,
0.59% for the 2h corpus, 1.07% for the 5h corpus, 1.48% for
the 10h corpus, and 0.92 for the 23h corpus. Although this
error is supposed to decrease as the corpus size increases, we
noticed some fluctuation from 2 to 23h. This might be due to
increased ambiguity in the LM, which sometimes resolved
by introducing sentences with similar words and sometimes
increased by using new words. This fluctuation is yet not
decisive and needs to be further investigated. Although the
diacritics increaseWER by about 1%, it avoid any ambiguity
in the result. Authors who studied diacritized Arabic ASR
also achieved similar results such as Alghamdi et al. [15],
which in their study the diacritized model increased WER
by 1.5%. In Abushariah et al. [16,17] study, the diacritized
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Table 7 Word error rates (WERs) for the 80 trained model

Model 1h 2h 5h 10h 23h

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

GMM 30.11 29.13 21.25 24.08 19.02 18.96 15.02 13.94 10.81 10.25

GMM+fMLLR 26.02 22.59 17.28 18.65 16.49 16.27 14.61 13.69 9.10 7.91

GMM+MPE 28.48 23.40 21.02 21.25 17.61 15.21 13.16 11.62 9.62 8.52

GMM+bMMI (0.05) 27.33 23.57 20.26 19.72 18.60 17.61 13.42 11.26 9.67 8.20

SGMM+fMMLR 24.55 23.90 15.90 11.47 9.93 9.32 8.49 7.15 6.48 6.36

SGMM+bMMI (0.1) 42.72 34.82 17.43 15.14 14.92 13.05 12.01 9.53 7.26 6.03

DNN 15.06 12.77 12.16 11.09 11.37 10.02 9.20 7.88 5.78 4.89

DNN+MPE 14.57 12.27 11.39 10.55 10.47 9.35 8.76 7.71 5.53 4.68

Average Increase in WER by adding diacritics �
� 3.29 0.59 1.07 1.48 0.92

Table 8 Accuracy for the 80 trained model

Model 1h 2h 5h 10h 23h

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

Diac
(%)

non-Diac
(%)

GMM 69.89 70.87 78.75 75.92 80.98 81.04 84.98 86.06 89.19 89.75

GMM+fMLLR 73.98 77.41 82.72 81.35 83.51 83.73 85.39 86.31 90.9 92.09

GMM+MPE 71.52 76.6 78.98 78.75 82.39 84.79 86.84 88.38 90.38 91.48

GMM+bMMI (0.05) 72.67 76.43 79.74 80.28 81.4 82.39 86.58 88.74 90.33 91.8

SGMM+fMMLR 75.45 76.1 84.1 88.53 90.07 90.68 91.51 92.85 93.52 93.64

SGMM+bMMI (0.1) 57.28 65.18 82.57 84.86 85.08 86.95 87.99 90.47 92.74 93.97

DNN 84.94 87.23 87.84 88.91 88.63 89.98 90.8 92.12 94.22 95.11

DNN+MPE 85.43 87.73 88.61 89.45 89.53 90.65 91.24 92.29 94.47 95.32

Table 9 Results comparison with Alghamdi et al. [15]

Model type NonDiac WER (%) Diac WER (%)

[15] GMM 8.61 10.14

Our results GMM 8.42 9.92

DNN-MPE 4.31 4.85

model increasedWER by 1.15%. Hence, we recommend the
following.

1. Using diacritics for every application that require theAra-
bic ASR system to be integrated with other systems, in
which the other system produces better results using dia-
critics. For example, speech-to-speech.

2. Avoid diacritics in cases where the diacritized system
produced much larger WER than the nondiacritized sys-
tem and there is no integration with other systems that
depends on the ASR output.

Those recommendations need to be further evaluated in a
production setup that is integrated with other modules such
as translation and TTS to understand the actual effect of the
system. Hence, for future work direction we recommend to
investigate each part of the speech-to-speech process that
have not yet been studied. The studies should take into con-
sideration integrating these modules together to understand
how the error from one system can propagate or further
amplify the error of the other modules.

7 Conclusion

In this paper, we studied the effect of diacritization on
Arabic ASR. We built 80 models using GMM-SI, GMM
SAT (fMMLR), GMMMPE, GMMMMI, SGMM, SGMM-
bMMI, DNN, and DNN-MPE. We built those models using
KALDI toolkit, and SRILMwas used for languagemodeling.
We used diacritized and nondiacritized versions and checked
how diacritics affected WERs. Our results show that diacrit-
ics increased WER for all of our models (except few models

123



Arabian Journal for Science and Engineering (2019) 44:9043–9056 9055

with small corpus). The average increasedWERswere 3.29%
for the 1h corpus, 0.59% for the 2h corpus, 1.07% for the
5h corpus, 1.48% for the 10h corpus, and 0.92% for the
23h corpus. In addition, we analyzed some cases where this
increase in theWERmight reduce the system’s overall error.
For example, speech-to-speech recognition integrates Arabic
ASR, machine translation, and TTS. We believe that it might
be more beneficial to use diacritized ASR system in similar
cases.

For the future work, we recommend further investigation
of the diacritization effect on Arabic voice-enabled trans-
lation and speech-to-speech systems. In addition, we used
manually diacritized corpus in our models. This will show
the minimal effect of diacritization on Arabic ASR systems.
However, in a production setup it is probable that the ASR
system will use automatic diacritization process. Studying
the effect of this automation is considered for future work.
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